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Introduction

The study of public policy, including the methods of policy analysis, has been among the most rapidly developing fields in the social sciences over the past several decades. Policy analysis emerged to both better understand the policymaking process and to supply policy decision makers with reliable policy-relevant knowledge about pressing economic and social problems. Dunn (1981, 35) defines policy analysis as “an applied social science discipline which uses multiple methods of inquiry and arguments to produce and transform policy-relevant information that may be utilized in political settings to resolve policy problems.”

By and large, the development of public policy analysis first appeared as an American phenomenon. Subsequently, though, the specialization has been adopted in Canada and a growing number of European countries, the Netherlands and Britain being particularly important examples. Moreover, in Europe a growing number of scholars, especially young scholars, have begun to identify with policy analysis. Indeed, many of them have made important contributions to the development of the field.

Although policy advice-giving is as old as government itself, the increasing complexity of modern society dramatically intensifies the decision makers’ need for information. Policy decisions combine sophisticated technical knowledge with complex social and political realities, but defining public policy itself has confronted various problems. Some scholars have simply understood policy to be whatever governments choose to do or not to do. Others have spelled out definitions that focus on the specific characteristics of public policy. Lowi and Ginsburg (1996, 607), for example, define public policy as “an officially expressed intention backed by a sanction, which can be a reward or a punishment.” As a course of action (or inaction), a public policy can take the form of “a law, a rule, a statute, an edict, a regulation or an order.”

The origins of the policy focus are usually attributed to the writings of Harold Lasswell, considered to be the founder of the policy sciences. Lasswell envisioned a multidisciplinary enterprise capable of guiding the political decision processes of post-World War II industrial societies (see Torgerson, chapter 2). He called for the study of the role of “knowledge in and of the policy process.” The project referred to an overarching social-scientific discipline geared to adjusting democratic practices to the realities of an emerging techno-industrial society. Designed to cut across various specializations, the field was to include contributions from political science, sociology, anthropology, psychology, statistics and mathematics, and even the physical and natural sciences in some cases. It was to employ both quantitative and qualitative methods.

But the policy-analytic enterprise largely failed to take up Lasswell’s bold vision, following instead a much narrower path of development. Policy analysis, as it is known today, has taken an empirical orientation geared more to managerial practices than to the facilitation of democratic government per se (see deLeon and Vogenbeck, chapter 1). In contrast to a multidisciplinary methodological perspective, the field has been shaped by a more limiting methodological framework derived from the neopositivist/empiricist theories of knowledge that dominated the social sciences of the day. This has generated an emphasis on rigorous quantitative analysis, the objective separation of facts and values, and the search for generalizable findings whose validity would be independent of the particular social context from which they were drawn. That is, the limited framework becomes a policy science that would be able to develop generalizable rules applicable to a range of problems and contexts. In no small part, this has been driven by the dominant influence of economics and its positivist scientific methodologies on the development of the field.
By and large, this contemporary policy orientation has met with considerable success. Not only is policy analysis prominently featured in the social sciences, the practice is widely found throughout government and other political organizations. In addition to academia, policy analysts are employed as researchers in government agencies at all levels of government, in public policy think tanks, research institutions, consulting firms, interest group associations, and nongovernmental organizations. Increasingly they are employed in the public affairs departments of major companies to monitor and research economic and regulatory policies.

At the same time, the discipline has not been without its troubles. It has often been criticized for failing to produce an abundance of problem-oriented knowledge bearing directly on the policy process, or what has been described as "usable knowledge." In the late 1970s and early 1980s, studies showed that empiricist policy research was used far less than anticipated. Research into the utilization of policy findings illustrated that only about a third of the administrators who received such information could identify a concrete use to which it was put. deLeon summed this up by ironically noting that a cost-benefit economist would be hard pressed to explain why so much effort had been given to an exercise with so little payoff.

This is not to say that policy research has been without an impact, but it has not always been of the nature that it set out to supply, namely, knowledge directly applicable to problem solving. Often the contribution has been more of an enlightenment function that has helped politicians, policy decision makers, and the public think about public issues, but not to solve them per se. In view of these difficulties others have sought out new directions. Looking more closely at the nature of social problems and their epistemological implications for a policy science, they have emphasized the inherently normative and interpretive character of policy problems. Policy analysis and policy outcomes, noted such scholars, are infused with sticky problems of politics and social values requiring the field to open itself to a range of other types of methods and issues.

This has lead to a turn to the processes of policy argumentation and deliberative policy analysis. This position, presented in Part IV, challenges the neopositivist or empiricist orientation that has shaped the field, suggesting that it cannot alone produce the kinds of knowledge needed for policy making. Needed is a more normative emphasis that brings empirical and normative inquiry together.

The book is divided into ten parts. Part I, “Historical Perspectives,” deals with the basic origins and evolution of the field. The first of three chapters in this part by Peter deLeon and Danielle Vogenbeck, who offer a survey of the development of the field—its successes and failures—and emphasize the political and methodological issues that shaped its evolution, in particular its problem orientation, multidisciplinary perspective, and the normative nature of its research. Based on these considerations, they offer suggestions for future development in the field. Douglas Torgerson focuses more specifically on the contribution of the field’s founder, Harold Lasswell. He sketches out in some detail Lasswell’s multidisciplinary perspective, his concept of the “policy sciences of democracy,” and the need to pay attention to the role of social and political context in both the analysis of policy problems and application of policy objectives in the world of action. Peter Wagner concludes part I by stepping further back to examine development of the policy perspective in terms of the evolution of the modern state and its needs for policy knowledge. Tracing the development of social knowledge for human betterment back to the Enlightenment, he discusses the various theoretical traditions of political intervention, the need for empirical knowledge, and the close relationship of such knowledge to the managerial functions of the modern state. He closes the essay with an analysis of the increasing “scientification” of policy making, and political life more generally, that has accompanied these developments.

The second part of the book, “Policy Processes,” examines the stages of the policy-making process. Werner Jann and Kai Wegrich lead off by considering the utility of the “policy stages” or “cycle model” of the policy process. Paradoxically, they argue, this model is constantly criticized but
yet frequently employed to structure research. The authors argue that most scholars have discarded the faulty assumptions associated with the model, using it to structure diverse literatures and to answer important questions about the nature of policy processes. The second chapter, by Thomas Birkland, examines the first stage of the policy process, agenda setting, which is the process by which problems and alternative solutions gain or lose attention. He considers groups’ differential ability to control the agenda, the strategies used to draw attention to policy issues, and the range of forces that contribute to movement onto or off of the agenda. He reviews common approaches to measuring and tracking the agenda status of a policy issue. Mara Sidney follows with a discussion of the applied and academic approaches to policy formulation, emphasizing the role of design and the choice of policy instruments or tools. As the stage in the policy process where participants generate alternative solutions to deal with issues that have made it onto the agenda, research on policy formulation sheds light on how policy choices are made. Recent work is shown to bring normative criteria to bear on policy designs, and expands to include nongovernment organizations as policy designers in their own right, including expert policy communities and think tanks. Helga Pözl and Oliver Treib then explore the implementation stage of the policy process, comparing top-down, bottom-up, and hybrid approaches. They suggest that assessments to date have overlooked the value of these different approaches. Toward this end, they outline a range of insights that can be drawn from them. They also urge policy implementation scholars to focus on implementation problems that confront the European Union, given its unique multicultural problems and, in this respect, argue that interpretive-analytic approaches can offer promising new directions. Finally, Hubert Heinelt takes up Lowi’s path-breaking policy typology and examines in particular his proposition that “policies determine politics.” Situating the original work within the policy scholarship of that time, he shows how it can be updated and still useful in dealing with contemporary policy issues. He suggests extending and refining the typology by incorporating the role that institutional settings and policy networks play in generating varied political dynamics, and by attending to the mutability of policy boundaries and problem perceptions.

Part III, titled “Policy Politics, Advocacy, and Expertise,” turns to the role of political advocacy and expertise in the policy process. It leads off with the influential advocacy coalition framework developed by Paul Sabatier. Christopher Weible and Sabatier outline the framework, illustrating the way coalitions, organized around policy belief systems, struggle to change public policy. The model emphasizes the role of external shocks to political systems and the role of technical knowledge and expert communities in influencing belief systems. They illustrate the model with a brief case study. Hugh Miller and Tansu Demir focus more specifically on the role of policy communities that form around particular policy issues. Policy communities are constituted by professional experts and others who closely follow and participate in debates about a policy problem. The members of these communities share common interests and concerns for the particular issue domain and are engaged in various ways in bringing about policy change. Concentrating on ideas and solutions for policy reform, such communities play an important role in shaping the deliberations about public policy, particularly in the policy agenda-setting and policy formulation phases of the policy-making process. Finally, Diane Stone takes up the topic of policy think tanks, which have also emerged to supply or interpret new knowledge for policy-relevant decisions. Policy think tanks are seen to deal with both domestic and foreign policy issues. Supplying or interpreting new knowledge for policy-relevant decisions, policy think tanks are seen to deal with both domestic and foreign policy issues.

The fourth part of the book focuses on rationality in policy decision making and the role of policy networks and learning. Clinton Andrews’s chapter on rationality in policy decision making contrasts the idea of “rationality” as science and as metaphor. He extends his analysis across the relevant disciplines, economics, policy analysis, and management science. In particular, he focuses
on the differences between the rational approach to decision making and the more publicly oriented concept of practical reason. Steven Griggs follows by focusing on the influential theory of rational choice. He critically analyzes the approaches of policy researchers using this analytical model to deal with a number of important topics: collective action, coalition building, bureaucracies, and the political-business cycle. His analysis challenges both rational choice theory in policy making and, not less important, the problems it poses for policy researchers using other competing approaches. Putting the theory in political context, he warns against those who argue that rational choice techniques are neutral and pliable tools. In the next chapter of the section, Jörg Raab and Patrick Kenis focus on “policy networks.” Observing the attraction that the concept has had for many policy researchers, particularly the multidisciplinary interest that it has attracted, they report a substantial range of research findings about policy networks. In particular, they emphasize the relevance of networks in promoting innovation. They also discuss questions involving the relation of policy networks in promoting innovation, the diffusion of ideas, resource dependencies, and the implications of unequal resources among policy networks. They conclude by noting that research in this area has often not clearly demonstrated a number of the central claims advanced by policy network theorists. In the section’s final chapter, John Grin and Anne Loeber focus on the related concept of policy learning. Policy learning is described as a theoretical orientation often advanced to rival the concept of power as a way of explaining policy change. They contrast policy learning with other theoretical orientations—the stages approach, systems theory, and game theory in particular, examine its role in the transfer of policy ideas, and survey its applications and implications in different research domains.

Part V of the book, “Deliberative Policy Analysis,” turns to the role of argumentation, rhetoric, and narratives in the policy-analytic process. Deliberative policy analysis emerges in large part as an epistemological alternative to the neopositivist, technocratic tendencies that have had a strong influence on the discipline. In this approach the focus is on language and argumentation rather than evidence narrowly conceived. In particular, the orientation stresses the enlightenment functions of policy analysis. The article by Frank Fischer opens the section. After surveying the limits of the neopositivist epistemology of mainstream policy analysis and its failures to produce “usable knowledge,” the chapter turns to a communications model of policy argumentation. The model, as presented, rests on an informal logic of evaluation, illustrated briefly with a policy illustration related to nuclear power. Herbert Gottweis takes up the age-old perspective of rhetoric and updates it to suit the needs and interests of policy analysis. Particularly important, he shows that a rhetorical perspective permits the inclusion of the emotional elements of policy politics, normally neglected by conventional approaches. It emphasizes, in this respect, the need to attend to particular audiences in the construction and presentation of findings. Finally, Michel van Eeten explores a particular method of argumentative policy analysis focused on story-telling and the narrative form of communication. Drawing on the perspective developed by Emery Roe, he shows the way narratives are employed by both citizens and policy makers. The argument is illustrated with two case studies.

Part VI explores the comparative, cultural, and ethical aspects of public policy. Martin Lodge considers the goals of comparative public policy analysis, identifying its core objective as explaining the determinants of state action by investigating patterns in policy choices and outcomes across contexts. Comparative studies share a common logic, if not common methodologies. They seek to understand issues ranging from how governments raise and spend money, how they acquire and use knowledge, how they organize and deliver services, and what policies they choose to intervene in society. In the second chapter, Robert Hoppe argues that policy analysts should systematically assess the role of culture when analyzing a policy problem or process. He offers group-grid cultural theory as a tool to understand policy discourses that are sensitive to pluralism and that can constructively move stalemated policy processes toward action. Eileen Sullivan and Mary Segers bring prevailing theories of ethical decision making to bear on cases of public officials who confronted difficult questions. Examining cases that include U.S. officials’ response to genocide in Rwanda, and deci-
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ision making about the use of torture in wartime, the authors offer a model for analyzing the ethical considerations in public decisions. They argue for increased application of deontological ethics to decision making. In the final chapter, Anne Larason Schneider and Helen Ingram discuss the many implications for democratic citizenship that are embedded in and shaped by public policies. They consider how policies influence access to the public sphere and how they affect the material conditions that enable or constrain active citizenship. The authors suggest that policies ultimately contribute to a group’s degree of identification with the nation, and to their conceptions of their worth in the polity.

The seventh part of the book takes up the primary quantitative-oriented analytical methods employed in policy research. In the first chapter, Kaifeng Yang discusses the development of social science’s use of quantitative methods in policy analysis in the United States. He then examines the nature and uses of various methods. These include univariate and bivariate analysis, multiple regression analysis, time series analysis, path analysis, event history analysis, and game theory. In the second chapter on surveys, research, Jerry Mitchell argues that polling attracts and fascinates many policy analysts. Exploring the nature and process of survey research, he describes uses for survey research and its various approaches in policy analysis and ends with a critique, pointing out survey research’s pitfalls. In particular, he raises questions about the democratic implications of the use of surveys in the policy decision-making process. Caroline Danielson, writing about social experimentation, examines the claim that experiments have become the “gold standard” in policy evaluation, serving as a rigorous, straightforward arbiter among political choices. She highlights issues involving causation and methodological transparency. By surveying the history of experimentation in policy analysis and examining the content of an experiment, she concludes that any experiment rests on crucial assumptions and has important limitations. The final chapter in the section turns to the methods of evaluation research. Here Hellmut Wollmann inventories the concepts that underlie policy evaluation and raises various political and methodological issues to which they give rise. Exploring the evolution of this form of policy analysis, he emphasizes the institutionalization of evaluation theory and practices in many countries.

Part VIII explores the qualitative sides of policy analysis. It shifts the focus to the subjective dimensions of the analytical assignment, examining the role of interpretation, social meaning, and situational context. Dvora Yanow focuses on the interpretively oriented qualitative methods employed in policy research. She characterizes these methods as word-based and writer-reflexive oriented to the identification and analysis of social meaning. She describes a variety of approaches to data gathering, such as observation, interviewing, reading documents, as well as methods of analyzing the data, such as frame, narrative, and category analyses. Alan Sadovnik contrasts qualitative and quantitative research, tracing qualitative research’s history in sociology and education in the United States. He surveys several modern paths qualitative research has followed, from ethnography through case studies and grounded research. He then provides criteria for evaluating such research in policy analysis. Henk Wagenaar turns to deeper epistemological issues underlying interpretive analysis. He argues for the need to systematically investigate the meaningful intentions of the behaviors and actions observed in both policy analysis and policy making. The chapter presents two major approaches to interpretation in policy analysis, the hermeneutical and the tradition-generating social interaction approaches. Susan Clarke closes this section with an analysis of the role of context in choosing to use particular policy methods. Focusing on areas of policy analysis where observations alone may not promote insight or understanding, she shows that context is essential to the full range of data observations. Toward this end, she surveys and critiques a number of context-sensitive methods. She concludes that the context sensitivity of observation will help to balance research rigor with flexibility, reliability, and validity in making persuasive and accessible arguments and providing evidence to back claims.

Part IX, “Policy Decisions Techniques,” examines various tools employed to help refine policy choices. In the first chapter on cost-benefit analysis (CBA), Gerald Miller and Donijo Robbins ex-
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plore the roots of this form of analysis, examine the logic and uses of CBA, and explore its use of contingent valuation in decisions aimed to improve social welfare. They also critique CBA as a form of policy analysis limited by its exclusive use of economic reasoning. The well-established technique of environmental impact assessment (EIA) is the focus of the essay by Yaakov Garb, Miriam Manon, and Deike Peters in the next chapter of this section. Examining the ways it is employed to assess environmental impacts, they trace the history of its use, and suggest ways that it might be helpful in the developing world. They also evaluate the technique in terms of hard science criteria, concluding that EIA is not a hard science, but argue that it can and does contribute to social learning. Bernard Reber then explores the techniques of technology assessment, designed to evaluate the present and future impacts—short- and long-term—of both existing and newly emerging technologies. He first describes the initial development of technology assessment in the United States and then examines its adoption in various European countries. In particular, he outlines the practices of participatory technology assessment (e.g., citizens juries and consensus conferences) that have been innovations in Europe. He then concludes with a discussion of technology assessments’ social and normative implications. David Laws and John Forester turn to the uses of dispute mediation and describe the practice and process of mediated negotiation in a world of plural perspectives brought to policy analysis. After discussing its uses with several examples from the U.S. and Canada, they conclude that mediation’s practical bent can usefully compel mediators and involved stakeholders to map their relationships to a policy issue, to better understand the issue in terms of their own interest, and to examine those interests in terms of the other parties engaged in this form of negotiation.

The final section of the book, “Country Perspectives,” traces the development of policy analysis in selected national contexts. As we noted at the outset, policy analysis emerged as a rather unique American disciplinary field, but, as this section is designed to show, it has subsequently developed in a wide range of other countries around the globe. The authors here review the emergence of the field in different countries, the dominant approaches to policy analysis that have been adopted, and the actors and organizations—both within and outside of government—who practice policy analysis today. The first four of these chapters examine European countries. Wayne Parsons opens with a discussion of policy analysis in Britain. He examines the central role that economic analysis long has played in Britain’s policy-making process, and traces the development of policy studies within Britain’s universities. New Labour called on the social sciences to “become relevant” by informing government what works and why, but the author is skeptical that the move toward “evidence-based policy making” will solve problems. Igor Mayer subsequently describes the origins and evolution of multiple government agencies responsible for policy analysis in the Netherlands from the post-World War II era to the present, along with the rise of non-state research institutes and think tanks. He traces a pendulum swing from adherence to technocratic, rationalistic models of analysis toward innovative participatory models, with a swing back in the late 1990s toward a public management approach stressing indicators and output measures. Jan-Eric Furubo focuses on Sweden’s emphasis on the methods of evaluation research. He discusses the ways the positive orientation in Sweden toward the state as a mechanism for problem solving led to a widespread system of commissions connecting research to politics. This institutional structure easily incorporated tools of program evaluation and budgeting from the United States during the 1960s and 1970s in the context of Sweden’s ongoing cultural development. Then Thomas Saretzki dates Germany’s increasing interest in policy analysis to the 1970s, under the social-liberal governing coalition, and examines the concomitant shifts as universities and research institutes adapted to demands for usable knowledge. He highlights disciplinary divides among German political scientists, and the growth of a set of research centers that developed distinctive approaches to policy analysis. He describes how political notions of civil society, Europeanization, and ideational approaches have become incorporated into public policy research, and charts a general increase in interest among younger scholars in public policy as a field of study.

The last two chapters focus on developments outside of Europe. India is discussed by Kuldeep
Mathur and Navdeep Mathur. They show that policy analysis in their country has traditionally been framed in terms of development planning, with economistic modes of analysis having long dominated the field. There has been, though, a recent rise of non-state research organizations and community-based groups offering local knowledge that challenges the longstanding economic approach to problem solving within the state. Universities now produce policy research beyond program evaluation, bringing institutional and neo-Marxist approaches to the table. NGOs are shown to increasingly present alternative perspectives on state failures and emphasize the need for democratic, participatory processes of policy making. In the final chapter of the book, Changhwan Mo shows how the shifts in Korean political regimes coincided with and shaped the development of policy analysis. Government agencies dating from the 1960s and 1970s served the interests of an authoritarian regime, producing studies to support its policy preferences, often incorporating American economic analysis techniques. As Korea shifted to a democracy in the late 1980s, policy scholars shifted toward process studies, to analyze the surge of citizen participation and conflict across social and political groups.

**SUMMARY**

The book’s ten sections and forty chapters provide a broad, comprehensive perspective on the field of public policy analysis. The book covers the historical development of policy analysis, its role in the policy process, the empirical methods that have defined the endeavor, the theory that has been generated by these methods, and the normative and ethical issues that surround its practice. The chapters discuss the theoretical debates that have defined the field in more recent years, including the work of postpositivist, interpretivist, and social constructionist scholars. In this respect, the guiding theme throughout the book is the interplay between empirical and normative analysis, a crucial issue running through the contemporary debates of the field.
Part I

Historical Perspectives
1 The Policy Sciences at the Crossroads

Peter deLeon and Danielle M. Vogenbeck

INTRODUCTION

From the time of Harold Lasswell’s (1951) first articulation of the policy sciences concept, the benchmark of their field of inquiry was relevance to the political and social worlds. Responding directly to the questions posed by Robert Lynd’s (1939) Knowledge for What? and John Dewey’s relentless pressing of pragmatism (deLeon and Vogenbeck 2006), both its salient theories and real-world applications were at the center of the policy sciences. It was, in many ways, seen by the academic and the administrator as the ultimate culmination of the town and gown orientation.

Seemingly, as the world’s problems have become increasingly complex, this orientation should be likewise even more central, as it tries to resolve the problems pressing society and its governments. And, indeed, over the past few decades, virtually every governmental bureaucracy or agency (as well as numerous nonprofit groups) has established some sort of analytic charter and attendant desk (especially those dealing with policy analysis and/or evaluation) to underpin its administrative decisions and agenda (see Radin 2000). At the same time, however, others have described the general abandonment in political circles of rational, analytic thought, with policy scholars often voicing the perception that their work is not being utilized. Donald Beam (1996, 430–431) has characterized policy analysts as fraught with “fear, paranoia, apprehension, and denial” and that they do not “have as much confidence…about their value in the political process as they did 15 or 20 years ago.” Heineman and his colleagues (2002, 1 and 9) are equally distressed in terms of access accorded policy research and its results:

…despite the development of sophisticated methods of inquiry, policy analysis has not had a major substantive impact on policymakers. Policy analysts have remained distant from power centers where policy decisions are made…. In this environment, the values of analytical rigor and logic have given way to political necessities.

More recently, author Ron Suskind described a meeting with an official of the George W. Bush White House; that official’s comments directly affect the ways in which policy scholars address their stock and trade:

The aide said that guys like [Suskind] were “in what we call the reality-based community,” which he defined as people who “believe that solutions emerge from your judicious study of discernible reality.” I nodded and murmured something about enlightenment principles and empiricism. He cut me off. “That’s not the way the world really operates any more,” he continued. “We’re an empire now, and when we act, we create our own reality. And
while you’re studying that reality—judiciously, as you will—we’ll act again, creating other new realities, which you can study too, and that’s how things will sort out. We’re history’s actors…and you, all of you, will be left to study what we do.” (Suskind 2004, 51)

To this observer, a prescriptive policy analysis was being subverted to a descriptive and mostly irrelevant historical or after-the-fact analysis.

Still, to be fair, the history of post-WW II American public policy represents numerous important achievements. In many ways, the American quality of political life has benefited directly and greatly from public policymaking, ranging from the Truman Doctrine and Marshall Plan (that effectively halted the march of European communism after WW II) to the GI Bill (that brought the benefits of higher education to an entire generation of American men and, with it, the broad dissemination of higher education into the fabric of the American society) to the original Medicare/Medicaid policies (1964) to the American civil rights movements to an flowering of environmental programs to (literally) men on the moon. However, as Derek Bok (1997) has pointed out, American expectations and achievements have hardly produced universal progress compared to other industrialized nations, with crime, the environment, health care, and K-12 education being only four of the United States’ shortcomings, thereby recalling Richard Nelson’s (1977) trenchant question, “if we can put a man on the moon, why can’t we solve the problems of the urban ghetto?” All of which leads one—roughly fifty years after Lasswell’s initial articulation of the policy sciences—to ask a series of critical evaluative questions as to their continued vitality: Why are some examples of policy research more successful than others? Or, is there a policy sciences’ learning curve? What represents a success and what is its trajectory? Can we calculate the respective costs and benefits? And, ultimately, how do we evaluate the policy sciences in terms of both process and results?

To understand the validity of these concerns, it is necessary to place them in the context of the development of the policy sciences. This chapter examines the political, methodological, and philosophical underpinnings in the development of the policy sciences to trace out their role in the contemporary political setting. It also permits us to propose ways in which the policy sciences might be amended.

THE EVOLUTION OF THE POLICY SCIENCES

For the sake of the discussion, let us quickly set out the central touchstones of the policy sciences approach.1 The policy sciences approach and its advocates deliberately distinguished themselves from early scholars in (among others) political science, public administration, communications, psychology, jurisprudence, and sociology by posing three defining characteristics that, in combination, transcended the individual contributions from those more traditional areas of study:

1. The policy sciences were consciously framed as being problem-oriented, quite explicitly addressing public policy issues and posing recommendations for their relief, while openly rejecting the study of a phenomenon for its own sake (Lasswell 1956); the societal or political question—So what?—has always been pivotal in the policy sciences’ approach. Likewise, policy problems are seen to occur in a specific context, a context that must be carefully considered in terms of the analysis, methodology, and subsequent recommendations. Thus, necessarily, the policy approach has not developed an overarching theoretic foundation.

2. The policy sciences are distinctively multi-disciplinary in their intellectual and practical approaches. This is because almost every social or political problem has multiple compo-
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1. Greater detail and explanation can be found in deLeon (1988); “archival” materials might include Lasswell 1951a, 1951b, and 1971; Lasswell and Kaplan 1950; Dewey 1927; Merriam 1926; and Merton 1936.
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ponents closely linked to the various academic disciplines without falling clearly into any one discipline’s exclusive domain. Therefore, to gain a complete appreciation of the phenomenon, many relevant orientations must be utilized and integrated. Imagine, if you can, policy research in urban redevelopment (or, for that matter, international terrorism) that did not entail a constellation of disciplinary approaches and skills.

3. The policy sciences’ approach is deliberately normative or value oriented; in many cases, the recurring theme of the policy sciences deals with the democratic ethos and human dignity. This value orientation was largely in reaction to behavioralism, i.e., “objectivism,” in the social sciences, and in recognition that no social problem nor methodological approach is value free. As such, to understand a problem, one must acknowledge its value components. Similarly, no policy scientist is without her/his own personal values, which also must be understood, if not resolved, as Amy (1984) has discussed. This theme later achieved a central role in the policy sciences’ movement to a post-positivist orientation (see, among others, Dryzek 1990, and Fischer 2003).

Beryl Radin (2000) and Peter deLeon (1988) have both described the institutional and political evolutions of the policy sciences. Although they are not in obvious opposition to one another, their respective chronologies offer contrasting emphases. Radin (2000) argued that the policy analysis approach knowingly drew upon the heritage of American public administration scholarship; for instance, she suggested that policy analysis represent a continuation of the early twentieth century Progressive Movement (also see Fischer 2003) in particular, in terms of its scientific analysis of social issues and the democratic polity. Her narrative particularly focused on the institutional (and supporting educational) growth of the policy analysis approach. Radin suggested a fundamentally linear (albeit gradual) progression from a limited analytic approach practiced by a relatively few practitioners (e.g., by the Rand Corporation in California; see Smith 1966) to a growing number of government institutions, “think tanks,” and universities.

Following the introduction and apparent success of systems analysis (which many see as the direct precursor of policy analysis) in Secretary Robert McNamara’s Department of Defense in the early 1960s (see Smith 1966), its applications spread out into other government agencies, such as the Department of Health, Education, and Welfare in the mid-1960s, with the explicit blessing of President Lyndon Johnson. Although systems analysis never again enjoyed the great (and, to be fair, transitory) success that it did in the Defense Department (see Wildavsky 1979), the analytic orientation soon was adopted by a number of federal offices, state agencies, and a large number of analytic consultant groups (see Fischer 1993, and Ricci 1984). Thus, Radin (2000) viewed the development of the policy analysis as a “growth industry,” in which a few select government agencies first adopted an explicitly innovative analytic approach, others followed, and an industry developed to service them. Institutional problems, such as the appropriate bureaucratic locations for policy analysis, arose but were largely overcome. However, this narrative pays scant attention to three hallmarks of the policy sciences approach: there is little direct attention to the problem orientation of the activity, the multidisciplinary themes are largely neglected, and the normative groundings of policy issues (and recommendations) are often overlooked. As such, Radin’s very thoughtful analysis described the largely successful institutional (but basically apolitical) process of formal policy research finding a bureaucratic home in governments.

2. In one of its earliest founding declarations, H. D. Lasswell and Abraham Kaplan (1950, xii and xxiv) dedicated the policy sciences to provide the “intelligence pertinent to the integration of values realized by and embodies in interpersonal relations,” which “prizes not the glory of a depersonalize state of the efficiency of a social mechanism, but human dignity and the realization of human capabilities.”

3. For the present purposes, let us assume that the policy sciences rubric encompasses the differences described by the terms “policy analysis,” “systems analysis,” and “policy sciences.” Fischer (2003, fns. 1 and 4, pp. 1 and 3, respectively) is in agreement with deLeon (1988) in this usage.
DeLeon (1988) offered a parallel but somewhat more complicated model in which he links analytic activities related to specific political events (what he terms supply, that is, events that supplied analysts with a set of particular conditions to which they could apply their skills, a learning activity, if you will) with an evolving requirement for policy analysis within government offices (demand, i.e., a growing requirement for analytic skills). In particular, he suggested a series of five political events as having been pivotal in the development of the policy sciences, in terms of lessons learned:

The Second World War. The United States assembled an unprecedented number of social scientists—economists, political scientists, operations researchers, psychologists, etc.—to apply their particular skills to further the Allied war efforts. These activities established an important precedent, illustrating the ability of the social sciences to direct problem-oriented analysis to urgent public issues, in this case, assuring victory over the Axis powers. Indeed, Lasswell and his policy sciences collaborator Abraham Kaplan spent the war studying propaganda techniques employed by the Library of Congress. These collective efforts (and their apparent successes) led directly to the postwar establishment of the National Science Foundation (admittedly more concerned at first with the physical sciences) and the Council of Economic Advisors, as well as research facilities such as the Rand Corporation (Smith 1966) and the Brookings Institution (Lyons 1969). However, in general, while the supply side of the policy equation was seemingly battle-tested and ready, there was little on the demand side from the government, perhaps because of the post-WW II society’s desire to return to normalcy.

The War on Poverty. In the early 1960s, largely fueled by the emerging civil rights demonstrations and the new visibility of major nonprofit organizations (e.g., the Ford Foundation) on the U.S. political scene, Americans finally took notice of the pervasive, demeaning poverty extant in “the other America” (Harrington 1963) and realized that as a body politic they were remarkably uninformed. Social scientists moved aggressively into this knowledge gap with enthusiasm but little agreement, producing what Moynihan (1969) called “maximum feasible misunderstanding.” A vast array of social programs was initiated to address this particular war, with important milestones being achieved, especially in the improved statistical measures of what constituted poverty and evaluation measures to assess the various anti-poverty programs (see Rivlin 1970), and, of course, civil rights (i.e., the 1964 Civil Rights Act). Walter Williams (1998), reminiscing about his earlier days in the Office of Economic Opportunity (O.E.O.), has suggested that these were the “glory days” of policy analysis. Other O.E.O. veterans, such as Robert Levine (1970), were more reserved, while some, such as Murray (1984), went so far as to indicate that with the advent of the antipoverty, anticrime, and affirmative action programs, the American poor was actually “losing ground.” At best, policy analysts were forced to confront the immense complexity of the social condition and discover that in some instances, there were no easy answers. DeLeon (1988, 61) later summarized the result of the War on Poverty as “a decade of trial, error, and frustration, after which it was arguable if ten years and billions of dollars had produced any discernible, let alone effective, relief.”

The Vietnam War. The Vietnam War brought the tools of policy analysis to combat situations, a massive analytic exercise that was exacerbated by the growing domestic unrest as to its conduct and, of course, the loss of lives suffered by its participants. The war was closely monitored by Secretary of Defense McNamara’s office, with on-going scrutiny from Presidents Kennedy, Johnson, and Nixon; these participating personnel, in the words of David Halberstam (1972), were “the best and the brightest.” But it became increasingly obvious that analytic rigor—specified in terms such as

5. For details regarding the War on Poverty, see Aaron (1978), Kershaw (1970), and Nathan (1985).
6. As was reflected by the publication by the New York Times of the McNamara review of the Vietnam commitment, widely known as The Pentagon Papers (Sheenan 1972).
body counts, ordnance expended, and supplies moved—and rational decision making were largely rendered irrelevant by the growing public sentiment against the war often critically described in the American media, and finally reflected in the 1972 American presidential elections. Too often there was evidence that the hard and fast numbers were being purposively manipulated to serve military and political ends. Moreover, even on its relatively good days, systems analysts were not intellectually able to encompass the almost daily changes in the war’s activities occurring in both the international and domestic arenas. At the time, Colin Gray (1971) argued that systems analysis, one of the apparent U.S. advantages of defense policymaking, turned out to be a major shortcoming of the American war effort and was a partial contributor to the ultimate U.S. failures in Vietnam. Finally, and most tellingly, Defense Department analysts could not reflect the (respective) political wills necessary to triumph, or, in the case of this war, outlast the opponent. Cost-effective approaches against the North Vietnamese did little to diminish their war-fighting capacity (see Gelb and Betts 1979), until U.S. troops were finally literally forced to abandon the nation they had sacrificed over fifty thousand lives to protect.

The Watergate Scandal. The most troubling activities surrounding the re-election of President Richard Nixon in the 1972 campaign, his administration and the Committee to Re-elect the President’s (CREEP) heavy-handed attempts to “cover up” the tell-tale incriminating signs, and his willingness to covertly prosecute Vietnam war protester Daniel Ellsberg led to impeachment charges being leveled against an American President, which were only averted because President Nixon chose to resign in ignominy rather than face congressional impeachment proceedings (Lukas 1976; Olson 2003). The undeniable evidence of culpability in the highest councils of the U.S. government led to the clear recognition by the public that moral norms and values had been violated by the associates of the president with the almost sure connivance by the president himself. These unsanctioned activities of government, e.g., the amassing of illegal evidence (probably through unconstitutional means) undermined the public norm and constituted an unpardonable political act. Indeed, many observers have argued that President Gerald Ford (who, as President Nixon’s appointed vice president, succeeded him) lost to candidate Jimmy Carter in the 1976 presidential election because he chose to pardon President Nixon, thus protecting him from possible criminal prosecution. Few can look back on the Watergate scandal without reflecting on its effect of the public’s trust in its elected government. Jimmy Carter’s remarkable campaign pledge that “I will never lie to you” and the Ethics in Government Act (1978) were only the most visible realizations that normative standards were central to the activities of government, validating, as it were, one of the central tenets of the policy sciences.

The Energy Crisis of the 1970s. If the early 1960s’ wellspring of analytic efforts was the War on Poverty and the late 1960s’ was the Vietnam engagement, the 1970s’ energy crisis provided ample grounds for the best analytic efforts the country could offer. Beset with nation-wide high gasoline prices, the public was all-but-awash with descriptions of and recommendations for a national energy policy; its elements might have addressed the level of petroleum reserves (domestic and world-wide) and competing energy sources (e.g., nuclear vs. petroleum vs. solar), all over differing (projected) time horizons (e.g., see Stobaugh and Yergin 1979). With this veritable ocean of technical data, the analytic community was seemingly prepared to knowingly inform the energy policymakers, up to and including the president. But, this was not to be the case. As Weyant was later to note, “perhaps as many as two-thirds of the [energy] models failed to achieve their avowed purposes in the form of direct application to policy problems” (Weyant 1980, 212). The contrast was both striking and apparent: energy policy was replete in technical, analytic considerations (e.g., untapped petroleum reserves and complex technical modeling; see Greenberger et al. 1983), but the basic decisions

7. The impeachment episode was made more sordid by the earlier resignation of President Nixon’s Vice President, Spiro Agnew, rather than face charges of political corruption incurred while he was the Governor of Maryland (see Cohen and Witcover 1974).
were decidedly political in nature (that is, not driven by analysis)—President Nixon established Project Independence, President Carter declared that energy independence represented the “moral equivalency of war,” President Ford created a new Department of Energy (see Commoner 1979), with President Carter expanding the alternatives option by creating the Solar Energy Research Institute (Laird 2001). There was seemingly a convergence between analytic supply and government demand, yet no policy coherence, let alone consensus, was achieved, a condition that did little to endear the policy sciences approach with either its immediate clients (government officials) or its ultimate beneficiaries (the citizenry).

Since deLeon’s (1988) analysis, a final historical event seemingly has cast its shadow on the development of the policy sciences, namely the end of the Cold War. The Cold War basically dictated American politics from the end of the Second World War until the very end of the 1980s and, in retrospect, was almost as much an analytic activity as it was political. Given that the central occupation of the American Central Intelligence Agency (CIA), virtually since it was created, was the careful and thorough monitoring of the (then) Soviet Union, it was particularly remarkable that U.S. policymakers were caught almost totally unawares when Mikhail Gorbachev (and later Boris Yeltsin) presided over the demise of the “evil empire,” almost as demanded by President Ronald Reagan a few years earlier. Without questioning the personal courage and (later) flexibility of U.S. and Russian leaders, it was telling that neither system seemed to have the analytic wherewithal that was capable of developing friendly overtures toward one another. One standard explanation was that the U.S. defense budget (and its impending arsenal of weapons systems) forced the Soviets into a ruinously costly arms race, a race in which it found itself unable to compete economically, let alone technically. This disparity led the Soviet to abandon the Cold War, even if this meant the certain loss of the Soviet “empire.” While not without its merits, this interpretation sorely neglects the effects of the American antinuclear movement (deLeon 1987) on its leaders. In short, the analytic fumblings of the CIA and the mis-estimation of the effects of American public opinion did much to set the existing Cold War in the public’s conscience and did little to suggest how it might have ended. That is, the end of the Cold War, however salutary, did not represent a feather in the policy sciences’ cap.

We need to observe that while the fruits of the policy sciences might not have been especially bountiful when observed through a set of political lenses, nevertheless, political activities and results are not synonymous with the policy sciences. But it is equally certain that the two are coincident, that they reside in the same policy space. If the policy sciences are to meet the goals of improving government policy through a rigorous application of its central themes, then the failures of the body politic naturally must be at least partially attributed to failure of, or at least a serious shortfall in the policy sciences’ approach. To ask the same question from an oppositional perspective: Why should the nominal recipients of policy research subscribe to it if the research and the resulting policy does not reflect the values and intuitions of the client policymaker, that is, in their eyes, does not represent any discernable value added? To this question, one needs to add the issue of democratic governance, a concept virtually everybody would agree upon until the important issues of detail emerge (see deLeon 1997; Barber, 1984; Dahl 1970/1990), e.g., does direct democracy have a realistic place in a representative, basically pluralist democracy. Still, this is an issue repeatedly raised by contemporary observers (e.g., Dionne 1991; Nye et al. 1997), none more pointedly than Christopher Lasch: “does democracy have a future? . . . It isn’t a question of whether democracy can survive . . . [it] is whether
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democracy deserves to survive” (1995, 1 and 85; emphases added). In light of legislation such as the USA PATRIOT Act (passed in the immediate aftermath of the September 11, 1991 attacks on Washington D.C. and New York City), this question becomes even more germane.

BACKWARD TO THE FUTURE

It is important to realize that the challenges to the policy sciences are not unexpected; any orientation explicitly predicated on normative values is certain to be contentious, just as a range of value issues is fractious. Moreover, the founders of the policy sciences recognized that their approaches were certain to change, as the dilemmas and challenges faced by the policy sciences changed. We can look more closely at two areas in which changes are more likely for the policy sciences, in its interactions with the world of political reality and an expansion of its theoretic constructs.

The first dilemma, one which seems as intractable as the changing political scene would imagine, is reflected in what Douglas Torgerson (1986, 52–53; emphases in original) has depicted as:

The dynamic nature of the [policy sciences] phenomenon is rooted in an internal tension, a dialectic opposition between knowledge and politics. Through the interplay of knowledge and politics, different aspects of the phenomenon become salient at different moments… the presence of dialectical tension means that the phenomenon has the potential to develop, to change its form. However, no particular pattern of development is inevitable.

The described tension is hardly novel; C. P. Snow (1964) described this inherent conflict in terms of “two cultures,” in his case, politics and science. What with the increases polarization of the American body politic, almost any given issue is well-fortified with (at least) two sets of orthogonal policy analytic-based positions, each carefully articulated in both the policy and normative modes (Rich 2004). And the growing complexity within policy issues (and between policy issues and the natural environment; see Wilson 1998) only make the roles staked out by the policy sciences more difficult to operationalize. In many ways, the three-tiered characteristics central to the policy sciences’ approach that were spelled out earlier have been largely accommodated: the policy focus is increasingly on social problems, however and whoever is defining them; few would argue nowadays that politico-social problems are anything else than grounds for multidisciplinary research, with the only real debate is over which disciplines have particular standing; and most would agree that norms—not “objective” science—are at the heart of most politico-social disputes. For example, nobody would suggest that President G. W. Bush’s education initiatives are mal-intended, but proponents and opponents will argue endlessly over the thrust and details of the No Child Left Behind program and, more generally, the role of the federal government in elementary education.

The problem then, lies more in the reconciliation of differing policy research activities. This resolution is often confounded by differing stances and positions, neither of which is particularly amendable to compromise by those involved. The effect of the policy research orientation is that all sides to any given arguments have their supportive analytic evidence, thus neatly reducing the argument to the underlying values. Which, of course, is the heart of the problem. The policy sciences only promised to bring greater intelligence to government; nobody ever made claims that they would ipso facto make government and its accompanying politic more intelligent. The intellectual and organizational format, then, is widely accepted but the exact content and the end results remain under almost constant dispute, so participants can argue over the most basic (and often intractable) points, such as the appropriate roles of the federal government and the private market.

The major epistemological thrust that has emerged over the past decade in the policy sciences has been reflected in the transition from an empirical (often described as a “positivist”) methodology
to a more context-oriented “post-positivist” methodology, and, with it, a return to the democratic orientation that Lasswell and his colleagues had earlier championed. In many ways, this movement had three components. First, as noted above, the policy sciences’ record of historical successes was much less than impressive. Many scholars suggested that the shortcomings of the policy sciences were possibly due to its positivist methodologies, one historically based on the tenets of social welfare economics (e.g., benefit/cost analysis) that were fundamentally flawed; as such, it should not be surprising that the resulting analyses were also flawed. John Dryzek (1990, 4–6) was scathing in his assessments of positivism, especially over what he (and others; see Fischer 2003; Hajer and Wagenaar 2003) referred to “instrumental rationality,” which he claims,

destroys the more congenial, spontaneous, egalitarian, and intrinsically meaningful aspects of human association... represses individuals... is ineffective when confronted with complex social problems... makes effective and appropriate policy analysis impossible... [and, most critically] is antidemocratic.

Second, the post-positivist epistemological orientation argued for an alternative policy approach, one that has featured different variations of greater citizen participation (as opposed to technical, generally removed elites), often under the phrase of “participatory policy analysis” (deLeon 1997; Fischer 2003; Dryzek 1990; Mayer 1997) or “deliberative democracy” (see Dryzek 2000; Elster 1998; Gutmann and Thompson 2004). In a more applied set of exercises, James Fishkin (1991; 1995) has engaged citizen-voters in a series of discursive panels as a way of bringing public education, awareness, and deliberation to the political policymaking arena. While many have described these meetings as “new,” in truth, they would have been familiar and welcomed to a host of political philosophers as far back as Aristotle (and the Athenian fora) to Jean-Jacques Rosseau to John Stuart Mills to New England town meetings to John Dewey.

Third, policy theorists began to realize that the socio-politico was too complex to be reduced by reduction approaches, and that differing context often required very different perspectives and epistemologies; that is, objectivism was inadequate to the policy tasks. Moreover, many of the perceived conditions were subjectively ascribed to the situation and the participants. If, in fact, the socio-politico context and the individuals within it were a function of social construction, as these theorists (Schneider and Ingram 1997; Fischer 2003; Schneider and Ingram 2005) have contended, then a deliberative democracy model (or some variant) becomes even more essential as affected parties try to forge an agreement, and a benefit-cost analysis (as an example of the historic policy analysis) becomes even more problematic.

But while deliberative democracy or participatory policy analysis has been promising—even illuminating—to many theorists, it has also been severely criticized by others as being “too cumbersome” or demanding too much time or including too many participants to move toward policy closure, especially in today’s mega-polities (deLeon 1997); some have characterized it as little more than a publicity exercise in which the opposing group that has the more strident vocal chords or lasting power is the invariable winner. Furthermore, as Larry Lynn (1999) has convincingly argued, many lucid and powerful (and in some cases, unanticipated) insights have been gleaned from the collective analytic (read: positivist) corpus conducted over the past fifty years and there is little reason to suspect that future analysts would want to exercise these findings or overlook these approaches. Rivlin (1970) observed years ago that policy research has been slow and it might not have arrived at many definitive answers to social problems, but it has at least discerned appropriate questions to be posed. These insights and capability should not be treated lightly, for asking the right questions is surely a necessary step in deriving the right answers. The question then becomes one of problem recognition and when and where to use the methodologies suggested by the problem itself (deLeon 1998).
Some years back, Hugh Heclo (1978) introduced the concept of “issue networks,” in which he noted that “...it is through networks of people who regard each other as knowledgeable ... that public policy issues tend to be refined, evidence debated, and alternative options worked out—though rarely in any controlled, well-organized way.” These horizontal relationships can include individuals, organizations, lobbyists, legislators, or whoever plays a role in policy development. Heclo’s work evolved into the concept of social network analysis (Wasserman and Faust 1994; Scott 1991), particularly those under a democratic, participative regimen (see Hajer and Wagenaar 2003). This concept is characterized by its use of “networks” as the temporal unit of analysis. That is, public policy issues are no longer the exclusive domain of specified governmental units (i.e., the Department of Commerce for globalization issues or Homeland Security for terrorism) per se. Rather, they tend to reside in issue networks, including governmental units on the federal and state and municipal levels; these are constantly seen to be interacting with important nonprofit organizations on both the national and local levels, and various representations from the private sector as well. Public policies in health care, education, social welfare, and the environment suggest the centrality of the social network phenomenon; President G.W. Bush’s programs in “faith-based” initiatives manifest social networks. All of these actors are engaging in what Hajer (1993) called “policy discourses,” hopefully, but not always, in a cooperative nature.

Hanf and Scharpf (1978, 12) viewed the policy network approach as a tool to evaluate the “large number of public and private actors from different levels and functional areas of government and society.” More traditional forms of policy research have tended to focus on the hierarchical policy process. The network approach looks at the policy process in terms of the horizontal relationships that define the development of public policies. Thus, Rhodes (1990, 304; also see Carlsson 2000) has defined policy networks as “cluster[s] or complexes of organizations connected to each other by resource dependencies and distinguished from other clusters or complexes by breaks in the structure of resource dependencies.” Although there are certainly shortcomings (i.e., for instance, in bounding the scope of the analysis), in many ways social network analysis provides the policy sciences with a methodological approach that is more consonant with the wide range of institutional actors who constitute the policy process than those aggregated under the positivists’ approaches.

A final conceptual trend emerging over the past decade has been the movement in most of the industrialized nations toward a more decentralized (or devolved) polity. While this is most readily observed in the new public management literature, it is easily observed in a host of recent legislation, such as the Welfare Reform Act and the Telecommunications Act (both 1996), as well as in the federal government’s recent willingness to defer policy initiatives to the state without sufficiently funding them. In many ways, devolution resonates with a more democratic participatory policy approach, since both are more directly involved with the local units of government and the affected citizen.

CONCLUSIONS

As we have noted above, proponents of the policy sciences can point to a half century of activity, with some success (e.g., the widespread acceptance of the policy approach and its three central conceptual touchstones), some trepidation, or misgivings (what we referred to as the “policy paradox”). Moreover, the importance accorded to the policy analysis processes has implicitly turned policymakers’ attention to the more normative aspects of policy, which is ultimately the least amenable to the traditional (read: accepted) forms of policy analysis.

10. “Devolution” became the hallmark of the Clinton-Gore administration and their National Performance Review—largely driven by Osborne and Gaebler’s (1992) work—but has continued unabated under the administration of George W. Bush, with the important exception of issues dealing with Homeland Security.
We pose two suggestions to possibly reinvigorate the policy approach. The first has to do with the training of future analysts (also see Fischer 2003), implying that the traditional analytic toolkit is, at best, incomplete or, at worst (in Dryzek’s words), “ineffective . . . and antidemocratic . . . “ Newer policy approaches—sometimes to compliment, other times to replace the more traditional forms of policy analysis—need to be articulated from the post-positivist epistemologies and the social networks analysis approach. Again, the focus should be on choosing the appropriate approach as a function of the problem at hand, rather than always using the same approach for whatever problem occurs (deLeon 1998). One obvious requirement is that policy researchers will need to acquire a new set of analytic skills dealing with public education and negotiation and mediation, that is, helping to foster new policy design models that are less hierarchical than has been the case, rather than simply advising policymakers.

Likewise, the policy scientist should become more fluent and practiced in addressing the potential effects of decentralized authority, for it is obvious that American government and its offices are moving at the moment toward a more localized, state-centered form of government; indeed, many conservatives (and their policy research efforts) are devising ways to minimize governmental services in general and the federal government in particular. These trends raise troubling issues, such as what measures would be necessary to ensure public accountability? This segues into another recurring dilemma for the policy sciences, namely, how does one insure analyst’s impartiality or balance, or, alternatively, are these virtues outmoded in an era characterized by and accustomed to fractious policy debates and interchanges?

One would strongly suspect that Lasswell and Lerner and Merton and Kaplan et al., who first articulated the policy sciences’ founding premises, would not have expected them to remain untouched or somehow sacred through the vicissitudes of political events and intellectual challenges. Nor would they have dared to predict a string of unvarnished successes or even widespread acceptance. The challenge, then, for the contemporary policy sciences—if indeed they are at a turning point—is to assimilate how and why the world has changed. With this knowledge in mind, it is imperative that they to re-examine their conceptual and methodological cupboards to make sure they well stocked in order to understand the contemporary exigencies and to offer appropriate wisdom and recommendations. If they falter in those endeavors, then indeed the policy sciences are at a perilous crossroad.
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When *The Policy Sciences: Recent Trends in Scope and Method* appeared in the early 1950s (Lerner and Lasswell, 1951), the book represented a challenge to an orientation then prevailing in the social sciences. That orientation saw the social scientific project as a patient and painstaking accumulation of knowledge about society. The application of knowledge was not ruled out, but it was also not something to be rushed into prematurely. The contributors to *The Policy Sciences*, a host of distinguished figures from a broad range of the social sciences, generally took a different approach. This approach was particularly given voice by Harold D. Lasswell, a co-editor of the volume, in the book’s central chapter, “The Policy Orientation” (Lasswell, 1951b). Following a direction set by the pragmatist philosopher John Dewey in the early part of the twentieth century, Lasswell conceived the social sciences as methods of social problem-solving and thus proposed that they be understood as policy sciences.

Lasswell’s proposal in *The Policy Sciences* that the social sciences be shaped through a policy orientation was a public expression of an idea that he had been working on since the early 1920s. As a student and later faculty member at the University of Chicago, Lasswell came under the influence there of Charles E. Merriam—a leading figure in American political science—and, by the 1930s, Lasswell was to emerge as the outstanding representative of the Chicago school of political science. Despite its disciplinary base, the Chicago school was highly interdisciplinary and, responding to both philosophical pragmatism and political progressivism, focused on the identification and solution of practical social problems. This practical focus did not mean a lack of theoretical concern. Especially in the case of Lasswell, there was indeed serious attention to theoretical questions. As a consequence, his conception of the policy orientation was both original and sophisticated.

Lasswell’s proposal in *The Policy Sciences* that the social sciences be shaped through a policy orientation was a public expression of an idea that he had been working on since the early 1920s. As a student and later faculty member at the University of Chicago, Lasswell came under the influence there of Charles E. Merriam—a leading figure in American political science—and, by the 1930s, Lasswell was to emerge as the outstanding representative of the Chicago school of political science. Despite its disciplinary base, the Chicago school was highly interdisciplinary and, responding to both philosophical pragmatism and political progressivism, focused on the identification and solution of practical social problems. This practical focus did not mean a lack of theoretical concern. Especially in the case of Lasswell, there was indeed serious attention to theoretical questions. As a consequence, his conception of the policy orientation was both original and sophisticated.

Context was a chief theoretical and practical concern for Lasswell, and the aim of this chapter is to understand that focus while placing Lasswell himself in context. The policy orientation was Lasswell’s proposed solution to what Dewey had, in the 1920s, formulated as “the problem of the public” in regard to the potential of developing an intelligent, democratic civilization (1984, 365). The policy orientation thus takes on a key historical role for Lasswell, as he emphasizes with his argument that “developmental constructs” are of central significance to the contextual focus of inquiry (1971a, 67–69). As we shall see, Lasswell’s idea of using developmental constructs to orient inquiry in the context of historical change is profoundly indebted to a view of history advanced in Marxian theory. Lasswell, however, also signals a clear departure from Marx not only by identifying quite a different historical hero, but also by stressing that inquiry and action in the face of an indeterminate future have a necessarily speculative character.

The protagonist in the story Lasswell tells is a critically enlightened policy profession devoted to the cause of democracy. Lasswell portrays the emergence of a policy orientation in the social sciences as an historical development of major importance, and—by drawing attention to it and encouraging it—he seeks to give it shape and direction. However, his promotion of the policy
orientation emerged from a context in which liberal democracy, having been severely challenged by the anti-democratic forces of Fascism and Bolshevism, could easily seem the only viable form of democracy.

Discussions of policy professionalism and democracy have since Lasswell’s time taken on a different tenor, rendering dubious his confidence in advancing the “policy sciences of democracy” (1951b). Not only have the apparent technocratic implications of that phrase become widely suspect, but democracy itself is being rethought along discursive—or deliberative—lines (e.g., Dryzek, 2000). The image of discursive democracy envisions vital public discourses playing a significant role in shaping the policy domain. At the same time, critical approaches to policy inquiry have emerged to reinforce connections between policy discourse and public discourse (e.g., Forester, ed., 1985; Fischer and Forester, eds., 1993; Hajer and Wagenaar, eds., 2003). Although these approaches often owe clear conceptual debts to Lasswell, they also anticipate democratic developments in the policy orientation that would prove unsettling to his position.

THE EMERGENCE OF THE POLICY ORIENTATION

The story that Lasswell tells is in a broad sense a version of the story of modern progress, and his promotion of a policy sciences profession certainly has something in common with nineteenth century positivism and its anticipation of governance by a “priesthood” of experts (Aaron, 1969, ch. 2). There is, however, a paradox in this connection. By the time Lasswell was to promote his proposal for a policy orientation, there was already a distinctly technocratic tone to the policy field, one troubling enough for him that he registered a clear objection.

Lasswell was displeased by the common image of policy-analytic work as mere tinkering to adjust the operations of an existing mechanism. “Running through much of the modern work that is being done on the decision process,” Lasswell complained, “is the desire to abolish discretion on the part of the chooser and to substitute an automatic machine-like routine” (1955, 387). He especially took exception to the formalism of rational decision-making models guided by game theory: “In effect the player becomes a computing machine operating with ‘built-in’ rules in order to maximize built-in preferences” (1955, 387). Against this “preference for automation,” Lasswell endorsed a “preference for creativity” (1955, 389). His proposal for the policy orientation thus includes a distinctly critical note (cf. Tribe, 1972). To grasp the significance of this critical element, the main sources of his approach need attention.

On the central role of pragmatism, he was quite explicit: “The policy sciences are a contemporary adaptation of the general approach to public policy that was recommended by John Dewey and his colleagues in the development of American pragmatism” (1971a, xiii–xiv). During the early twentieth century, pragmatism signalled a break with formalism—with an intellectual propensity to take at face value culturally established categories and frames of reference (see Torgerson, 1992). Although tending to share the embrace of science characteristic of the progressive era, pragmatism also recognized science as a thoroughly human and fallible institution. Scientific knowledge could prove itself useful for human purposes, but it could not provide any certain foundation for a “religion of humanity,” as nineteenth century positivism had imagined (Aaron, 1969, ch. 2; Torgerson, 1992).

In a pragmatist vein, Lasswell portrayed the social process as ultimately a seamless fabric, indicating that the identification of seams for the purpose of research pertained to “the context of culture” (1971a, 17–8). The perspective of a participant in a cultural context was the point of departure for conceptualization and observation; inquiry involved a continuous, interwoven process of participant-observation (1971a, 3, 58, 74–75). As Lasswell developed a framework for the conduct of inquiry, he thus proposed mapping the social process and the policy process in terms of categories
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Disavowing any claim to absolutely valid categories, Lasswell leaves everything open, in principle, to question and revision. What, then, might sustain confidence in his approach? If his categories and procedures are simply elements in a cultural envelope folding back upon itself, does inquiry not remain within its limitations? What Lasswell does is to focus upon inquiry itself as a process that, even though a seam within a cultural fabric, possesses a unique significance. Inquiry has a special status within culture. This is because of the reflexive capacity of inquiry, its peculiar capacity to turn back upon itself and, in doing so, to alter the very culture that envelops it.

Already in his first book, Lasswell had recognized a key principle for inquiry: “We must, as part of our study, expose ourselves to ourselves” (Atkins and Lasswell, 1924, 7). Reflexive insight into self and context holds a central place in Lasswell’s proposed policy orientation. In elaborating the reflexive character of inquiry, Lasswell looked beyond pragmatism to two key figures, Freud and Marx. In Freudian psychoanalysis and the Marxian critique of ideology, Lasswell saw a point of methodological convergence necessary in mapping the context of inquiry. Insight provided a means for breaking through both psychopathological and ideological constraints on inquiry.

Lasswell repeats the story of modern progress, but in a version that departs from the conventional storyline. For he introduces a standpoint of critical reflection able to expose psychopathological and ideological features of the modern world. Lasswell’s critical posture leads him to question specific elements of modernity, but not to dismiss its promise. Modernity, in his view, is an incomplete project that comes with no guarantee of a happy ending. The path of modern development conceivably leads in a desirable direction, but quite undesirable outcomes are also distinct prospects. No longer is it possible, on this account, to naively rely upon the positivist notion of the inevitable progress of humanity to an orderly industrial civilization. In Lasswell, the smooth, dynamic exterior of the modern world at times appears as a front for irrational forces, the constraints and threats of which pose a problem that can potentially be resolved only if consciously recognized (see Torgerson, 1990). A fixation on machine-like routines would not be part of the solution, but central to the problem. In Lasswell’s narrative of the policy orientation, the policy professional clearly emerges as the hero of the story. Yet crucial to the story is how this hero is to become self-aware in the context of a larger pattern of historical development.

WORLD REVOLUTION AND THE POLICY ORIENTATION

Lasswell portrays the emergence of the policy orientation as a major event in world history, elaborating his conception in a manner parallel with, and in contradistinction to, the Marxian vision of a world revolution brought about through the agency of the proletariat. The policy orientation, on Lasswell’s account, is part of a development that is “distinctive” of his times: “the rise to power of the intellectual class.” The world, he argues, is in the midst of a “permanent revolution of modernizing intellectuals”: a crucial role for intellectuals is inescapable, in his view, because of the problems presented by “the complexities of large-scale modern civilization” (1968, 185; cf. 1965b).

The increasing importance of intellectuals comes, in his view, with both promise and threat. Intellectuals could simply form part of oligarchic and bureaucratic structures operating for the benefit of the few at the cost of the oppression and indignity of the many. A policy profession devoted to democracy would depend on a critical stance toward context, and crucial to this posture would be a questioning of the obvious. Although the examination of a familiar world might seem to promise little in the way of interesting results, Lasswell emphasizes the importance of what is not readily apparent—“The world about us is much richer in meanings than we consciously see” (1977, 36)—and he offers a striking exaggeration, “to put the truth paradoxically”: “The whole aim of the scientific student of society is to
make the obvious unescapable . . .” (1977, 250). The emergence of a critically oriented policy profession would, in Lasswell’s view, count among those developments in intellectual life that have promoted “breakthroughs” in the decision processes of history” (1958b, 190).

When first advancing the importance of a critical orientation to context, Lasswell in the mid-1930s explicitly invokes a central text of Marxian theory—first published in the early 1920s—the “exposition of the dialectical method” in Georg Lukács’s History and Class Consciousness (Lasswell, 1965a, 18n; cf. Lukács, 1971). What Lasswell proposes is a reflexive project that recapitulates much of the form, if not the content, of Lukács’s critique of capitalism. Especially significant is Lasswell’s accent on grasping the whole both as an objective configuration and as a site of action. It is thus that Lasswell recommends “an act of creative orientation” allowing inquirers to locate themselves in an “all-encompassing totality” (1965a, 12). A comprehension of the whole is not to be gained by objective analysis alone, but also requires an active posture in regard to the field of social relationships. No such comprehension can, in principle, ultimately be completed. Inquiry not only is an open-ended process, but is itself part of the pattern of historical development through which the overall totality is constituted—part of an emerging process that remains always open to change.

Lasswell, of course, does not invoke the standpoint of the proletarian class or of revolutionary theory inspired by it. He is also highly suspicious, on methodological grounds, of any Marxian account of future historical development that suggests inevitability rather than emphasizing indeterminacy. In stressing the world historical rise of intellectuals, Lasswell replaces the proletarian class and revolutionary theory with a critically informed policy profession. His move here bears a similarity to Karl Mannheim’s (1936) claim that modern intellectuals have a significant capacity to free themselves from ideological constraints. At the same time, Lasswell’s move is subject to the same suspicion that critics influenced by Lukács have cast upon Mannheim’s claim: that it is oblivious to the full force of dominant interests and, as such, is part of the ideological constraints helping to constitute and reinforce that power (e.g., Adorno, 1967).

What is nonetheless striking in Lasswell is the manner in which he proposes a deliberate project to overcome irrational constraints. The aim of the project is to gain insight into what Lasswell’s terms the “self-in-context” (1971a, 155). By this term, Lasswell understands the self in terms of both world history and depth psychology. Indeed, psychoanalytic insight offers a complement to the Marxian dialectic to help in grasping “the symbolic aspects of historical development” (1965a, 19). In Lasswell’s conception, insight discloses to a person features of the self-in-context that are “ordinarily excluded from the focus of full waking attention by smooth working mechanisms of ‘resistance’ and ‘repression’” (1958a, 97). It is through such insight that one lessens the constraint of “anxieties” that inhibit inquiry (1958a, 97; cf. 1977, ch. 3).

By seeking to reduce constraints on inquiry, Lasswell aims to enhance rationality. Well aware that no narrow rationalism is capable of this task, Lasswell invokes the psychoanalytic technique of free-fantasy as necessary to overcome both “self-deception” and the bounds of logical thought (1977, 36–37). What he takes from psychoanalysis is the lesson that “logic” is not only insufficient to rational inquiry, but is by itself a constraint. The constraint of the logical must be relaxed in order to gain insight into what is obvious, even though normally obscure. “The mind,” he argues, “is a fit instrument for reality testing when both blades are sharpened—those of logic and free-fantasy” (1977, 37). Insight into the self-in-context brings into focus surreptitious forces, thereby denying them their hidden and “privileged position” (1951a, 524).

Although Lasswell’s touchstone here is psychoanalysis, he introduces a qualification that is of key significance in focusing inquiry: “Traditional psychoanalysis laid so much emphasis on the ‘deeper’ motivations that it failed to provide for proportionate, contextual insight into social reality at different levels.” What Lasswell suggests is that psychoanalytic technique be adapted to a broader “reality critique,” so as to increase individual and collective awareness of the overall institutional context (1971a, 158; cf. 1976, 168).
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Reaching intellectual maturity in the period following the First World War, Lasswell is hopeful that a civilization guided by intelligence can overcome the grim realities and irrationalities of the post-war world. He is impressed by the potential of emerging technology and social planning not only to alleviate wants, anxieties, and hostilities, but also to thereby provide leisure conducive to intellectual and aesthetic creativity. Yet this promise of an intelligent civilization comes with no guarantee. This is so especially in Europe, which had long fascinated Lasswell from afar and which he directly encounters through a series of extended visits during the 1920s (see Torgerson, 1987, 1990). There the post-war scene of the early 1920s presents a frightful panorama of irrationalities—antagonism, vindictiveness, brutalizing scarcity—suggesting the distinct prospect that the potential for an intelligent civilization will be eclipsed by criminality and violence. Even in America, the hopes that progressivism had pinned on the advance of science and democracy are dimmed by the advent of professionalized propaganda capable of targeting and manipulating a mass society.

It is in the wake of the First World War that propaganda emerges as a perplexing problem. Shaped in his outlook by progressivism and concerned that the public might be “bamboozled” by propaganda techniques (Lasswell, quoted in Torgerson, 1990, 349), Lasswell focuses on the problem in his Ph.D. thesis, published in 1927 under the title Propaganda Technique in the World War. Propaganda, as Lasswell describes it (1971b, 221–222; cf. 1928), involves “the management of opinions and attitudes by the direct manipulation of social suggestion”; but with an increasingly educated populace, propaganda is also “a concession to the rationality of the modern world.” For, with its pretensions to being a “rational epoch,” modernity thrives on “argument” and prefers “decorum and the trappery of intelligence.” The rise of propaganda makes it possible to envision the dystopian prospect of an apparently democratic society being governed by “an unseen engineer” (as he quotes an earlier writer). Lasswell’s point in studying propaganda, however, is to render this prospect impossible by bringing “much into the open that is obscure.”

Lasswell’s effort to promote a critically informed policy profession can thus be read, in large part, as a response to the increasing significance of professional propagandists, who depend upon the rationality of the modern world, yet also undermine it through systematic efforts to mobilize the irrationalities of psychopathology and ideology. Through their critical orientation, the policy sciences promise intelligence capable of leading modern civilization away from an irrational path. This task requires not routine thinking, but reflexivity and creativity. For a key “feature of the policy orientation,” according to Lasswell, is the significance it attaches to an “act of creative imagination” that is able to introduce an innovative policy “into the historical process” (1951b, 12).

THE TASK OF CONTEXTUAL MAPPING

In promoting the policy orientation, Lasswell developed a conceptual framework that was designed for a project of “mapping” the policy process in relation to the larger social process (see Brunner, 1991). His often terse specification of the elements of this framework—an enumeration of professional tasks and values together with sequential phases of decision making—gives a surface appearance that hardly distinguishes his framework from the standard check lists that now abound in conventional policy textbooks. This superficial impression is quickly belied, however, by the substance of his proposal and its most distinguishing feature, the principle of “contextuality” (Lasswell, 1971a, ch. 2).

The mapping of the policy process in connection with the social process involves a deliberate task of mapping self-in-context whereby inquirers orient themselves to the overarching context in which they are located—and of which they and their work are a part. Lasswell’s proposal for the policy orientation thus crucially depends upon a project of contextual mapping and orientation. “It is…impossible,” Lasswell maintains, “for anyone to escape an implicit map of the self-in-context” (1971a, 155). A common practical feature of social life, the mapping of context poses a particular
problem for professional inquirers because they must render the map explicit as part of a sustained effort to refine their orientation to context.

The inquirer is not a detached observer, but “a participant observer of events who tries to see things as they are” (Lasswell, 1971a, 3; cf. 58, 74–75), an actor trying to make sense of self and world. As one who is never entirely separate from the process nor ever entirely absorbed by it, the inquirer must crucially possess the flexibility of one able to engage as well as disengage; of one who, taking nothing as finally fixed, grasps how the emerging patterns of the process influence—and are reciprocally influenced by—the actors within it (Lasswell, 1965a, 4–6, 16–17, ch. 2). Yet as an actor, the inquirer does not simply map self-in-context so as to gain an orientation to an immediate domain of action. A bigger picture, a “total configuration” (1965a, 19), is also of pressing relevance. Hence, even though one is concerned with specifics, one is at the same time aware that “subtle ties bind every part to the whole” (1971a, 2).

This emphasis on the whole does not mean that the project of contextual orientation ever comes to rest in a final conclusion. Always unfinished, the project develops through one’s continuing effort to come to grips with a vast, complex, and at times bewildering world. Although a complete grasp of the whole is, in a sense, continuously presupposed in the course of any inquiry, the whole can never be directly apprehended once and for all. An understanding of the whole is constructed, rather, through meticulous work, disciplined and refined in a continuing search for relevant evidence. “The meaning of any detail depends,” moreover, “upon its relation to the whole context of which it is a part” (1976, 218). The whole, then, can never be seized as a final conclusion because it remains an inexhaustible context enveloping the process of inquiry.

Not only is the context inexhaustible in its scope and complexity; it is also constantly changing. The inquirer shifts between focusing on an overall configuration as something stabilized in form at a particular moment and as a pattern that changes in an historical process (1965a, 4–5). Contextual orientation, in other words, turns on a “principle of temporality” (Lasswell and Kaplan, 1950, xiv). Within a changing context, the inquirer seeking improved contextual orientation must examine history in order to consciously elaborate developmental constructs (cf. Eulau, 1958).

A developmental construct draws upon evidence of historical trends and conditions, formulating the image of a future that can be anticipated, but not predicted. Although aiming for “nothing less than correct orientation in the continuum which embraces past, present, and future” (Lasswell, 1965a, 4), the image of development that the inquirer constructs is unavoidably tentative, open-ended, and subject to revision. Uncertainty is inescapable because future events remain matters that “are partly probable and partly chance” (1971a, 11). As a model, a developmental construct is “speculative” (Lasswell and Kaplan, 1950, xxiii); based in concrete evidence, but necessarily going beyond it, the model is an imaginative creation.

Nonetheless, imagination is not to run counter to the evidence, and Lasswell thus sharply differentiates between developmental constructs that are deemed probable and ones that are thought preferable. Although it is necessary to set out preferable paths of historical development when determining the possibility and plausibility of different courses of action, Lasswell insists upon distinguishing clearly between wishful thinking and what we expect to actually happen (1971a, 68). Elaborated in the course of unfolding events, a developmental construct is disciplined, in particular, by the “crucial test” of emerging events and is subject to revision as potentialities of the future become “actualized in the past and present of participant observers” (1965a, 13).

There is, however, a significant twist in Lasswell’s argument that complicates the otherwise clear distinction between developmental constructs as being either probable or simply preferable. For the elaboration of a developmental construct is itself an historical event and, by changing how people see themselves and direct their actions, has a capacity to shape future potentialities. Alluding to notions of self-fulfilling and self-denying prophecies, Lasswell formulates the point in this way: “The act of considering the shape of things to come is itself an event that is not without effect on the ensuing events” (1980, 518). Simply by focusing attention on a future prospect as a goal, a developmental construct
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can, in principle, make it more likely. Indeed, Lasswell’s very conception of the policy orientation as an emerging historical phenomenon involves the promotion of such a future goal.

POLICY PROFESSIONALISM

Lasswell’s promotion of the policy orientation emerged from explicit plans he formulated during the 1940s while a policy advisor in Washington during World War II (Goldsen, 1979; cf. Lasswell, 1943a, 1943b, 1941c). However, these formulations were themselves refinements of ideas that were a part of his thinking in the mid-1920s when, in the midst of European chaos following World War I, he identified a potential for intellectual leadership to guide an intelligent civilization. Noting ambivalent tendencies in modernity, he could perceive the potential for a rationally ordered society that would combine technological advancement with intelligent communication and artistic cultivation.

Yet, for Lasswell, this potential remained haunted by the distinct possibility of its opposite, a world of violence and scarcity, of psychopathology and propaganda (see Torgerson, 1990).

As Lasswell comes to promote the policy orientation, he explicitly locates his conception within an elaboration of developmental constructs. What he takes as given is the historical rise of intellectuals. His call for a clear policy orientation in the social sciences is a call to focus on this historical development and to shape it. For, regarding the advent of intellectuals with some ambivalence, he emphasizes as a “fundamental issue” the question of democracy versus oligarchy: “whether the overriding aim of policy should be the realization of the human dignity of the many, or the dignity of the few (and the indignity of the many)” (1971a, 41).

Although Lasswell endorses a policy profession devoted to democracy, he readily envisions—especially with rise of specialists on violence—the possibility of a profession devoted to oligarchy (1968, 186; 1971a, 43; cf. 1941b). In his principal attempt to elaborate concrete developmental constructs, indeed, Lasswell draws attention to two sharply divergent possible futures: (1) a democratic commonwealth, and (2) a “garrison-police state” (1965b, 37; cf. 1941b). A “democratically oriented policy science” (1951b, 11) appears, for Lasswell, to be necessary both to attain a commonwealth of general human dignity and to avert the “threatened…regimentation of a garrison-police state,” which—in a provocatively dystopian formulation—he conceives as “a world concentration camp” (1976, 222; cf. 1958b, 197). “If we are in the midst of a permanent revolution of modernizing intellectuals,” he argues, “the succeeding phase obviously depends in no small degree on perfecting the policy sciences that aid in forestalling the unspeakable contingencies latent in tendencies already more than faintly discernable” (1965b, 96).

Commitment to a policy science of democracy is, according to Lasswell, not to be derived from any abstract, transcendent principle. Nonetheless, he indicates that there is something about inquiry itself that tends to foster professional commitment to democracy. In a pragmatist gesture, Lasswell stresses the process of inquiry as itself being valuable. The upshot of this, for Lasswell, is that the process of contextual mapping is itself of indispensable value to the policy orientation. Without seeking to ground professional commitment to democracy in a principle external to the process of inquiry, Lasswell finds it hard to see how someone committed to the contextual principle of inquiry could avoid a commitment as well to a democratic commonwealth (1968, 182).

The policy scientist, by Lasswell’s conception, has an orientation distinguished by a “principal value goal”: “enlightenment about the policy process and its interaction with the social context…” (1974, 181). For Lasswell, consistent commitment to this goal is a matter of principle for inquiry. In actual situations, such a commitment is typically subject to pressures undermining it. To be sustained, it requires vigilance counteracting “the threats and temptations of power” (1974, 177). The policy profession is faced with the task of creating a space where distorting pressures can be effectively resisted: no relevant information can be witheld, and unconventional insights are not only to be heard, but deliberately encouraged. Those engaged in a common project of inquiry demand openness from
themselves and others (1971a, 3). As portrayed by Lasswell, the policy professional depends upon both collective support and a “life-long cultivation of the . . . potential for rationality” (1958a, 97).

The obvious pressures arising from a context of power are only part of the problem. Basic to the whole enterprise are matters of personal and collective identity. The identity of a person is bound to collective identity through a symbolic medium—through “myth and ideology” (Lasswell, 1958b, 168, 31, 214; cf. Lasswell and Kaplan, 1950, ch. 6)—and, once they are formed, collective symbols of identity exhibit a remarkable persistence (1958b, 169). However, a collective project of inquiry requires that conventional symbols not be taken for granted, but questioned as part of an effort to develop a “distinctive” professional identity (1971a, 120): “Do we not . . . discover among social scientists some unwillingness to give prominence to hypotheses that may be widely interpreted as inconsistent with prevailing ideology?” By posing this rhetorical question (1961, 112), Lasswell draws attention to irrationalities that pose barriers to inquiry, a problem that leads him to seek “procedures” able to make “the mind . . . fit for rational clarity” (1958a, 90).

A deliberate project of contextual mapping is needed to expose irrationalities and thereby diminish the distortions they might work on the process of inquiry: “The enlightened person is aware of his assumptions about the past, present, and future of himself, his cultural environment, and his natural environment. Our recommended goal is to provide undogmatic access to inclusive versions of reality, so that the chances are increased that the individual will use his own capacities of imagination and judgment” (Lasswell, 1971a, 155–56). This need is of decisive importance in “policy training operations” because “the cognitive map is rarely brought deliberately or fully into the open unless the individual is exposed to an instructional experience that rewards him by bringing the implicit image of reality to the full focus of waking awareness” (1971a, 155). Lasswell thus stresses that the individual inquirer depends upon an institutional context, upon “agencies of enlightenment” (1971a, 97), in order to gain educational experiences able to enhance insight into self-in-context (1971a, ch. 8) as part of the collective development of professional identity (1971a, ch. 7).3

To diminish the effect of irrational constraints on the conduct of inquiry, a project of contextual mapping brings key formative influences to full, conscious attention. The purpose is to diminish socio-psychological resistances—to employ “the contextual principle,” not only to counter individual psychopathologies detrimental to inquiry, but also “to remove the ideological blinders from our eyes” at a collective level (Lasswell, 1976, 220): “The conscious process itself may be under the domination of repetitive compulsions which are outside the awareness of the thinker” (Lasswell, 1958a, 92). Here the point of the policy sciences is not to effect control, but to free inquiry:

It is insufficiently acknowledged that the role of scientific work in human relations is freedom rather than prediction. By freedom is meant the bringing into the focus of awareness of some feature of the personality which has hitherto operated as a determining factor upon the choices made by the individual, but which has been operating unconsciously. Once elevated to the full focus of waking consciousness, the factor which has been operating “automatically and compulsively” is no longer in this privileged position. The individual is now free to take the factor into consideration in the making of future choices. (Lasswell, 1951a, 524)

Freeing inquiry from psychopathological and ideological constraints is possible because any ordering of social relationships depends upon “meanings” that are, as Lasswell puts it, “subject to change with notice (with insight)”; it is the force of “insight” and “awareness” that provides for changes in “the current meaning” and, indeed, the “context” of action (1965b, 33–34). Following Freud’s affirmation of “the efficacy of insight,” Lasswell maintains that scientific conclusions about “human interactions” should be placed in “a special category” precisely because they “may produce insight,” thus modifying “future events” and “changing the scientifically established relationships themselves” (1956, 114–15)
Lasswell’s conception of the policy orientation ultimately depends upon the efficacy of such insight. The contextual mapping of policy professionals involves “a quest for identity” through which individuals “loosen the bounds of the culture into which they are born by becoming aware of it…” (Lasswell, 1958b, 194). The process is one that both breaks the hold of “current stereotypes” and creates new “key symbols of identity” (1958, 193). Policy professionalism thus develops through the deliberate testing and fashioning of personal and collective identities.

THE POLICY ORIENTATION AND THE PUBLIC

When John Dewey published *The Public and Its Problems* in 1927, he was responding to significant doubts about the democratic capacity of the public that had arisen among fellow progressives in the wake of the First World War. The honeymoon of the progressive marriage of science and democracy came to an abrupt end in light of the effectiveness of wartime propaganda in manipulating mass society. The crucial figure in underscoring the shortcomings of public opinion was Walter Lippmann (1965), who concluded that an enlightened elite of experts was needed to avoid irrationality in modern society. In a direct response to Lippmann, Dewey agreed that experts were important, but explicitly insisted on the greater importance of enlightening the public: “The enlightenment of public opinion still seems to me to have priority over the enlightenment of officials and directors” (1983, 344).

In *The Public and Its Problems*, Dewey warned of an oligarchy of experts and identified the central problem for the public as that of creating conditions of communication in which the citizenry could be enlightened through discourse: “The essential need… is the improvement of the methods and conditions of debate, discussion and persuasion. That is the problem of the public” (1984, 365). Recognizing the substantial difficulty posed by propaganda, Dewey indicated that solving “the problem of the public” would require an expertise in propaganda sufficient to counteract its influence.

By the mid-1920s, Lasswell was establishing himself as the leading scholarly expert on propaganda, and he saw irrationality among the public as linked to the problem of the irrationality of experts. In the 1930s, he called for improvements in “the methods and the education of social administrators and social scientists” (1977, 203) as being of key importance in developing a “politics of prevention” (1977, ch. 10) capable of reducing the social tensions that exacerbate irrationalities in society. In the context of such irrationalities, he feared, politics typically becomes a projection of irrational impulses that intensifies problems rather than resolving them.

Lasswell’s case for a preventative politics is based on the concern that “the public may be dissolved into a crowd” (1977, 192). He takes it as characteristic of democracy that policy be determined significantly more by “discussion” than by “coercion” (1977, 192). In the midst of psychopathological projections of private motives onto public concerns, he is doubtful of the potential of “belligerent crusades to change the world” (1977, 94). He also is dubious about the contention of democratic theorists that “social harmony depends upon discussion,” particularly discussion that formally involves all who are affected by a policy issue (1977, 196). Of what, then, is the “politics of prevention” to consist? “In some measure it will proceed by encouraging discussion among all those who are affected by social policy, but this will be no iron-clad rule. In some measure it will proceed by improving the machinery of settling disputes, but this will be subordinated to a comprehensive program, and no longer treated as an especially desirable mode of handling the situation” (1977, 197). Lasswell is vague on how such a comprehensive program is to be instituted in the face of powers resistant to it, but it is clear that he sees a power in rationality itself, in the discovery of a truth: “Our problem is to be ruled by the truth about the conditions of harmonious human relations, and the discovery of the truth is the object of specialized research…” (1977, 197). Knowledge develops and spreads throughout society, he suggests, while advancing a formulation that a Marxian critic might brand as a kind of idealism: “The politics of prevention does not depend upon a series of changes in the organization of government. It depends upon a reorientation in the minds of those who think about society…” (1977, 198; cf. 203).
Lasswell’s manifest concern here is less to enlighten the population than to immunize it. During a time when he sees the forces of Fascism and Bolshevism mounting clear threats, he wants to protect the future of liberal democracy from the anti-democratic potentials of an irrational mass society. In this context, he even endorses propaganda in the cause of democracy. His politics of prevention would be the project of a psychoanalytically enlightened elite of “political psychiatrists” (1965a, 19–20, 181). Here Lasswell formulates the most technocratic version of his position (cf. Horwitz, 1962; Bachrach, 1967, ch. 5).

Inclined more toward Dewey than Lippmann, however, Lasswell does not accept disillusionment with public opinion. Indeed, in the early 1940s, he looks back to his European travels of the 1920s and recalls antidemocratic dismissals, during that period, of liberal democratic institutions, such as open public discourse and parliamentary assemblies. Proclaiming in the title of a book the potential of Democracy through Public Opinion, he maintains that what democracy needs is “a new way to talk” (1941a, ch. 7): a mode of informed public discourse that is resistant to the irrationality of propaganda. This potential can be realized if the professional adopts the role of “clarifier” in educating and enlightening public opinion (1941a, 89).

Realizing this potential is the task that Lasswell (1951b) assigns to the policy sciences of democracy following World War II. Policy professionals are to oppose oligarchy through a commitment to widespread participation in the “shaping and sharing” of power (1971a, 44–48): “The aim,” as Lasswell puts it, “is to subordinate the particular interests of a profession to the discovery and encouragement of public interest. This implies direct community participation as well as client service” (1971a, 119). The profession is thus devoted to the “encouragement of continuous general participation” (1971a, 117).

The policy profession stands in an educative role with regard to the public, addressing the problem of the public—as Dewey conceived it—by fostering conditions that would diminish forces of irrationality while eliciting and developing the potential of the populace for involvement in intelligent communication: “The contemporary policy scientist perceives himself . . . as a specialist in eliciting and giving effect to all the rationality of which individuals and groups are capable at any given time” (1971a, 120). Lasswell saw such development of the public as a way of encouraging democracy in a complex society reliant upon specialist knowledge. Indeed, he believed that democracy would be reinforced if the provision were made to give “everyone who is involved in a public controversy an expert who can say whatever there is to say on his behalf.” The effect, he hoped, would be to “serve rationality” by bringing “to the focus of attention” matters that might otherwise be neglected in the policy process (1971a, 121). Arguing that critical insight should extend beyond the policy profession, he advocated “the dissemination of insight on a vast scale to the adult population” (1976, 196). Practiced in the context of a critically enlightened public, politics could become something other than a projection by individuals of their psychological problems onto public issues, as Lasswell had conceived it in 1930 in his Psychopathology and Politics (Lasswell, 1970). Political participation could, indeed, become part of the development of a “democratic character” (Lasswell, 1951a; 1976, ch. 7).

Yet, contrary to Lasswell’s hopes for the policy orientation, the actual tendency has been the development of a professional identity marked by institutional allegiances to a sphere of organizations—that primarily of state agencies and large private corporations—that tends to reinforce tendencies toward oligarchy and bureaucratism. This observation would not have shocked Lasswell, who once noted that the effect of “professional training” was typically one of promoting “self deception rather than self analysis” (1977, 37). Alert to “pitfalls,” he anticipated the failure of “many initiatives” (1971a, 132). He knew that intellectuals must learn the “conditions of survival in the arenas of power” (1971a, 125) as they “find themselves caught in a net of interlocking interest” (1965b, 91). Despite these problems, Lasswell (1970b) insisted upon the importance of developing a professional identity that would offer institutional protection against irrationalities wrought by political power. A commitment to inquiry was “no private act” (1974, 183) and, as he had learned from pragmatism, depended upon a community of inquirers.
Lasswell’s account of the policy orientation thus culminates in a paradox. He announces a world revolution of intellectuals whose task it is to lead society away from irrationality and toward an intelligent democratic civilization. However, the policy profession that Lasswell portrays as the agent of historical change is—as he himself clearly recognizes—liable to be entrapped by the very oligarchical and bureaucratic forces that should be opposed in the name of democracy. Still, on its own grounds, there is a plausible rationale to Lasswell’s proposal, for he believes that intellectuals are going to be important whatever course history might take. Thus the orientation of intellectuals is bound to be important.

Lasswell’s view of history focused perhaps too much on the prospect of an apocalyptic confrontation between forces of coercive oligarchy and liberal democracy for him to adequately grasp the dangers of more subtle kinds of oligarchy, particularly ones that operate surreptitiously through a technocratic idiom. The notion of the professional, for Lasswell, involves critical enlightenment, unwavering integrity, and courageous devotion to public service. However, in a context dominated by technocratic discourse, how can professionalism develop and sustain an adequately critical focus on the mystique of professionalism?

By Lasswell’s account, the policy orientation appears in the singular, manifest as the development of a single profession with a distinctive identity. But is policy professionalism here not pictured too much as a discrete, cohesive entity? What is needed, perhaps, is to focus on the diversity of the range of policy-relevant inquiries, rather than trying to place them all under one heading. Indeed, when we examine concretely the relationships among various intellectual orientations and specific political interests, the beguiling images of calm technocratic discourse give way to the recognition of a politics of expertise, in which experts contend with one another (Fischer, 1990).

Lasswell did not want a policy orientation fractured along political lines. He insisted, rather, on a community of inquirers as a coherent collective enterprise capable of guiding the development of an intelligent civilization. As he witnessed the post-war chaos of European civilization in the early 1920s, Lasswell believed that intellectuals were capable of developing a consensual orientation for this purpose (Torgerson, 1987, 11–17, 20–27). Since that time, he supposed that inquiry could issue in a shared professional orientation through which the public could be enlightened. Central to his own effort was the development of a framework for policy professionals that would identify key symbols able to adequately guide the focus of attention in policy inquiry. He did not claim, however, that his framework was the only one possible, allowing that it was “one of many possible approaches to the policy sciences” (1971, xiv). Indeed, at the end of his career, he made a notable shift away from the notion that a single consensual map might guide policy professionals and the public. As he faced blatant differences among professionals, he allowed for a plurality of maps by suggesting that the public should be systematically exposed to alternative perspectives (1979, 63).

Exhibiting no narrow rationalism, Lasswell focuses on the importance of an enlightened public for an intelligent, democratic civilization. In the end, nonetheless, his account of the policy orientation not only recapitulates the old rationalist pattern of reason ruling the passions, but also repeats the gesture of making a rational elite the hero of the story. Despite Lasswell’s pragmatism and careful democratic qualifications, it can be said with little exaggeration that the basic image is one of reason on top, calming and ordering a mass of unruly impulses below. The centrality of this image in Lasswell’s account can readily be recognized by contrasting it with the inverse image to be found in Lukács’s Marxian conception. There the very possibility of critical insight arises from the social position of the subordinate class. What Lukács saw as a source of critical insight, Lasswell views as a site of irrational impulses that are prone to propagandistic manipulation.

As its direct significance declined in the late twentieth century, the Marxian perspective came to inspire post-Marxian strategies seeking the democratization of advanced industrial societies. In these strategies, a fixation on the agency of one class-based social movement gave way to a recognition of the diversity of new social movements. Bringing strikingly unconventional perspectives to political discourse, moreover, these movements came to fashion themselves as publics (see, e.g., Angus, 2003).
At the same time, the impetus toward a radically democratic transformation of society was attenuated by a concern with immediate reform and the consequent adoption of policy orientations. The emerging publics were not enlightened from above or supplied with experts of the kind envisioned by Lasswell. Instead, these publics found themselves in ambivalent positions, creating critical distances between themselves and the official institutions dominating policy processes while—at the same time—seeking to intervene in policy deliberations (Torgerson, 2003, 1999). The publics of a diverse civil society thus found their own voices and shaped their own experts, ones knowledgeable about specific policy matters and able to engage in the politics of expertise (Fischer, 1992).

Challenging Lasswell’s account of the policy orientation, these developments minimally suggest a need for revisions. The story now becomes more complicated, as Lasswell seems to have partly anticipated with his late allowance for a diversity of professional perspectives. No longer do we have a story of the policy orientation of professionals, who are housed within established institutions while paradoxically working to critically enlighten themselves and the public. Rather, we have a story of a plurality of policy orientations based not only in established institutions, but also in diverse publics of civil society. There are still professionals in this story, but their privileged position as agents of an intelligent civilization is at least partially displaced. If professionals are to promote democratization, they cannot simply retain secure positions in connection with state agencies and other powerful organizations, but must seek critical distances from them, taking as a point of reference the multiple publics whose voices now enter into the domain of policy discourse.

NOTES

1. This essay draws upon the results of previous treatments of Lasswell (see Torgerson, 1985, 1987, 1990, 1992, 1995).
2. Lasswell’s own promotion of a critically reflexive policy profession itself becomes part of the story he tells, though this is not the place to fully discuss the implications that the narrative form of the policy orientation might have for the study of policy discourse.
3. On specific recommendations by Lasswell for an educational program (e.g., insight training, devil’s advocacy, continuous decision seminars), see Torgerson (1985, 247).
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The idea of developing social knowledge for the purpose of social betterment took the form in
which we still know it today during the Enlightenment. In many respects, the American and French
revolutions were a culmination of that development and the first large-scale “application” of modern
social and political theory. At the same time, the revolutions were often interpreted as having brought
about a social situation in which good social knowledge would permit the gradual but incessant
amelioration of social life. The ways of thinking of the social sciences were also created in that
context (Heilbron, Magnusson, and Wittrock 1998; see also Therborn 1976; Hawthorn 1976).

The new, post-revolutionary situation altered the epistemic position for the social sciences,
even though this was only gradually being acknowledged. Any attempt at understanding the social
and political world now had to deal with the basic condition of liberty; but an emphasis on liberty
alone—as in the tradition of early-modern political theorizing during the seventeenth and eighteenth
century—was insufficient to understand a social order. Thus, in the words of Edmund Burke (1993
[1790], 8–9), if “the effect of liberty to individuals is, that they may do what they please [, we] ought
to see what it will please them to do, before we risque congratulations.” It is the ambivalence of this
situation that created the demand for novel forms of social knowledge. Before those revolutions, a
policy-oriented social science had existed in many European states. But it was clearly an approach
that was serving the interests of the absolute ruler in knowing about the subjects of his principal-
ity and about the state of its resources. It was thus known as “state sciences,” but also, and even
more tellingly, as “police and cameral sciences.” In the latter term, “cameral” refers directly to the
chamber of the ruler, and the concept “police” had not yet become differentiated into what we now
refer to as the institution for the safeguarding of law and order, known as “police,” on the one hand,
and the planned intervention into the social world by a state or by an organization, known now as
“policy,” on the other. After the rise of the idea of liberty in the late-eighteenth century revolutions,
a widely held assumptions was that only “police” in its current meaning, but very little “policy” was
needed, because society would regulate itself on the basis of the free expression of the wills of the
individuals. Critics of this latter idea, such as Burke, but also Hegel and later Marx, knew that this
would not be the case, but that a new kind of public intervention based on the assumption of abstract
liberty would be required. Any long-term history of the policy orientation of the social sciences will
need to start out from this novel social-political constellation and investigate the variety of ways of
dealing with this situation. Most fundamentally, two strategies could be pursued; they were initially
separate strategies, but were combined during the twentieth century in novel ways. Aiming at finding
out what it pleased individuals to do, the emerging social sciences, on the one hand, embarked on
developing empirical research strategies to provide useful knowledge. The concern for the practical
order of the world in those social sciences translated, on the other hand, into attempts at identifying
some theoretical order inherent in the nature of human beings and their ways of socializing, namely the predictability and stability of human inclinations and their results.

THE USES OF THE THEORETICAL TRADITIONS

The roots of the theoretical traditions in the social sciences lie not least in this political problématique. The concern of social scientists for the predictability of human action and the stability of the collective order entered into the four major forms of reasoning that have characterized the social sciences through all of their two-century history. Some theorists argued that their social location determined the orientations and actions of human beings. There are two major variants of such thinking. What one might call a cultural theory, first, emphasized proximity of values and orientations due to a common background. The nation as a cultural-linguistic entity was then seen as a major collectivity of belonging that gave a sense of identity to human beings in Europe; and, mutatis mutandis, cultural anthropology translated this perspective into other parts of the world. An interest-based theory, second, placed the accent on the similarity of socio-structural location and, thus, commonality of interest. In this approach, which strongly shaped the discipline of sociology, social stratification and class were the key categories determining interest and, as a derivative, action.

The third approach to discursively stabilize human activity appears as directly opposed to culturalist and sociological thinking, in the sense described above. In individualist-rationalist theorizing, full reign is given to the individual human beings and no social order constrains their actions. In the tradition that reaches from political economy to neoclassical economics to rational choice theorizing, intelligibility is here achieved by different means: Though they appear to be fully autonomous, the individuals are endowed with rationalities such that the uncoordinated pursuit of their interests will lead to overall societal well-being. These three kinds of reasoning make for a very peculiar set in the sense that this latter one locates the determinant of action almost completely inside the human being, and the former two almost completely in the outside socio-cultural world. In the fourth approach, the behavioral-statistical one, no such assumptions are made, but attitudes and behaviors of individuals are counted, summarized and treated with mathematical techniques so as to discover empirical regularities. This approach can be, and has been, combined with all the other three.

These four approaches to social life are all well established, and discussions about their strengths and weaknesses have gone on for a long time. What is important in our observations on the uses of the social sciences is that they have all been developed not as purely intellectual projects, but with a view to identifying and enhancing those elements of social life that bring stability into the social world. The rationalistic-individualistic idea that a society composed of free individuals would maximize wealth lent itself to argue for the dismantling of barriers to action, such as in the introduction of the liberty of commerce, but occasionally also to prohibit collective action, such as in the restrictions to form associations, be it trade unions or business cartels. The socio-economic idea of defining the interests of human beings according to social position revealed fundamental conditions for harmony or contradictions in society, such as in structural functionalism or in Marxism. The connection between Durkheim’s theory of solidarity and the political ideology of solidarism in the French Third Republic is an important instance of such use of basic modes of social theorizing. The cultural-linguistic idea informed the understanding of the grouping together of larger collectivities; it was at the root of the idea of the nation as the unit polity, thus of nationalism. The behavioral-statistical approach allowed the aggregation of people into collectivities, not unlike the former two, but it worked with less predetermined assumptions about the social bond behind the aggregation. It flourished not least in state-organized statistical institutes aimed at monitoring the population, but also, in particular in Britain and the United States, in private organizations interested in issues such as poverty and deviance.
These modes of reasoning became the intellectual basis for the formation of some of the key disciplines of the social sciences—cultural anthropology, sociology, economics and statistics—during a period of internal consolidation of the universities as sites of scholarly research, roughly at the end of the nineteenth century. In our context here, though, it is more important to underline that all the above ways of relating social theories to societal issues have also been used throughout the twentieth century and keep being used, even though their plausibility and application varies across space and time. Their current forms of use, however, are hardly ever pure any longer (with the exception of neoclassical economics), but blended with forms of positive knowledge as provided by empirical social research.

THE DEMAND FOR EMPIRICAL SOCIAL KNOWLEDGE

In parallel to the elaboration of the basic modes of social theorizing, and with very much the same objective and ambition, attempts to increase positive knowledge about the novel social world were increasingly made across the nineteenth century. Whereas theories tried to provide reasons why such social world could hold together, research explored experiences of its harmonies or, more often and more consistently, its strains and tensions. A starting point for many empirical research endeavors was indeed the observation that the Enlightenment, or: liberal, promise of automatic harmonization of social life was not kept (on the following see in more detail Wagner, Wittrock, and Wollmann 1991). The wide-ranging effects of the new urban and industrial civilization that was rapidly changing living and working conditions for ever larger parts of the populations in Europe and America during the nineteenth century gave increasingly rise for concern. Thus, these changes, often summarizingly referred to as “the social question” (or “the labor question”), were forcing themselves on the agenda of parliamentary bodies, governmental commissions, and private reform-minded and scholarly societies. The impetus for the search for new knowledge often came from modernizing political and social groupings that favored industrialization but that also advocated more or less far-reaching social reforms. These groupings gradually came to embrace the notion that political action to address the “social question” should be based on extensive, systematic and empirical analysis of the underlying social problems. The rising awareness of deep social problems shaped the social sciences in their period of institutionalization.

In France, social research had been encouraged and pursued since the early nineteenth century by “enlightened administrators” who had grown up with the intellectual traditions of the Revolution and the institutional innovations of the Napoleonic period. They were, therefore, inclined toward an active modernization-oriented view of society and the state’s role in bringing about reforms. By mid-century, a more conservative alternative arose with the thinking of Frédéric LePlay who aimed at maintaining and restoring the traditional structures of society, but who equally relied on the systematic observation of society. In Britain, reform-minded individuals, often belonging to the establishment of Victorian England, came together in a number of reform societies, some of which had close links to the scholarly world (see, for example, Rothblatt 1981). Concern for health mounted, for example, when recruitment to the army during the Boer War revealed the appalling conditions under which much of the British population lived. Among the reform societies, the Fabian Society came to play a leading role in the establishment of the London School of Economics and Political Science, a university and research center that has remained marked by its double commitment to academic inquiry and problem-oriented research (Rueschemeyer and van Rossem 1996). In Germany, immediately after the founding of the Bismarckian state, the Verein für Socialpolitik became the main initiator and organizer of empirical research on the “social question.” In the United States, social-science research originally had the same characteristics of associational organization and ameliorative orientation as it had in the European countries. The American Social Science Association (ASSA), created in 1865, embraced the notion that the social scientist was a model citizen.
helping to improve the life of the community, not a professional, disinterested researcher. By the turn of the nineteenth century, this model was overwhelmed by the emerging disciplinary associations, initially splintering off from ASSA and later subdividing further (Haskell 1977; Manicas 1991).

While the range of comparative observations could easily be enlarged, the apparent parallelism in attention to problems cross-nationally must not conceal the fact that both solutions sought and, indeed, the precise nature of the problems perceived were premised on significantly different discourses and institutional constellations. For our context, the role of the state in problem-solving and the position of knowledge-producers in state and society are the key aspects to be considered comparatively (on the following see in more detail Wittrock and Wagner 1996).

**STATES, PROFESSIONS, AND THE TRANSFORMATION OF LIBERALISM**

The emerging variety of forms of social knowledge and forms of policy intervention can, in a first step, be traced to different ways of transcending the limitations of a liberal conception of society. For France, this change is closely related to the experience of the failed revolution of 1848. It thus became evident that the mere form of a democratic polity did not yet provide a solution to the question of societal organization. In Italy and Germany, in contrast, liberal-minded revolutionary attempts had failed, and the emergence of the social question tended to coincide with the very foundation of a national polity. The process of nation-building in the decade between 1861 and 1871 profoundly changed the terms of both political debate and of the orientations of political scientists in both countries. The idea of social betterment through social knowledge appeared to have found its addressee: the nation-state. The founders of the Verein für Socialpolitik left no doubt about the intimate linkage between the creation of their association and the inauguration of the Reich: “Now that the national question has been solved, it is our foremost duty to contribute to solving the social question” (Schöneberg, quoted in Schäfer 1971, 286).

On the basis of a great variety of social inquiries, the construction of national social policies was argued for on the European continent toward the end of the nineteenth century. Such policies would in practice extend the idea of a community of responsibility, as it was developed in collectivist social theories during that period, be they of a social-interest-based or of a cultural-linguistic kind (Zimmermann and Wagner 2004). In the given intellectual and political situation, it could relatively easily be argued that the nation was the relevant, responsibility-bearing community and the state its collective actor, the head and hand, as it were, in the design and implementation of social policies. The nation-state was regarded as the “natural” container of rules and resources extending over, and mastering, a defined territory. This, however, was much less the case in the United States, where a strong central state did not as yet exist. In contrast to both France and Germany (disregarding for a moment the intellectual variety in these contexts), social researchers in the United States tended to be reluctant to posit state and society as collective entities over or beside individuals. Even if the case for individualist liberalism as the predominant politico-intellectual tradition throughout U.S. history is overstated (see Hartz 1955, for the classical statement), the counterpart to such thought in the United States, civic republicanism, is still comparatively much more liberal and individualist than the variants of nationalism, socialism and organicism that have inspired European social reformers. One consequence of the individualistic inflection of U.S. political culture is that psychology and social psychology have been much more important in the social sciences than elsewhere. Many social problems are dealt with on the level of individual psychology.

This intellectual specificity of the situation in the United States can be connected, in a second step, to an institutional feature that has shaped the strategies of those academic entrepreneurs who advocated social reform. In the United States, such advocates of reform based on inquiry were opposed to the politics of corruption and patronage in particular, but also often distrustful of increasing the power of the state in general. Instead, they tended to advocate the complementary strategy
of reform and competence, a type of profession-based social policy. If, as in continental Europe, the widening of social responsibility was the issue, then professions were designed as a non-statist way to exert authority over spheres of social-political action. The specific form of academic institutionalization of social science in the United States, namely as disciplinary associations, was the result of such considerations. At the time, however, it was far from becoming the dominant model; as such, it asserted itself only after the Second World War.

For professors in high-prestige, state-run academic institutions on the European Continent, in Germany in particular, in contrast, it was quite natural—in intellectual, institutional and social terms—to see the state as the key policy institution and themselves as its brain. While U.S. social reformers were not only doubtful about the rightness of state interventions in terms of liberal political theory, they also had no strong reason to connect a reputation-seeking strategy to the state. Their authority was to be based in the knowledge claims inherent in the existence of strong autonomous professions rather than, as in Europe, on the intellectual and social status of representatives of the university as a key institution in the process of nation-building.

**KNOWLEDGE FORMS OF MASS DEMOCRACY AND INDUSTRIAL CAPITALISM: THE TRANSFORMATION OF THE EPISTEMIC CONSTELLATION**

As the combined result of the processes described up to this point, a variety of *ways of theorizing society, empirical research strategies* and *organizational forms* for the production of social knowledge, as profession and as state-run university, were available early in the twentieth century. During the first half of the twentieth century, these elements were reassembled, both in the form of an epistemic reorientation, to be discussed in this section, and in the form of a major shift in organizational outlook and addressee of the research, to be analyzed subsequently. The result of this process was the emergence of knowledge practices that are oriented toward use by organizational oligarchies, be it in state, business, or associations. Such practices redirected the explanatory ambitions of the social sciences and, without abandoning them, deflected the basic theoretical modes of social sciences.

Thus, *economic theorizing* enters into a variety of historically changing relations with the concept of a central societal organization, the state. Keynesianism or theories of the welfare state alter neoclassical economics by limiting its reach into the social world or by introducing additional assumptions with a view to changing the societal outcome of economic activities. But they keep drawing on its basic theoretical ideas. In a different way, the economic way of thinking was modified when social welfare concerns were introduced, this time toward a historico-institutional economics that saw the application of economic thinking as dependent on the detail of social situations to be made known through social inquiry (a similar consideration is also at the basis of Keynes’ thinking). The concern for social welfare, though, also provided for an application of *socio-structural thinking*, which could serve for identifying social causes for poverty, thus shifting responsibility from the individual toward the social situation and allowing for the argument that public policies could justifiably intervene in such circumstances.

As in the United States the welfare situation of African-American families was of particular concern, the study of welfare became connected to the concept of race in rather precisely the same way, namely as a way to give nonindividual reasons—*cultural* or *biological* in this case, rather than socio-structural—for a particular social state. This, however, was an argument that would only gradually evolve over the twentieth century. From the late nineteenth century onward, the main use of racial theorizing was to provide arguments for setting boundaries of polities in the era of nationalism and for introducing means to improve a state’s population, on the basis of eugenic theorizing. Large-scale emigration (for many European countries) and immigration (for the United States) provided the background for such concern. Even though the origins of modern thinking about
differences between human beings emphasized cultural-linguistic features, such thinking increasingly resorted to biological features during the later nineteenth century, allegedly revealed by properly scientific methods. The refutation of those findings, together with the political discredit of race-based policies after the defeat of Nazism, led to a return to the cultural approach. (Re-)emerging in anthropological debate during the inter-war years, cultural relativism is the contemporary form of theorizing differences between human beings. During the past two decades, it has increasingly been linked to political claims for the institutional acknowledgement, and also promotion, of diversity. The claim to the right to diversity is not only made on behalf of cultural, linguistic, religious or ethnic minorities, but also in gender relations, after the earlier emphasis of the women’s movement and of feminist scholarship had been on the right to equality.

Finally, the behavioral-statistical mode of reasoning finds one of its most significant use-oriented expressions in the twentieth century in survey research. It had never been entirely detached from policy purposes, since statistical institutes emerged and inquiries flourished first in the realm of the state, before the claim to become a, even the, science of society was voiced by statisticians. Methodologically dependent on a concept of sampling, which in principle though was known as early as the late eighteenth century (Desrosières 1991), it developed strongly when political actors in mass democracy needed information about the orientations of the voters, whom they no longer knew, and when producers for mass-consumption markets faced the same problem.

KNOWLEDGE FORMS OF MASS DEMOCRACY AND INDUSTRIAL CAPITALISM: THE BREAKTHROUGH OF A POLICY ORIENTATION IN THE SOCIAL SCIENCES

The case of survey research makes particularly clear what the characteristic features of the emerging policy orientation in the social sciences were and what impact it had on the theory and epistemology of the social sciences. As we have seen, it did not mark any radical rupture; the modes of reasoning that were developed earlier remained alive. However, it considerably redirected research practices and organizational forms. Significantly, the policy orientation itself was dependent on its relation to a feature of social organization that to some extent was novel, to some extent just had not moved into the interest of the empirical social sciences before. This is the large-scale bureaucratic-hierarchical social organization in all its forms, be it as the central state administration, overarchingly powerful in particular on the European continent, or the giant business corporation and other forms of private organizations, which should become an increasingly dominant feature of U.S. society.

In this light, a brief look needs to be taken at the history of organizational analysis. In particular from a use-oriented point of view, one could have expected an empirical science of state activities to emerge together with rising interest in welfare and other policies. However, in particular in Europe, the state long remained above all social actors in the sense that it also was kept hidden from the empirical gaze. Despite several attempts, there was no successful establishment of political science as an academic discipline, at least outside the United States, during the “classical” period of the social sciences, i.e. the late nineteenth and early twentieth centuries. Comprising elements as various as public law, half-aborted administrative sciences, election studies, or social-policy research, the study of things political had become a rather incoherent remainder after the modern disciplines had split off (Wagner 2001, chapter 2). Such development can best be understood against the background of the post-Enlightenment ambition to understand the social world through its own laws of motion, as described above, rather than through orders from a center.

When bureaucracies in state, business, and parties rose to ever increasing importance toward the end of the nineteenth century, however, it became unmistakably clear that there would be no withering away of the state and no self-organization of society. Such observations were at the origins
of a political sociology of organizations and bureaucracy, which later turned into an *organizational theory* that became almost something like the main paradigm in management studies and the new discipline of political science after the Second World War. As such, the study of organizations with a view to enhancing their functioning became one of the major forms of use-oriented social science in the twentieth century. It formed the backbone of much of the directly policy-oriented research that should develop over the twentieth century, in particular after the Second World War.

Organizational concerns were the characteristic feature of the emerging policy orientation in the social sciences. They demanded considerable shifts in orientation, in several respects. First, as just indicated, an *actor* orientation emerged toward policy actors in a broad sense, i.e., to the top-level of decision-makers in public administration and business organization. Second, the *substantive* focus of research shifted increasingly toward policy areas as objects of public administration, voters as target objects of political parties and consumers as analogously targets of market-oriented organizations. Third, the *conceptual* perspective increasingly emphasized the functioning of goal-oriented organizations in their social environment.

In all three respects, significant changes in the mode of operation of the social sciences can be observed. First, often modeled after the Bureau of Applied Research at Columbia University, research institutes were created that pursued research on commission. The institutes could be university-based, public or private, for-profit or not-for-profit; and the differences in organizational setting led to quite a variety of different research orientations. Always, however, the institute was dependent on the commissioning of research projects, be it through the market or through institutional links. Second, the sponsors were obviously organizations of such a scale of operation that they could afford to pay for the production of knowledge on their demand. Clearly, the main types of such organization were those mentioned above: public administration, big business, including importantly the media, and political parties. New fields of social science inquiry were formed along the lines of interest and activity of such organizations, such as education and social welfare, market and opinion research. Third, the knowledge that was demanded had to address the problems of those who demanded it. In the inclusive mass societies of the twentieth century, organizations increasingly directed their activities to large numbers of people about whose motivations and orientations they knew very little. Ever larger shares of social-science research went into the production of knowledge about these people and of such a kind as was of interest to, and concern for, these organizations in the pursuit of their objectives.

Even though occasional criticism had also been raised earlier, such as in Adorno’s observation of the rise of “administrative society” with its concomitant form of social knowledge, such developments started to meet an increasingly critical reception in the social science communities during the 1970s. The expansion of funding and the increase in the number of research institutes as well as university departments was widely welcomed, but concern was raised about the undermining of the scholarly base of the social sciences because of the increasing imbalance between demand-driven knowledge production and academic research. Many of such statements of concern, however, just took the disciplinary constitution of the social sciences in academic institutions for granted and saw such arrangement as the normative baseline against which new developments could be evaluated. An analysis, in which the knowledge practices and modes of theoretical reasoning are themselves set into the context of a more long-term historical development of the relation between knowledge production and socio-political institutions, considerably alters the picture. It does not assume that there can be any pure form of social knowledge, uncontaminated by the situation in which it is created, which could provide the measuring rod with which any “drift of epistemic criteria” (Elzinga 1985) as a result of science policy and research-funding activities could be assessed. Rather, it leads to a historical political sociology that is fully interrelated with a sociology of knowledge and of the (social) sciences.
TRANSFORMATIVE MOMENTS: WARS, EXTERNAL AND INTERNAL

In continuation of precisely such a view, some key aspects of the twentieth-century developments need to be analyzed in more detail. The first such aspect is provided by the observation that there clearly was no steady rise of the “administrative society,” but at the very least leaps and spurts in such transformation. Thus, for instance, one needs to emphasize the significance of wars as accelerating or transformative moments in the development of the social sciences.

In the United States, the Civil War marked a first such moment, indeed providing the ground for the development of organized social science. In Europe, the wars of the 1860s, at the end of which the Italian and German nation-state were created and the Third Republic established in France, provided social-science research with a more significant impetus. In Spain, similarly, early social science grew out of formative events in the history of this nation, namely the experience of losing imperial status in the wake of the Spanish-American War (1898). The 1870s witnessed thriving social research activities, many of which were indeed devoted to providing the knowledge required for organizing the national societies. Theoretical, much less disciplinary, consolidation, in contrast, was of little concern. It moved into the center of attention only later, broadly from the 1890s onward, the period known as the “classical era” for sociology, for instance.

For the development of novel forms of knowledge utilization, however, the First World War was even much more significant than the wars of the late nineteenth century. The war effort itself, much prolonged beyond initial expectations and involving the population and the economy much more than preceding wars, required more profound and more detailed knowledge about both. Psychological knowledge and its applications, including psychiatric treatment and intelligence testing, were used to assess the abilities of human beings so as to make best use of them in the war, on the one hand, and the impact of the war experience on them, on the other, such as in the studies of shell shock and other forms of war trauma. Doubts about the viability and desirability of the workings of the market mechanism in the economy had already arisen during the closing decades of the nineteenth century. The transformation toward a managerial economy or to organized capitalism was well under way, at least in the then most quickly growing economies of the United States and Germany. However, it was the need to mobilize all productive forces within a short time-span and for a particular purpose, military production and organization that led to deliberate state efforts toward increasing economic efficiency by public intervention and planning. Economic, statistical, and organizational knowledge was sought toward that end.

One of the most important consequences of the war, and of the peace at its end, was the disruption of the trends toward internationalization that had characterized the pre-war decades in many areas. Even more than after 1870, the development of the resources within the national societies themselves rose to priority, and the social sciences were involved in that effort. Unlike after 1870, however, the conviction that the increase of knowledge would rather directly translate into enhanced understanding and better means to act was shaken. If scholarly opinion during the 1920s still oscillated between the hope that industrial societies would return to a smooth path of development and the despair that the conditions for them to do that had forever disappeared, during the 1930s the view gained ground that these societies had embarked onto an entirely different trajectory for which novel knowledge and novel forms of public intervention were required. But the responses to such insight varied widely. On the one hand, the techniques for the observation of mass society, such as survey research and statistical inquiry, were refined and increasingly used to improve knowledge of the state of the population and the economy, both in democratic and in totalitarian societies (Tooze 1999). On the other hand, the ongoing societal transformation was taken to spell the failure of the fragmented and overspecialized social science disciplines and to require the elaboration of entirely new theoretical and research programs, such as the one that was later to be called “critical theory,” initially proposed by Max Horkheimer in 1931 (Horkheimer 1931). As a kind of intermediate view and strategy, thirdly, the emerging soft steering of the economy, later to be called Keynesianism,
“democratic planning” tried to adapt just as much to the new circumstances as was needed to keep the institutions of society and politics intact (Hall 1989; Wagner 2003).

The Second World War had a double effect in this context. On the one hand, and quite similar to the experience of the first war, the war effort itself led to the increasing development and application of the techniques of the first kind. On the other hand, its outcome seemed to indicate that the third strategy, Keynesian democratic interventionism, was viable in principle, even though its application was initially limited to the “First World.” A war of a different kind, namely the Cold War, domestically accompanied by the War on Poverty in the United States, enlisted the social sciences, called either “modern” or “bourgeois” depending on the perspective, in the attempt to prove the superiority of this model. The most systematic effort since the “classical era” to propose a comprehensive social theory and research strategy for the analysis of contemporary societies and their logic of evolution, the modernization theory of the 1950s and 1960s, was elaborated in precisely this context.

In how far this theory offered a useful understanding of Western societies remains contested. It is certain, however, that social research efforts of an unprecedented scale took place under its umbrella. They were driven not least by the hope and expectation that, since the general concepts were available, only some knowledge gaps needed to be closed by well-targeted empirical research. At the same time, the idea that good knowledge stands in an entirely unproblematic relation to its usefulness revived. It was only during the 1970s, after signs of crisis had emerged and accumulated, that the presuppositions of “the rationalistic revolution” were doubted even by its proponents. The first response to this crisis was, not to question its validity, but to inquire into its mode of operation. Research on “knowledge utilization” was one of the thriving areas of the social sciences during the 1970s, initially geared to detecting the obstacles to the good use of knowledge, with the hope of making it possible to remove them once they were detected. In the course of this research campaign, however, it became increasingly clear that the rather technocratic assumption of the very model of knowledge use had to be questioned. The “reflexive turn” of much of the social sciences during the 1980s has one of its sources in this experience (Wittrock 1985; Beck and Bonß 1984).

THE CRISIS OF USEFUL SOCIAL KNOWLEDGE: CRITIQUE, RETREAT, AND REFINEMENT

Reviewing the twentieth century experience of the use of the social sciences up to this point, two key observations can be made. On the one hand, mass-democratic, industrial-capitalist societies have been marked by intense efforts to increase the social knowledge about their modes of functioning and about their very members. It seems even justifiable to relate the demand for knowledge to a failure, in a rather specific way, of the Enlightenment project. At least in its most optimistic versions, the latter had assumed that, once autonomy was granted to human strivings, the use of reason would lead to a harmonic development of social life, in a self-steered, self-organized way. Forms of economic and political freedom were indeed introduced in mass-democratic, industrial-capitalist societies (even though such a statement needs many qualifications), but the novel institutional arrangements, far from solving all problems for good, created new social and political issues that required new knowledge and understanding.

On the other hand, however, this very foundation of the search for useful knowledge rules out, as a matter of principle, that any logic of control, with “scientification” of human life as its means, can assert itself in any unequivocal way. Unlike Adorno and Foucault appeared to assume, there is no totalizing logic of disciplinization or of the rise of administrative society. There is a variety of arguments why this is so. First, the resistance to objectification can be stressed, in terms of a political argument, as it was from the late 1960s onward in Western debates as well as in what is now known as postcolonialist discourse. Second, one may argue that there are limits to objectification even on the grounds of the methodology of the modernist social sciences. The “complexity,” a key
term that would be evoked in such context, of modern societies escapes even the most sophisticated research technology. And third, in terms of the philosophy of the social sciences, the historicity of social life and the agential capacities of human beings, both of which lead to ever again unique and unpredictable situations, can be emphasized. Agentiality and historicity are amenable to interpretation rather than to explanation, and every interpretation takes place in language, with its infinitely open range of possibilities of expression.

As a result of a combination of such arguments, the precise mix of which is impossible to assess, the implications of the use of the social sciences have been effectively criticized during the last three decades of the twentieth century. Two different adjustments to such criticism can be distinguished. More moderately, there has been a move from the mere application of general models or theories toward an increasing sophistication in the design of theory and of research. Various approaches are mixed, and their use is made dependent on the assessment and empirical specification of the situation to which they are being applied. This kind of reaction can best be observed in the analyses of the management of the economy and of accounting practices. More radically, although this may on occasion just be one more step in the same direction, the abandoning of any overarching rationalities can be observed, with a subsequent conceptualization in terms of varieties of particular and potentially competing rationalities. The most obvious examples for such change may be the move from culturalist-holist theories of society, radicalized in between by biologically based theories of race, toward cultural relativism, on the one hand, and the move from gender studies that emphasized equality to those that emphasize diversity, on the other. Elements of such a radical rethinking of the dominance of any singular rationality can, however, also be found in the areas of modernization, accounting, or planning.

In some countries, notably the United States and the UK, such critical rethinking was accompanied by a crisis of political demand created by the Thatcher and Reagan governments in the early 1980s. Well perceiving the critique of prevailing models of knowledge utilization and linking them to a more deeply ingrained conviction that the social sciences are married to strong and interventionist states, funding for basic as well as commissioned research was reduced and restructured. Neoliberalism as a broad economic ideology indeed revives doctrines of societal self-regulation, in which there is neither place nor need for detailed empirical evidence about social situations. (Just in passing it may be noted that even biologist theories of the social resurface in this context, since with new genetic knowledge they can claim to refer to the individual and be linked to issues of rational choice.)

PERSISTENT VARIATION, PERSISTENT PROBLÉMATIQUES

By way of conclusion, it would be tempting to paint a picture in which such a neoliberal understanding of the relation between the state and the economy lives forever in harmonious relation with a postmodernist understanding of society and culture. The former would need social science only as an underlying framework for thinking the relation between markets and hierarchies; the latter allows for plurality, diversity and complexity and thus would need social science of the kind of cultural studies. However, in the light of precisely the recent criticism of nonreflexive social science, one should not let oneself be so tempted.

On the one hand, there is persistent variation in the use of the social sciences across countries and across areas. It remains to be the case that social sciences that orient themselves to state and government and whose practical orientation is one of relevance for public policy and state intervention are more significant in Europe than in the United States. In contrast, research on individuals and their development with possible applications by the caring professions, including self-help groups and movements, is more developed in the United States. Most methodological development in research on the ways large-scale organization can interact with society, such as opinion and survey
research for business and political parties, certainly keeps coming from U.S. sources. However, the importance of such knowledge tools has considerably increased in Europe as well. (And we have not touched here at all on the proliferation of research institutes tied in various ways to social actors, including also trade unions, social movements, and nongovernmental organizations.)

On the other hand, neither the thesis of an increasing penetration of life-worlds by a power/knowledge complex nor the opposite view of a retreat to a self-regulation model of society can be sustained. There are persistent problématiques in post-Enlightenment societies which will always sustain the demand for useful social knowledge without, however, such knowledge ever solving those problems for good. (This observation in itself supports the prior argument about the persistence of differences, across namely the variety of possible interpretations of the socio-political situation in which one finds oneself.) The demand for knowledge may be driven by the hope to make organizational strategies more predictable. But it may also be meant to justify existing difference and diversity. In either case, it will not succeed in controlling a socio-political situation, since human beings may ever again act in unknowable ways. Nevertheless, across societies and historical periods there is considerable variation in the degree to which the hope of perfectly knowing the social world is upheld, in the ends toward which this hope is entertained, and in the intellectual, institutional and political means that are used to realize this ambition.
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Part II

Policy Processes
Theories of the Policy Cycle

Werner Jann and Kai Wegrich

From its origins in the 1950s, the field of policy analysis has been tightly connected with a perspective that considers the policy process as evolving through a sequence of discrete stages or phases. The policy cycle framework or perspective has served as a basic template that allows to systematize and compare the diverse debates, approaches, and models in the field and to assess the individual contribution of the respective approaches to the discipline. At the same time, the framework has regularly been criticized in terms of its theoretical construction as well as in terms of its empirical validity. We are therefore confronted with an almost paradoxical situation: on the one hand of the policy research continues to rely on the stages or cycle perspective or is linked to one of its stages and research questions. On the other hand, the very concept of the stages perspective has become discredited by a variety of criticisms, including attacks on the theoretical status of the policy cycle as a framework, model or heuristic (we use the terms framework and perspective interchangeably, but return to a discussion of this issue in this chapter’s conclusion).

This chapter seeks to assess the limitations and utility of the policy cycle perspective by surveying the literature that analyses particular stages or phases of the policy cycle. Following an initial account of the development of the policy cycle framework, the chapter offers an overview of the different stages or phases of the policy process, highlighting analytical perspectives and major research results. Then we turn to the burgeoning critique of the policy cycle framework in the wider policy research literature. The chapter concludes with a brief overall assessment of the framework, considering, in particular, its status as an analytical tool for public policy research.

THE POLICY CYCLE—A SIMPLIFIED MODEL OF THE POLICY PROCESS

The idea of modeling the policy process in terms of stages was first put forward by Lasswell. As part of his attempt to establish a multidisciplinary and prescriptive policy science, Lasswell introduced (in 1956) a model of the policy process comprised of seven stages: intelligence, promotion, prescription, invocation, application, termination, and appraisal. While this sequence of stages has been contested (in particular that termination comes before appraisal), the model itself has been highly successful as a basic framework for the field of policy studies and became the starting point of a variety of typologies of the policy process. Based on the growth of the field of policy studies during the 1960s and 1970s, the stages models served the basic need to organize and systemize a growing body of literature and research. Subsequently, a number of different variations of the stages typology have been put forward, usually offering further differentiations of (sub-)stages. The versions developed by Brewer and deLeon (1983), May and Wildavsky (1978), Anderson (1975), and Jenkins (1978) are among the most widely adopted ones. Today, the differentiation between agenda-setting, policy formulation, decision making, implementation, and evaluation (eventually leading to termination) has become the conventional way to describe the chronology of a policy process.

Arguably, Lasswell’s understanding of the model of the policy process was more prescriptive and normative rather than descriptive and analytical. His linear sequence of the different stages had been designed like a problem-solving model and accords with other prescriptive rational models of
planning and decision-making developed in organization theory and public administration. While empirical studies of decision-making and planning in organizations, known as the behavioral theory of decision making (Simon 1947), have repeatedly pointed out that real world decision-making usually does not follow this sequence of discrete stages, the stages perspective still counts as an ideal-type of rational planning and decision-making. According to such a rational model, any decision-making should be based on a comprehensive analysis of problems and goals, followed by an inclusive collection and analysis of information and a search for the best alternative to achieve these goals. This includes the analysis of costs and benefits of the different options and the final selection of the course of action. Measures have to be carried out (implemented) and results appraised against the objectives and adjusted if needed. One of the major reasons of the success and durability of the stages typology is therefore its appeal as a normative model for ideal-type, rational, evidence-based policy making. In addition, the notion is congruent with a basic democratic understanding of elected politicians taking decisions which are then carried out by a neutral public service. The rational model therefore also shows some tacit concurrence with the traditional dichotomy of politics and administration, which was so powerful in public administration theory until after World War II.

Lasswell was, of course, highly critical of this politics/administration dichotomy, so his stages perspective moves beyond the formal analysis of single institutions that dominated the field of traditional public administration research by focusing on the contributions and interaction of different actors and institutions in the policy process. Furthermore, the stages perspective helped to overcome the bias of political science on the input-side (political behavior, attitudes, interest organizations) of the political system. Framing the political process as a continuous process of policy-making allowed to assess the cumulative effects of the various actors, forces, and institutions that interact in the policy process and therefore shape its outcome(s). In particular, the contribution of administrative and bureaucratic factors across the various stages of the policy process provided an innovative analytical perspective compared to the traditional analysis of formal structures (Scharpf 1973).

Still, the stages of policy-making were originally conceived as evolving in a (chrono)logical order—first, problems are defined and put on the agenda, next, policies are developed, adopted and implemented; and, finally these policies will be assessed against their effectiveness and efficiency and either terminated or restarted. Combined with Easton’s input-output model this stages perspective was then transformed into a cyclical model, the so-called policy cycle. The cyclical perspective emphasizes feed-back (loop) processes between outputs and inputs of policy-making, leading to the continual perpetuation of the policy process. Outputs of policy processes at t₁ have an impact on the wider society and will be transformed into an input (demands and support) to a succeeding policy process at t₂. The integration of Easton’s input-output model also contributed to the further differentiation of the policy process. Instead of ending with the decision to adopt a particular course of action, the focus was extended to cover the implementation of policies and, in particular, the reaction of the affected target group (impact) and the wider effects of the policy within the respective social sector (outcome). Also, the tendency of policies to create unintended consequences or side-effects became apparent through this policy process perspective.

While the policy cycle framework takes into account the feedback between different elements of the policy process (and therefore draws a more realistic picture of the policy process than earlier stages models), it still presents a simplified and ideal-type model of the policy process, as most of its proponents will readily admit. Under real-world conditions, policies are, e.g., more frequently \textit{not} the subject of comprehensive evaluations that lead to either termination or reformulation of a policy. Policy processes rarely feature clear-cut beginnings and endings. At the same time, policies have always been constantly reviewed, controlled, modified, and sometimes even terminated; policies are perpetually reformulated, implemented, evaluated, and adapted. But these processes do not evolve in a pattern of clear-cut sequences; instead, the stages are constantly meshed and entangled in an ongoing process. Moreover, policies do not develop in a vacuum, but are adopted in a crowded policy space that leaves little space for policy innovation (Hogwood and Peters 1983). Instead, new
policies (only) modify, change, or supplement older policies, or—more likely—compete with them or contradict each other.

Hogwood and Peters (1983) suggested the notion of policy succession to highlight that new policies develop in a dense environment of already existing policies. Therefore, earlier policies form a central part of the systemic environment of policy-making; frequently other policies act as key obstacles for the adoption and implementation of a particular measure. At the same time, policies create side-effects and become the causes of later policy problems—across sectors (e.g., road construction leading to environmental problems) as well as within sectors (e.g., subsidies for agricultural products leading to overproduction)—and, hence, new policies themselves (“policy as its own cause,” Wildavsky 1979, 83–85).

Despite its limitations, the policy cycle has developed into the most widely applied framework to organize and systemize the research on public policy. The policy cycle focuses attention on generic features of the policy process rather than on specific actors or institutions or particular substantial problems and respective programs. Thereby, the policy cycle highlighted the significance of the policy domain (Burstein 1991) or subsystem (Sabatier 1993; Howlett, Ramesh 2003) as the key level of analysis. However, policy studies seldom apply the whole policy cycle framework as an analytical model that guides the selection of questions and variables. While a number of textbooks and some edited volumes are based on the cycle framework, academic debates in the field of policy studies have emerged from research related to particular stages of the policy process rather than on the whole cycle. Starting at different times in the development of the discipline, these different lines of research developed into more or less separate research communities following a distinct set of questions, analytical perspectives and methods. In other words, the policy cycle framework has guided policy analysis to generic themes of policy-making and has offered a device to structure empirical material; the framework has, however, not developed into a major theoretical or analytical program itself.

With these limitations of the policy cycle perspective in mind, the following briefly sketches theoretical perspectives developed to analyze particular stages of the cycle framework and highlights main research findings. While this overview does only offer a very limited and selective review of the literature, the account stresses how research related to particular stages has shaped the general understanding of the policy process and the policy cycle framework.

THE STAGES OF THE POLICY CYCLE

AGENDA-SETTING: PROBLEM RECOGNITION AND ISSUE SELECTION

Policy-making presupposes the recognition of a policy problem. Problem recognition itself requires that a social problem has been defined as such and that the necessity of state intervention has been expressed. The second step would be that the recognized problem is actually put on the agenda for serious consideration of public action (agenda-setting). The agenda is nothing more than “the list of subjects or problems to which governmental officials, and people outside the government closely associated with those officials, are paying some serious attention at any given time” (Kingdon 1995, 3). The government’s (or institutional) agenda has been distinguished from the wider media and the overall public (or systemic) agenda (Cobb and Elder 1972). While the government’s (formal and informal) agenda presents the center of attention of studies on agenda-setting, the means and mechanisms of problem recognition and issue selection are tightly connected with the way a social problem is recognized and perceived on the public/media agenda.

As numerous studies since the 1960s have shown, problem recognition and agenda-setting are inherently political processes in which political attention is attached to a subset of all possibly relevant policy problems. Actors within and outside government constantly seek to influence and
collectively shape the agenda (e.g., by taking advantage of rising attention to a particular issue, 
dramatizing a problem, or advancing a particular problem definition). The involvement of particu-
lar actors (e.g., experts), the choice of institutional venues in which problems are debated and the 
strategic use of media coverage have been identified as tactical means to define issues (cf. Kingdon 
1995; Baumgartner and Jones 1993). While a number of actors are involved in these activities of 
agenda control or shaping, most of the variables and mechanisms affecting agenda-setting lie outside 
the direct control of any single actor.

Agenda-setting results in a selection between diverse problems and issues. It is a process of 
structuring the policy issue regarding potential strategies and instruments that shape the develop-
ment of a policy in the subsequent stages of a policy cycle. If the assumption is accepted that not all 
existing problems could receive the same level of attention (and some are not recognized at all; see 
Baumgartner and Jones 1993, 10), the questions of the mechanisms of agenda-setting arise. What 
is perceived as a policy problem? How and when does a policy problem get on the government’s 
agenda? And why are other problems excluded from the agenda? Moreover, issue attention cycles 
and tides of solutions connected to specific problems are relevant aspects of policy-studies concerned 
with agenda-setting.

Systematic research on agenda-setting first emerged as part of the critique of pluralism in the 
United States. One classic approach suggested that political debates and, hence, agenda-setting, 
emerge from conflict between two actors, with the less politically powerful actor seeking to raise 
attention to the issue (conflict expansion) (Schattschneider 1960). Others suggested that agenda-set-
ing results from a process of filtering of issues and problems, resulting in non-decisions (issues and 
problems that are deliberately excluded from the formal agenda). Building on the seminal community-
power literature, policy-studies pointed out that non-decisions result from asymmetrical distribution 
of influence through institutional structures that exclude some issues from serious consideration of 
action (Bachrach and Baratz, 1962; see also Crenson, 1971; Cobb, Ross, and Ross, 1976).

The crucial step in this process of agenda-setting is the move of an issue from its recogni-
tion—frequently expressed by interested groups or affected actors—up to the formal political agenda. 
This move encompasses several substages, in which succeeding selections of issues under condi-
tions of scarce capacities of problem-recognition and problem-solving are made. Several studies of 
environmental policy development, for example, showed that it is not the objective problem load 
(e.g., the degree of air pollution) which explains the intensity of problem recognition and solving 
activities on the side of governments (Prittwitz 1993; Jaenicke 1996). Instead, a plausible de 

inition of a problem (see Stone 2001) and the creation of a particular policy image (Baumgartner and Jones 
1993) allowing to attach a particular solution to the problem, have been identified as key variables 
affecting agenda-setting.

While problem recognition and problem definition in liberal democracies are said to be largely 
conducted in public, in the media or at least among domain-specific professional (public) communi-
ties, the actual agenda-setting is characterized by different patterns in terms of actor composition 
and the role of the public (cf. May 1991, Howlett and Ramesh, 2003). The outside-initiation pat-
tern, where social actors force governments to place an issue on the systemic agenda by way of 
gaining public support, presents but one of different types of agenda-setting. Equally significant 
are processes of policies without public input such as when interest groups have direct access to 
government agencies and are capable of putting topics on the agenda without major interference or 
even recognition of the public (cf. May, 1991). The agriculture policy in certain European countries 
would be a classic example for such inside-initiation patterns of agenda-setting. Another pattern 
has been described as the mobilization of support within the public by the government after the 
initial agenda-setting has been accomplished without a relevant role for non-state actors (e.g., the 
introduction of the Euro or, rather, the campaign prior the implementation of the new currency).
Finally, Howlett and Ramesh (2003, 141) distinguish consolidation as a fourth type whereby state actors initiate an issue where public support is already high (e.g., German unification).

Despite the existence of different patterns of agenda-setting, modern societies are characterized by a distinctive role of the public/media for agenda-setting and policy-making, especially when novel types of problems (like risks) emerge (see Hood, Rothstein, and Baldwin 2001). Frequently, governments are confronted with forced choice situations (Lodge and Hood, 2002) where they simply cannot ignore public sentiment without risking the loss of legitimacy or credibility, and must give the issue some priority on the agenda. Examples range from incidents involving aggressive dogs, and Mad Cow Disease to the regulation of chemical substances (see Lodge and Hood 2002; Hood, Rothstein, and Baldwin 2001). While the mechanisms of agenda-setting do not determine the way the related policy is designed and implemented, policies following so-called knee-jerk responses of governments in forced choice situations tend to be combined with rather intrusive or coercive forms of state interventions. However, these policies frequently have a short life cycle or are recurrently object of major amendments in the later stages of the policy cycle after public attention has shifted towards other issues (Lodge and Hood, 2002).

The confluence of a number of interacting factors and variables determines whether a policy issue becomes a major topic on the policy agenda. These factors include both the material conditions of the policy environment (like the level of economic development), and the flow and cycle of ideas and ideologies, which are important in evaluating problems and connecting them with solutions (policy proposals). Within that context, the constellation of interest between the relevant actors, the capacity of the institutions in charge to act effectively, and the cycle of public problem perception as well as the solutions that are connected to the different problems are of central importance.

While earlier models of agenda-setting have concentrated on the economic and social aspects as explanatory variables, more recent approaches stress the role of ideas, expressed in public and professional discourses (e.g., epistemic communities; Haas 1992), in shaping the perception of a particular problems. Baumgartner and Jones (1993, 6) introduced the notion of policy monopoly as the “monopoly on political understandings” of a particular policy problem and institutional arrangements reinforcing the particular “policy image”; they suggested that agenda-setting and policy change occurs when “policy monopolies” become increasingly contested and previously disinterested (or at least “non-active”) actors are mobilized. Changing policy images are frequently linked to changing institutional “venues” within which issues are debated (Baumgartner and Jones, 1993, 15; 2002, 19–23).

How the different variables—actors, institutions, ideas, and material conditions—interact is highly contingent, depending on the specific situation. That also implies that agenda-setting is far from a rational selection of issues in terms of their relevance as a problem for the wider society. Instead, the shifting of attention and agendas (Jones 2001, 145–47) could eventually lead governments to adopt policies that contradict measures introduced earlier. The most influential model that tries to conceptualize the contingency of agenda-setting is Kingdon’s multiple streams model that builds on the garbage can model of organizational choice (Cohen, March, and Olsen 1972). Kingdon introduced the notion of windows of opportunity that open up at a specific time for a specific policy (Kingdon, 1995). The policy window opens when three usually separate and independent streams—the policy stream (solutions), the politics stream (public sentiments, change in governments, and the like), and the problem stream (problem perception)—intersect. (The classical garbage can model distinguishes solutions, problems, actors, and decision opportunities.)

In a long-term perspective, attention cycles and the volatility of problem perception and reform moods for particular issues can be revealed (see the classic article by Downs 1972, his “issue-attention cycle” has been criticized for omitting the impact of agenda-setting on future policies by shaping institutional structures; Peters and Hogwood, 1985; Baumgartner and Jones 1993, 87). Within such cyclical processes, single issues appear on the agenda, will be removed later on, and
may reappear on that agenda as part of a longer wave. Examples include the cyclical perception of environmental, consumer protection and criminal issues, in which (combined with economic and political conditions) single events (like accidents, disasters, and the like) could trigger agenda-setting. A longitudinal perspective also points at changes in perceptions of a single issue, with some prior solutions later becoming problems (e.g., nuclear power). Baumgartner and Jones (1993; 2002) highlight the existence of both periods of stable policy agendas and periods of rapid change and take these findings as a starting point for the development of a policy process model (punctuated equilibrium) that challenges conventional notions of incrementalism.

**POLICY FORMULATION AND DECISION-MAKING**

During this stage of the policy cycle, expressed problems, proposals, and demands are transformed into government programs. Policy formulation and adoption includes the definition of objectives—what should be achieved with the policy—and the consideration of different action alternatives. Some authors differentiate between formulation (of alternatives for action) and the final adoption (the formal decision to take on the policy). Because policies will not always be formalized into separate programs and a clear-cut separation between formulation and decision-making is very often impossible, we treat them as substages in a single stage of the policy cycle.

In trying to account for different styles, patterns, and outcomes of policy formulation and decision-making, studies on this stage of the cycle framework have been particularly theory-oriented. Over the last two decades or so, a fruitful connection with organizational decision theories has evolved (see Olsen 1991). A multiplicity of approaches and explanations has been utilized, ranging from pluralistic and corporatist interest intermediation to perspectives of incrementalism and the garbage can approach. Others are public choice approaches and the widely utilized neo-institutionalist perspectives (both in its economical and historical-institutionalist variant; for an overview see Parsons 1995, 134).

At the same time, studies of policy formulation have long been strongly influenced by efforts to improve practices within governments by introducing techniques and tools of more rational decision-making. This became most evident during the heyday of political planning and reform policy in the 1960s and 1970s. Policy analysis was part of a reform coalition engaged in developing tools and methods for identifying effective and cost-efficient policies (see Wittrock, Wagner, and Wollmann 1991, 43–51; Wollmann 1984). Western governments were strongly receptive to these ideas given the widespread confidence in the necessity and feasibility of long-term planning. Pioneered by attempts of the U.S. government to introduce Planning Programming Budgeting Systems (PPBS), European governments engaged in similar efforts of long-term planning.

Among parts of the policy research community and government actors, PPBS was perceived as a basis for rational planning and, hence, decision-making. The establishment of clearly defined goals, output targets within the budget statement, and the application of cost-benefit analysis to political programs were regarded as tools facilitating the definition of long-term political priorities. From this perspective an ex-ante, rather rationalistic branch of policy analysis as analysis for policy developed, inspired by micro-economics and operational research (Stokey and Zeckhauser 1978). Right from the beginning, these concepts of decision-making and political planning were heavily criticized from a political science background for being over-ambitious and technocratic ('rescuing policy analysis from PPBS', Wildavsky 1969). The role of economics and political science-based policy analysis in the wider reform debate of political planning provided a fertile ground for the prosperous development of the discipline. As policy advice (analysis for policy-making) became a major aspect of the planning euphoria during the 1970s, empirical research on decision-making practices (analysis of policy-making) was initiated for the first time (e.g., through the project group of governmental and administrative reform in Germany; Mayntz and Scharpf 1975).
Especially political scientists argued from the beginning (Lindblom 1968; Wildavsky 1979) that decision-making comprises not only information gathering and processing (analysis), but foremost consists of conflict resolution within and between public and private actors and government departments (interaction). In terms of patterns of interdepartmental interaction, Mayntz and Scharpf (1975) argued that these usually follow the type of negative coordination (based on sequential participation of different departments after the initial policy program has been drafted) rather than ambitious and complex attempts of positive coordination (pooling suggested policy solutions as part of the drafting), thus leading to the typical process of reactive policy-making. The aim of political science based policy analysis was, therefore, to suggest institutional arrangements which would support more active policy-making.

While these (earlier) studies pointed to the crucial role of the ministerial bureaucracy and top civil servants in policy formulation (Dogan 1975; Heclo and Wildavsky 1974), governments and higher civil servants are not strictly separated from the wider society when formulating policies; instead, they are constantly interacting with social actors and form rather stable patterns of relationships (policy networks). Whereas the final decision on a specific policy remains in the realm of the responsible institutions (mainly cabinet, ministers, Parliament), this decision is preceded by a more or less informal process of negotiated policy formation, with ministerial departments (and the units within the departments), organized interest groups and, depending on the political system, elected members of parliaments and their associates as major players. Numerous policy studies have convincingly argued that the processes in the preliminary stages of decision-making strongly influence the final outcome and very often shape the policy to a larger extend than the final processes within the parliamentary arena (Kenis and Schneider 1991). Moreover, these studies made a strong case against the rational model of decision-making. Instead of a rational selection among alternative policies, decision-making results from bargaining between diverse actors within a policy subsystem—the result being determined by the constellation and power resources of (substantial and institutional) interest of the involved actors and processes of partisan mutual adjustment. Incrementalism, thus, forms the typical style (Lindblom 1959, 1979) of this kind of policy formation, especially in allocation of budgets (Wildavsky 1964, 1988).

During the 70s and 80s, traditional theories of pluralism in policy-making (many, competing interests without privileged access) were, at least in Western Europe, substituted by theories of corporatist policy-making (few, privileged associations with strong influence, cf. Schmitter and Lehmbruch, 1979). At the same time, more elaborate theories of policy networks became prominent (Heclo 1978; Marin and Mayntz, 1991). Policy networks are, generally, characterized by nonhierarchical, horizontal relationships between actors inside the network. Generalized political exchange (Marin 1990) represents the characteristic mode of interaction and diffuse reciprocity (opposed to market-type direct reciprocity) is the corresponding social orientation of actors in the inner circle of networks. In contrast, a higher degree of conflict is to be expected as far as the access to these policy networks is concerned. However, as Sabatier (1991, cf. Sabatier, Jenkins-Smith 1993, 1999) stressed, a policy subsystem frequently consists of more than one network. The different networks (or advocacy coalitions) then compete for the dominance in the respective policy domain.

Despite the considerable level of self-governance within policy networks, governments still play a crucial role in influencing the actor constellation within these networks, for example by altering the portfolio of ministries, creating new ones or establishing/abolishing agencies. (The renaming of the German federal Ministry of Agriculture to the Ministry of Consumer Protection, Food, and Agriculture during the BSE [Bovine Spongiform Encephalopathy] crisis serves as an example of a deliberate attempt to break up long-established policy networks in the agriculture sector as a prerequisite for policy change. Similar changes occurred also in the UK.) One major reason for the strong inclination of ministerial bureaucracies to defend their turf lies in the linkage between the allocation of responsibilities within government and the venues provided for social actors to the policy-making system (Wilson 1989). While these access points are of crucial importance for social
actors seeking to influence policy formulation, established relationships with interest groups at the same time provide the power-basis of departments in interdepartmental relationships and conflicts. Any redistribution of organizational structures and institutional arrangements will favor some and discriminate against others and will, therefore, become a contested issue.

While patterns of interaction between governments and society in policy networks are regarded as an omnipresent phenomenon, the particular constellation of actors within policy networks vary between policy domains, as well as between nation states with different political/administrative cultures, traditions of law (cf. Feick and Jann 1988) and differences regarding the wider constitutional setting. As the historical-institutional approach in policy research has pointed out, countries have developed particular types of policy networks resulting from the interaction of the pre-existing state structure and the organization of society at critical junctures in history (Lehmbruch 1991). These differences are said to foster national styles of policy-making in terms of preferred policy instruments and patterns of interaction between state and society (Richardson, Gustafsson, and Jordan 1982; Feick and Jann 1988). It remains, however, a debated issue in comparative policy research if policy networks are to a larger degree shaped by the (different) basic national institutional patterns or if the policies within specific policy subsystems are, to a larger extent, shaped by sectoral, domain-specific governance structures (with the implication of more variety between sectors within one country than between countries regarding one sector) (see e.g., Bovens, t’Hart, and Peters 2001). Some have argued that the emphasis on the pervasive nature of policy networks obscured national variations of patterns of policy-making that are in fact related to (different) underlying institutional arrangements and state architectures (Döhler and Manow 1995).

In order to allow for the analysis of different structural patterns of state-society interaction, policy research has developed taxonomies of policy networks. While considerable variation (and maybe even confusion, cf. Dowding 2001) prevails, one major distinction has been made between iron triangles, sub-governments, or policy communities on the one hand and issue networks centered around a particular policy issues (e.g., abortion, fuel taxes, speed limits) on the other hand. These two basic types are differentiated along the dimensions of actor composition and the insulation of the network from the wider environment. Iron triangles typically consist of state bureaucracies, parliamentary (sub-) committees, and organized interests generally sharing policy objectives and ideas. Others suggested the notion of policy communities to emphasize the latter aspect of coherent world-views and shared policy objectives (however, the term has been defined in many ways, including a meaning that resembles the notion of issue networks). Heclo (1978) has contrasted iron triangles with issue networks consisting of a multitude of actors, and with comparatively open boundaries and a looser coupling between the actors involved.

When it comes to the final adoption of a particular policy option, the formal institutions of the governmental system move into the center. But even during this substage, modes of self-regulation, sometimes in the shadow of hierarchy, have increasingly been regarded as a widespread pattern of policy-making (Mayntz and Scharpf 1995). Which of the proposed policy options will be finally adopted depends on a number of factors; two of them should be highlighted. First, the feasible set of policy options is reduced by basic substantial parameters. Some policies are excluded because of scarcity of resources—not only in terms of economic resources, but also because political support presents a critical resource in the policy-making process. Second, the allocation of competencies between different actors (e.g., government) plays a crucial role in decision-making. For example, tax policy in Germany is one of the domains in which the federal government is not only dependent on the support of the Federal Parliament (Bundestag, which is most of the time assured in parliamentary systems), but also on the consent of the Federal Council (Bundesrat, the representation of the Länder governments). The scope for substantial policy changes is, all others things being equal, more restricted in federal systems, where second chambers of parliaments and also (more frequently) constitutional courts are in a position of the potential veto player (Tsebelis 2002). At the
same time, subnational levels of government possess more leeway to initiate policies in countries with a federal or a decentralized structure than in centralized countries.

Another crucial aspect of policy formulation represents the role of (scientific) policy advice. While earlier models differentiated between technocratic (policy decisions depending on superior knowledge provided by experts) and decisionist (primacy of politics over science) models of the science/policy nexus (see Wittrock 1991), the dominant normative understanding favored a pragmatic and cooperative interaction at eye level (pragmatic model, see Habermas, 1968). Empirically, policy advice was recognized as a ‘diffuse process of enlightenment’, in which politicians and bureaucrats (contrary to conventional wisdom, especially in the academic world) are not influenced by single studies or reports. Instead, policy advice has an impact on the middle- and long-term changes of general problem perceptions and world views (Weiss 1977). Moreover, scientific research is only one of diverse sources of information and knowledge that is being brought into the policy-making process (Lindblom and Cohen 1979, 10–29).

Over the last years, the role of think tanks in these processes has formed a focal point in debates on changing ways of policy-making, for example in the formulation of neoliberal policies in the 1980s (Weiss 1992). Think tanks and international organizations are regarded as catalysts fostering the exchange and transfer of policy ideas, solutions, and problem perceptions between governments and beyond (Stone 2004). Some have argued that policy transfer has become a regular, though distinctive, part of contemporary policy formulation (Dolowitz and Marsh 2000). However, while the practice and existence of processes of transfer and learning are hardly deniable, the literature has difficulties in drawing clear boundaries between policy transfer and other aspects of policy-making, especially as the notion of lesson drawing (as one pattern of policy transfer) resembles the rational model of decision-making (cf. James and Lodge 2003). The study of policy transfer and learning has been advanced by insights drawn from organizational theory, in particular the notion of institutional isomorphism that differentiates between coercive, mimetic and professional mechanisms of emulation (DiMaggio and Powell 1991; for applications see, among others, Lodge and Wegrich, 2005b; Jann 2004; Lodge 2003).

Most studies dealing with the role of knowledge in policy formulation agree that, in the contemporary age, knowledge is more widely spread beyond the boundaries of (central) governments than some decades ago. Experts and international institutions (like the Organization for Economic Co-operation and Development [OECD]) are said to play an increasingly visible role in communicating knowledge within the public debate on political issues (Albaek, Christiansen, and Togeby 2003). Therefore, the perception of a monopoly of information on the side of the bureaucracy (Max Weber’s Dienst- and Herrschaftswissen) is obsolete. Policy formulation, at least in western democracies, proceeds as a complex social process, in which state actors play an important but not necessarily decisive role.

**IMPLEMENTATION**

The decision on a specific course of action and the adoption of a program does not guarantee that the action on the ground will strictly follow policy makers’ aims and objectives. The stage of execution or enforcement of a policy by the responsible institutions and organizations that are often, but not always, part of the public sector, is referred to as implementation. Policy implementation is broadly defined as “what happens between the establishment of an apparent intention on the part of the government to do something, or to stop doing something, and the ultimate impact in the world of action” (O’Toole 2000, 266). This stage is critical as political and administrative action at the frontline are hardly ever perfectly controllable by objectives, programs, laws, and the like (cf. Hogwood and Gunn 1984). Therefore, policies and their intentions will very often be changed or even distorted; its execution delayed or even blocked altogether.
An ideal process of policy implementation would include the following core elements:

- Specification of program details (i.e., how and by which agencies/organizations should the program be executed? How should the law/program be interpreted?);
- Allocation of resources (i.e., how are budgets distributed? Which personnel will execute the program? Which units of an organization will be in charge for the execution?);
- Decisions (i.e., how will decisions of single cases be carried out?).

The detection of the implementation stage as a missing link (Hargrove 1975) in the study of policymaking can be regarded as one of the most important conceptual innovations of policy research in the 1970s. Earlier, implementation of policies was not recognized as a separate stage within or element of the policy-making process. What happens after a bill becomes a law (Bardach 1977) was not perceived as a central problem—not for the decision makers and, therefore, also not for policy analysis. The underlying assumption was that governments pass laws, and this is where the core business of policy-making ends.

This perception has fundamentally changed since the seminal study by Pressman and Wildavsky (1984 [1973]) on the implementation of a program targeting unemployment among members of minority groups in Oakland, California. Subsequently, the study of implementation as a core and often critical stage of the policy-making process became widespread currency. The starting point of Pressman and Wildavsky’s analysis of the substeps involved in the implementation of the federal program, that was part of the ambitious social policy reform agenda put forth by President Johnson, was the unexpected failure of the program. Based on the analysis of the multitude of decision and clearing points at which involved actors were able to influence the policy along the lines of their particular interests, any successful policy implementation seemed to be more surprising than implementation failure (note the subtitle, *How Great Expectations in Washington Are Dashed in Oakland, or Why It’s Amazing that Federal Programs Work at All*).

Following the path-breaking study, implementation research developed into the central field of policy research in the 1970s and early 1980s. Initially, implementation was regarded from a perspective that was later called the top-down approach. Implementation studies followed the hierarchical and chronological path of a particular policy and sought to assess how far the centrally defined goals and objectives are achieved when it comes to implementation. Most studies centered on those factors leading to deviations from these objectives. Intra- and inter-organizational coordination problems and the interaction of field agencies with the target group ranked as the most prominent variables accounting for implementation failures. Another explanation focused the policy itself, acknowledging that unsuccessful policy implementation could not only be the result of bad implementation, but also bad policy design, based on wrong assumptions about cause-effect relationships (cf. Pressman and Wildavsky 1984 [1973]; Hogwood and Gunn 1984).

Implementation studies of the first generation thus shared a hierarchical, top-down understanding of governance, at least as a normative yardstick for the assessment of outcomes of implementation. Implementation research was interested in developing theories about what works. One way to do this has been to assess the effectiveness of different types of policy instruments based on particular theories about cause and effect relations. Policy instruments have been classified into regulatory, financial, informational, and organizational policy tools (cf. Hood 1983; Mayntz 1979; Vedung 1998, see Salomon, 2002, for a more differentiated classification). One of the most prominent outcomes of the policy instruments perspective in implementation research has been the importance of the relationship between tool selection and policy implementation: Different policy instruments are vulnerable to specific types of implementation problems, with regulatory policies being aligned with control problems and subsidies with windfall gains on the side of the target group (see Mayntz 1979). Another result of this line of research has been that the reliance on wrong theories about
cause and effect relations frequently leads to negative side-effects or even reverse effects of state interventions (see Sieber 1981).

Since the mid 1970s, implementation studies based on the top-down perspective have been increasingly challenged on analytical grounds, as well as in terms of their normative implications (see Hill and Hupe 2002, 51–57). Empirical evidence, showing that implementation was not appropriately described as a hierarchical chain of action leading directly from a decision at the center to the implementation in some field agency, provided the ground for a competing concept of implementation. The so-called bottom-up perspective suggested a number of analytical reorientations that subsequently became accepted in the wider implementation and policy literature. First, the central role of implementation agencies and their personnel in shaping the actual policy outcome has been acknowledged (street level bureaucracy, Lipsky 1980); in particular the pattern of coping with diverse and often contradictory demands associated with policies is a recurring theme in this line of research (see also Lin 2000; Hill 2003; deLeon and deLeon 2002). Second, the focus on single policies regarded as inputs into the implementation process was supplemented, if not replaced, by a perspective that regarded policy as the outcome of implementation resulting from the interaction of different actors and different programs. Elmore (1979/80) suggested the notion of backward mapping for a corresponding research strategy that begins at the last possible stage, when “administrative actions intersects with private choices” (Elmore 1979/80, 604). Third, the increasingly widespread recognition of linkages and networks between a number of (governmental and social) actors within a particular policy domain, cutting across the implementation/policy formulation borderline, provided the ground for the eventual abandonment of the hierarchical understanding of state/society interaction.

In sum, implementation research played a major role in triggering the move of policy research away from a state-centered endeavor, which was primarily interested in enhancing the internal administrative and governmental capacities and in fine-tuning program design and implementation. Since the late 1980s, policy research is primarily interested in patterns of state-society interaction and has shifted its attention toward the institutional set-up of organizational fields in the wider society (e.g., the health, education, or science section). Based on the multiplicity of empirical studies in numerous policy areas, the classic leitmotiv of hierarchical governance has been abandoned. Policy networks and negotiated modes of coordination between public and private actors are not only (analytically) regarded as a pervasive pattern underlying contemporary policy-making, but also (normatively) perceived as an effective mode of governance that reflects conditions of modern societies. Studies of policy-making were decreasingly following the traditional stages model, but encompassed all kinds of actors in the organizational and regulatory field, thereby undermining the policy cycle framework.

**Evaluation and Termination**

Policy-making is supposed to contribute to problem solving or at least to the reduction of the problem load. During the evaluation stage of the policy cycle, these intended outcomes of policies move into the center of attention. The plausible normative rationale that, finally, policy-making should be appraised against intended objectives and impacts forms the starting point of policy evaluation. But, evaluation is not only associated with the final stage in the policy cycle that either ends with the termination of the policy or its redesign based on modified problem perception and agenda-setting. At the same time, evaluation research forms a separate subdiscipline in the policy sciences that focuses on the intended results and unintended consequences of policies. Evaluation studies are not restricted to a particular stage in the policy cycle; instead, the perspective is applied to the whole policy-making process and from different perspectives in terms of timing (ex ante, ex post).
Evaluation research emerged in the United States in the context of political controversies centered on the social reform programs of the Great Society of the 1960s. This early debate was concerned with methodological issues and sought to demonstrate its own relevance (cf. Weiss 1972; Levine et al. 1981; Wholey 1983). Evaluation research subsequently spread across OECD countries and was concerned with the activities of the interventionist welfare state (Albaek 1998) and reform policies in general. Evaluation was, for example, perceived as a way to systematically apply the idea of experimental testing of (new) policy options in a controlled setting (Hellstern and Wollmann 1983). Despite the inclination of evaluation research toward a rigorous application of quantitative research tools and quasi-experimental research designs, the general problem of isolating the influence and impact of a specific policy measure on policy outcomes has not been solved (given the variety of variables shaping policy outcomes). Moreover, attempts to establish evaluation exercises as part of politics-free policy-making have been widely regarded as failures. Their results were contested as being largely dependent on the inherent and often implicit values on which the evaluation was based (see, e.g., Fischer 1990).

Moreover, the role of evaluation in the policy process goes far beyond the scope of scientific evaluation studies. Policy evaluation takes place as a regular and embedded part of the political process and debate. Therefore, scientific evaluation has been distinguished from administrative evaluations conducted or initiated by the public administration and political evaluation carried out by diverse actors in the political arena, including the wider public and the media (cf. Howlett and Ramesh 2003, 210–16). Not only scientific studies, but also government reports, the public debate and activities of respective opposition parties embrace substantial elements of evaluation. Also the classical forms of overseeing government and public services in liberal democracies by law courts and legislators as well as audit offices can be grouped as evaluations.

While evaluation research sought to establish evaluation as a central part of rational evidence-based policy-making, activities of evaluation are particularly exposed to the specific logic and incentives of political processes in at least two major ways, both of them related to blame games (Hood 2002). First, the assessment of policy outputs and outcomes is biased according to the position and substantial interest, as well as the values, of a particular actor. In particular, the shifting of blame for poor performance is a regular part of politics. Second, flawed definition of policy aims and objectives presents a major obstacle for evaluations. Given the strong incentive of blame-avoidance, governments are encouraged to avoid the precise definition of goals because otherwise politicians would risk taking the blame for obvious failure. Even outside constellations that may be seen as shaped by partisan politics, the possibility of a self-evaluating organization has been strongly contested, because it conflicts with some of the fundamental values and interests of organizations (e.g., stability; Wildavsky 1972).

Evaluations can lead to diverse patterns of policy-learning, with different implications in terms of feedback mechanisms and a potential restart of the policy process. One pattern would be that successful policies will be reinforced; a pattern that forms the core idea of so-called pilot projects (or model experiment), in which a particular measure is first introduced within a (territorial, substantive, or temporal) limited context and only extended if the evaluation is supporting. Prominent examples range from school reforms, the introduction of speed limits (and related measures in the field of transport policy), to the whole field of genetic engineering. However, instead of enhancing evidence-based policy-making, pilot projects may represent tools that are utilized for purposes of conflict avoidance; contested measures are not finally adopted but taken up as a pilot projects and thereby postponed until the political mood is ripe for a more enduring course of action.

Evaluations could also lead to the termination of a policy. Reform concepts and management instruments like Sunset Legislation and Zero-Based-Budgeting (ZBB) have been suggested as key tools that encourage terminating prior policies in order to allow for new political priorities to materialize. ZBB is supposed to replace traditional incremental budgeting (the annual continuation of budget items with minor cuts and increases reflecting political moods and distribution of power).
Instead, a new budget should be developed for single policy areas (and the responsible agencies) that expires at a predetermined date (sunset). All programs have to be periodically reassessed, designed, and budgeted. While ZBB proved to be overtly rationalistic and technocratic and, therefore, remained a short-lived reform idea, the notion of sunset legislation has regained more widespread currency (at least on the level of reform debates) since the mid-1990s in connection with the so-called regulatory policy agenda (OECD 2002).

The primary idea of policy termination—a policy problem has been solved or the adopted policy measures have been recognized to be ineffective in dealing with the set policy goals—seems rather difficult to enforce under real-world conditions of policy-making (see Bardach 1976; Behn 1978; deLeon 1978; Kaufman 1976). Rather large-scale budget cuts (e.g., related to subsidies) or windows of opportunity (e.g., changing governments, public sentiments) could trigger policy termination (Geva-May 2004). These processes are frequently connected with partisan motivations, like the implementation of election promises (see the change in energy policy introduced at the beginning of President George W. Bush’s first term, or the first Schröder government’s withdrawal of pension reforms introduced by the Kohl-Government in Germany).

However, the literature on policy termination suggests that attempts of policy termination are neither widespread nor successful in overcoming resistance of influential actors, allowing for the growth of a “Jurassic Park of programs” (Pollitt 2003, 113). Studies of policy termination, therefore, are frequently concerned with why policies and programs “live on” although they have “outlived their usefulness” (Geva-May 2004, 309). Counter-strategies against termination efforts range from window-dressing activities (instead of substantial changes) to the formation of cross-cutting anti-termination coalitions formed by beneficiaries of programs (e.g., delivery agencies, affected interest groups, local politicians; Bardach 1976). These coalitions can rely on a comparative advantage, because they are easier able to overcome collective action problems than any pro-termination coalition (given the threat of a potential loss of resources provided by the policy). In addition, politicians face greater incentives towards the declaration of new programs rather than the termination of old ones that include the admission of failures. The short-term political, as well as financial, costs of termination may outweigh the long-term benefits (cf. Bardach 1979; deLeon 1978; Geva-May 2004).

Apart from cases of unsuccessful termination, dynamic developments of policy booms (Dunleavy, 1986) as well as phenomena of extinction and reversal (Hood 1994) are alternative patterns of policy development. Among the most important variables accounting for policy reversals (the most important ones being economic policy changes since the late 1970s) are changing ideas and political coalitions supporting a new packaging of policy problems and solutions.

Overall, the analysis of the final stage of the policy cycle has witnessed a substantial departure from its initial focus on evaluation towards wider issues of policy change and inertia and the variables affecting these patterns.

CRITIQUE

While the numerous empirical studies and theoretical debates concerned with single stages of the policy cycle have substantially contributed to a better understanding of the prerequisites, elements, and consequences of policy-making, they also have triggered a rising critique challenging the underlying policy cycle framework. This critique is primarily questioning the analytical differentiation of the policy process into separate and discrete stages and sequences. As mentioned above, implementation research has played a crucial role in preparing the ground for that critique; implementation studies revealed that a clear-cut separation between policy formation and implementation is hardly reflecting real-world policy-making, neither in terms of any hierarchical or chronological sequence (first formation, then implementation), nor in terms of the involved actors.
Starting from empirical observations referring to single aspects of the cycle model an increasingly fundamentalist critique evolved, challenging the whole cycle framework. The approach was named, rather polemically, the textbook approach (Nakamura 1987). While the role of the stages heuristic in transforming political research and allowing the analysis of different stages of the policy process involving various institutional actors has been acknowledged even by its fiercest critics, it is said that the model has outlived its usefulness and should be replaced by more advanced models (Sabatier 1999). According to Sabatier, the uncritical application of the stages model prevents scientific progress rather than promotes it. Calls for the utilization of alternative frameworks and theories have criticized the stage heuristic in particular on these grounds (cf. Sabatier 1999; Sabatier, Jenkins-Smith, 1993):

- With regard to description, the stages model is said to suffer from descriptive inaccuracy because empirical reality does not fit with the classification of the policy process into discrete and sequential stages. Implementation, for example, affects agenda-setting; or a policy will be reformulated while some field agencies try to enforce ambiguous programs; or policy termination has to be implemented. In a number of cases it is more or less impossible, or at least not useful, to differentiate between stages. In other cases, the sequence is reversed; some stages miss completely or fall together.
- In terms of its conceptual value, the policy cycle lacks defining elements of a theoretical framework. In particular, the stages model does not offer causal explanations for the transition between different stages. Hence, studies of particular stages draw on a number of different theoretical concepts that have not been derived from the cycle framework itself. The specific models developed to explain processes within single stages were not connected to other approaches referring to other stages of the policy cycle.

The policy cycle is based on an implicit top-down perspective, and as such, policy-making will be framed as a hierarchical steering by superior institutions. And the focus will always be on single programs and decisions and on the formal adoption and implementation of these programs. The interaction between diverse programs, laws, and norms and their parallel implementation and evaluation does not gain the primary attention of policy analysis.

Moreover, by adopting the policy cycle perspective, the elements of the policy process that are not related to problem-solving activities are systematically ignored. Symbolic or ritual activities and activities purely related to the maintenance of power (Edelman 1971) do not feature in the stages model. However, rather than being the main objective of political action, policy-making frequently results as a by-product of politics. While the political process could be analyzed in terms of its impact on problem-solving, this should not be confused with an interpretation that regards actors as primarily taking a problem-solving orientation. Finally, the policy cycle framework ignores the role of knowledge, ideas and learning in the policy process as influential independent variables affecting all stages of the policy process (and not only in the evaluation stage).

Overall, the cycle framework leads toward an oversimplified and unrealistic world-view. Policy-making appears to be too straightforward; the whole process is reduced to initiating and continuing programs. As mentioned earlier, the role of prior policies in shaping policy-making as well as the interaction between diverse cycles, stages and actors is not systematically taken into account. However, a central feature of the policy process in modern societies is the interaction between policy-related activities at different levels (local, regional, national, inter- and supranational) and arenas (governmental, parliamentary, administrative, scientific communities, and the like) of governance. Policies are constantly debated, implemented, enforced, and evaluated. For example, environmental policy-making in the United States and in the European Union is not appropriately understood without the acknowledgement of interaction between initiatives from the different levels of government and without taking the impact of activities in other policy areas (e.g., transport, energy,
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The fundamental critique of Sabatier and others has triggered the development of alternative approaches beside. The advocacy coalition framework developed by Sabatier, the multiple-stream framework, the institutional rational choice approach, policy diffusion models, and the punctuated equilibrium theory are regarded as particularly promising alternative frameworks (see Sabatier 1999).

LIMITATIONS AND UTILITY OF THE POLICY CYCLE PERSPECTIVE

With that fundamental critique in mind, what would be an overall assessment of the limitations and the utility of the policy cycle framework? First of all, most of the different single points of criticism are reasonable. Like any framework, the cycle framework draws an extremely simplified picture of reality, highlighting some aspects while disregarding others. Above all, the policy cycle does not offer a causal model of the policy process with clearly defined dependent and independent variables. Therefore, the policy cycle or stages perspective could, according to Sabatier, not act as a theoretical framework of the policy process.

However, as Renate Mayntz has already emphasized in 1983, policy research is not only, and frequently not primarily concerned with the application of the analytical scientific theory (analytische Wissenschafts-theorie) (testing hypothesis, causal relations between variables) (see the debate on different logics of research in Brady and Collier 2004). Instead, the detailed and differentiated understanding of the internal dynamic and peculiarities of complex processes of policy-making counts as distinctive and relevant objectives of policy research (Mayntz 1983, 14).

Against these objectives, the policy cycle perspective has proven to provide an excellent heuristic device. Studies following the policy cycle perspective have enhanced our understanding of the complex preconditions, central factors influencing, and diverse outcomes of the policy process. The diverse concepts developed in studies seeking to understand specific parts of the policy cycle have offered a number of useful tools to classify various elements of the whole process. Hence, the policy cycle perspective will continue to provide an important conceptual framework in policy research, as long as the heuristic purpose of the framework is considered and the departure from the hierarchical top-down perspective and the receptivity for other and new approaches in the wider political science literature is taken into account.

The cycle framework also fulfills a vital role in structuring the vast amount of literature, the abundance of theoretical concepts, analytical tools and empirical studies, and therefore is not only crucial for teaching purposes (Parsons 1995, 80). The framework is also essential as a basic (background) template for assessing and comparing the particular contributions (and omissions) of more recent theories of the policy process. Therefore, the critique of the policy cycle, which is centered on general criteria for frameworks, theories and models, neglects the crucial role of the perspective in providing a base-line for the ‘communication’ between the diverse approaches in the field. In that respect, we agree with Schlager (1999, 239, 258), who highlights the openness of the cycle perspective for different theoretical and empirical interests in the field of policy studies (and agree with the critique of any application of the cycle perspective as a theoretical framework or model in a strict sense), but would add and emphasize the vital role of the cycle perspective for the integration of the diverse literature.

Numerous empirical studies and theoretical considerations have been conducted along the lines of single stages; these studies made important contributions not only to the policy literature, but also to the wider political science literature. For example, the whole debate on (new forms of) governance and the development from government to governance builds on results of and debates within policy research (Jann 2003; Lodge and Wegrich 2005a, b). Research on implementation has
prepared the ground for the governance debate by detecting non-hierarchical modes of governance and patterns of co-governance between state and social actors, and through the recognition of the crucial role of civil society (organizations) for policy delivery.

Central research questions in the academic policy literature as well as in applied research are (more or less explicitly) still derived from the heuristic offered by the policy cycle framework. Questions concerning the actual impacts of particular interventions (evaluation) or concerned with the consequences following from the results of evaluations (termination, new problem perception and recognition) will remain important ones. The same applies to the other stages of the policy process; of course, it is still of central importance if and why a policy drifts away from the original design during implementation, or which actors are the most important ones in defining a policy problem or during the formal adoption of a particular policy.

In terms of democratic governance and from the perspective of public administration research, it remains of central relevance in which stage which actors are dominant and which are not. Which role do parties, parliaments, the media, interest groups, single agencies, or scientific communities play in defining which problems should be addressed or how laws should be applied and enforced? Could it be that, contrary to our normative models, crucial policies are formulated without major interference of elected politicians, which then are only capable to initiate minor adaptations during implementation? The risk exists that empirical findings concerning the complex policy process—pictured as a densely entangled space in which numerous parallel processes operate with frequent interactive feedback loops—leads to the negligence of these central research questions concerning actors’ different roles in the different stages of the policy process. Elected officials and appointed bureaucrats, interest groups and corporations, and scientists and experts have different responsibilities in democratic processes—and these roles are linked to the different stages of the policy process, with the maturity of the respective policy.

Therefore, the policy cycle framework does not only offer a yardstick for the evaluation of the (comparative) success or failure of a policy; it also offers a perspective against which the democratic quality of these processes could be assessed (without following the assumption of a simple, discrete sequence and clear separation of stages). Additionally, the cycle framework allows the use of different analytical perspectives and corresponding research questions that will stay among the most important ones in policy research, although the stages heuristic of the policy cycle does not offer a comprehensive causal explanation for the whole policy process and even if the fundamental theoretical assumptions, on which initial versions of the framework were based, have long been left behind; of course, it is still of central importance if and why a policy drifts away from the original design during implementation. Similarly, it is still a relevant question, which actors are the most important in defining a policy problem or formally adopting a particular policy.
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5 Agenda Setting in Public Policy

Thomas A. Birkland

In *The Semisovereign People*, E. E. Schattschneider asserts, “the definition of the alternatives is the supreme instrument of power” (Schattschneider 1960/1975, 66). The definition of alternative issues, problems, and solutions is crucial because it establishes which issues, problems, and solutions will gain the attention of the public and decision makers and which, in turn, are most likely to gain broader attention. This chapter considers the processes by which groups work to elevate issues on the agenda, or the process by which they seek to deny other groups the opportunity to place issues. Of particular importance is the fact that is not merely issues that reach the agenda, but the construction or interpretation of issues competes for attention. The discussion is organized into four major parts. In the first, I review the agenda-setting process and our conceptions of how agendas are set. In the second part, I consider the relationships between groups, power, and agenda setting. In the third part, I discuss the relationship between the construction of problems and agenda setting. I conclude this chapter with a discussion of contemporary ways of measuring and conceiving of the agenda as a whole and the composition of the agenda.

THE AGENDA-SETTING PROCESS

Agenda setting is the process by which problems and alternative solutions gain or lose public and elite attention. Group competition to set the agenda is fierce because no society or political institutions have the capacity to address all possible alternatives to all possible problems that arise at any one time (Hilgartner and Bosk 1988). Groups must therefore fight to earn their issues’ places among all the other issues sharing the limited space on the agenda or to prepare for the time when a crisis makes their issue more likely to occupy a more prominent space on the agenda. Even when an issue gains attention, groups must fight to ensure that their depiction of the issue remains in the forefront and that their preferred approaches to the problem are those that are most actively considered. They do so for the reasons cited by Schattschneider: the group that successfully describes a problem will also be the one that defines the solutions to it, thereby prevailing in policy debate. At the same time, groups fight to keep issues off the agenda; indeed, such blocking action is as important as the affirmative act of attempting to gain attention (Cobb and Ross 1997).

Central to understanding agenda setting is the meaning of the term *agenda*. An agenda is a collection of problems, understandings of causes, symbols, solutions, and other elements of public problems that come to the attention of members of the public and their governmental officials. An agenda may be as concrete as a list of bills that are before a legislature, but also includes a series of beliefs about the existence and magnitude of problems and how they should be addressed by government, the private sector, nonprofit organizations, or through joint action by some or all of these institutions.

Agendas exist at all levels of government. Every community and every body of government—Congress, a state legislature, a county commission—has a collection of issues that are available for discussion and disposition, or that are being actively considered. All these issues can be categorized based on the extent to which an institution is prepared to make an ultimate decision to enact and implement or to reject particular policies. Furthest from *enactment* are issues and ideas contained
in the *systemic agenda*, in which is contained any idea that could possibly be considered by participants in the policy process. Some ideas fail to reach this agenda because they are politically unacceptable in a particular society; large-scale state ownership of the means of production, for example, is generally off the systemic agenda in the United States because it is contrary to existing ideological commitments.

It is worthwhile to think of several levels of the agenda, as shown in Figure 5.1. The largest level of the agenda is the *agenda universe*, which contains all ideas that could possibly be brought up and discussed in a society or a political system. In a democracy, we can think of all the possible ideas as being quite unconstrained, although, even in democracies, the expression of some ideas is officially or unofficially constrained. For example, in the United States, aggressively racist and sexist language is usually not tolerated socially in public discourse, while Canada has laws prohibiting hate speech and expression. Canada’s laws are unlikely to be copied and enacted in the United States because they would likely conflict with the First Amendment of the United States Constitution. But laws may not be the most effective way of denying ideas access to the agenda. Social pressure and cultural norms are probably more important. Thus, ideas associated with communism or fascism are so far out of bounds of politically appropriate discourse in the United States that they rarely are expressed beyond a fringe group of adherents. Indeed, sometimes people paint policy ideas with terms intended to place these ideas outside the realm of acceptable discussion. For example, health care reforms that would involve an increase in government activity are often dismissed as socialized medicine, with the threat of “socialism” invoked to derail the idea. In a democracy that prizes freedom of speech, however, many ideas are available for debate on the systemic agenda, even if those ideas are never acted upon by governments.

FIGURE 5.1 Levels of the Agenda.
Cobb and Elder say that “the systemic agenda consists of all issues that are commonly perceived by members of the political community as meriting public attention and as involving matters within the legitimate jurisdiction of existing governmental authority.” The boundary between the systemic agenda and the agenda universe represents the limit of “legitimate jurisdiction of existing governmental authority” (Cobb and Elder 1983, 85). That boundary can move in or out to accommodate more or fewer ideas over time. For example, ideas to establish programs to alleviate economic suffering have waxed and waned on the agenda when the national mood is more expansive toward the poor, as it was during the 1960s, or less compassionate, as during the 1990s.

If a problem or idea is successfully elevated from the systemic agenda, it moves to the institutional agenda, a subset of the broader systemic agenda. The institutional agenda is “that list of items explicitly up for the active and serious consideration of authoritative decision makers” (Cobb and Elder 1983, 85–86). The limited amount of time or resources available to any institution or society means that only a limited number of issues is likely to reach the institutional agenda (Hilgartner and Bosk 1988; O’Toole 1989). However, institutions can increase their carrying capacity and can address more issues simultaneously (Baumgartner and Jones 2004; Talbert and Potoski 2002), either when there are many pressing issues, or when resources or technology are available to manage this increased load.

Even with this increased carrying capacity, however, relatively few issues will reach the decision agenda, which contains items that are about to be acted upon by a governmental body. Bills, once they are introduced and heard in committee, are relatively low on the decision agenda until they are reported to the whole body for a vote. Notices of proposed rule making in the Federal Register are evidence of an issue or problem’s elevation to the decision agenda in the executive branch. Conflict may be greatest at this stage, because when a decision is reached at a particular level of government, it may trigger conflict that expands to another or higher level of government. Conflict continues and may expand; this expansion of conflict is often a key goal of many interest groups. The goal of most contending parties in the policy process is to move policies from the systemic agenda to the institutional agenda, or to prevent issues from reaching the institutional agenda. Figure 5.1 implies that, except for the agenda universe, the agenda and each level within it are finite, and no society or political system can address all possible alternatives to all possible problems that arise at any time. While the carrying capacity of the agenda may change, the agenda carrying capacity of any institution ultimately has a maximum bound, which means that interests must compete with each other to get their issues and their preferred interpretations of these issues on the agenda.

Even when a problem is on the agenda, there may be a considerable amount of controversy and competition over how to define the problem, including the causes of the problem and the policies that would most likely solve the problem. For example, after the 1999 Columbine High School shoot- ings, the issue of school violence quickly rose to national prominence, to a much greater extent than had existed after other incidents of school violence. So school violence was on the agenda: the real competition then became between depictions of school violence as a result of, among other things, lax parenting, easy access to guns, lack of parental supervision, or the influence of popular culture (TV, movies, video games) on high school students. This competition over why Columbine happened and what could be done to prevent it was quite fierce, more so than the competition between school violence and the other issues vying for attention at the time (Lawrence and Birkland 2004).

POLITICAL POWER IN AGENDA SETTING

The ability of groups—acting singly or, more often, in coalition with other groups—to influence policy is not simply a function of who makes the most persuasive argument, either from a rhetorical or empirical perspective. We know intuitively that some groups are more powerful than others, in the sense that they are better able to influence the outcomes of policy debates. When we think of
power, we might initially think about how people, governments, and powerful groups in society can compel people to do things, often against their will. In a classic article in the *American Political Science Review*, Peter Bachrach and Morton Baratz argue that this sort of power—the ability of actor A to cause actor B to do things—is one of two faces of power. The other face is the ability to keep a person from doing what he or she wants to do; instead of a coercive power, the second face is a blocking power.

Of course power is exercised when A participates in the making of decisions that affect B. But power is also exercised when A devotes his energies to creating or reinforcing social and political values and institutional practices that limit the scope of the political process to public consideration of only those issues which are comparatively innocuous to A. To the extent that A succeeds in doing this, B is prevented, for all practical purposes, from bringing to the fore any issues that might in their resolution be seriously detrimental to A’s set of preferences. (Bachrach and Baratz 1962, 952)

In the first face of power, A participates in the making of decisions that affect B, even if B does not like the decisions or their consequences. This is the classic sort of power that we see in authoritarian or totalitarian regimes, but we can also see this sort of power in the United States and other democracies, because there are many groups that have very little power to influence decisions made on their behalf or even against their interests. Prisoners, for example, have little power to influence the conditions of their sentencing and incarceration, while minors have little say in policies made on their behalf or in their interests, such as policies influencing education or juvenile justice. This is not to say that other people and groups do not speak for prisoners or minors. But these spokespeople are working on behalf of groups that are either constructed as “helpless” or “deviant” (Schneider and Ingram 1993).

In the second face of power, A prevents B’s issues and interests from getting on the agenda or becoming policy, even when actor B really wants these issues raised. Environmentalism, for example, was, until the late 1960s and early 1970s, not a particularly powerful interest, and groups that promote environmental protection found that their issues rarely made the agenda because these issues in no way were those of the major economic and political forces that dominated decision making. Not until the emergence of high-profile environmental crises, such as the revelation of the problems with the pesticide DDT or the Santa Barbara oil spill of 1969, were these problems coupled with broad-based group mobilization, thereby elevating these issues to where mainstream actors paid attention to it. Even then, one can argue that actor A, representing the business and industrial sector, bent but did not break on environmental issues and is still able to prevent B, the environmental movement, from advancing broader (or radical, depending on one’s perspective) ideas that could have a profound effect on the environment.

The blocking moves of the more powerful interests are not simply a function of A having superior resources to B, although this does play a substantial role. In essence, we should not think of the competition between actor A and actor B as a sporting event on a field, with even rules, between two teams, one vastly more powerful than the other. Rather, the power imbalance is as much a function of the nature and rules of the policy process as it is a function of the particular attributes of the groups or interests themselves. As Schattschneider explains:

All forms of political organization have a bias in favor of the exploitation of some kinds of conflict and the suppression of others because organization is the mobilization of bias. Some issues are organized into politics while others are organized out. (Schattschneider 1960/1975, 71)
In other words, some issues are more likely to reach the agenda because the bias of the political system allows them to be raised, while others are, according to the bias of the system, unfit for political consideration. Housing, education, a job, or health care are not provided as a matter of right in America because the bias of the American political system rests on cultural values of self-reliance, which means that the United States lags behind other nations in the state provision of these services. This bias is not static or God-given, but changes rather slowly as some interests oppose the provision of these things as a matter of right.

Other scholars of political power have conceived of a third face of power, which differs substantially from the second face of power in that large groups of people who objectively have a claim that they are disadvantaged remain quiescent—that is, passive—and fail to attempt to exert their influence, however small, on policy making and politics. This is the story John Gaventa tells in his book *Power and Powerlessness* (1980, 168). Gaventa explains why a community of Appalachian coal miners remained under the repressive power of a British coal mining company and the local business and social elite. As Harry G. Reid (1981) notes, Gaventa takes on the traditional idea that political participation in Appalachia is low because of the people’s own shortcomings, such as low educational attainment and poverty. Rather, in the third face of power, social relationships and political ideology are structured over the long term in such a way that the mining company remains dominant and the miners cannot conceive of a situation in which they can begin to participate in the decisions that directly affect their lives. When the miners show some signs of rebelling against the unfair system, the dominant interests are able to ignore pressure for change. In the long run, people may stop fighting as they become and remain alienated from politics; quiescence is the result.

This necessarily brief discussion of the idea of power is merely an overview of what is a very complex and important field of study in political science in general. It is important to us here because an understanding of power helps us understand how groups compete to gain access to the agenda and to deny access to groups and interests that would damage their interests.

**GROUPS AND POWER IN AGENDA SETTING**

E. E. Schattschneider’s theories of group mobilization and participation in agenda setting rest on his oft-cited contention that issues are more likely to be elevated to agenda status if the scope of conflict is broadened. There are two key ways in which traditionally disadvantaged (losing) groups expand the scope of conflict. First, groups go public with a problem by using symbols and images to induce greater media and public sympathy for their cause. Environmental groups dramatize their causes by pointing to symbols and images of allegedly willful or negligent humanly caused environmental damage.

Second, groups that lose in the first stage of a political conflict can appeal to a higher decision-making level, such as when losing parties appeal to state and then federal institutions for an opportunity to be heard, hoping that in the process they will attract others who agree with them and their cause. Conversely, dominant groups work to contain conflict to ensure that it does not spread out of control. The underlying theory of these tendencies dates to Madison’s defense, in *Federalist* 10, of the federal system as a mechanism to contain political conflict.

Schattschneider’s theories of issue expansion explain how in-groups retain control over problem definition and the way such problems are suppressed by dominant actors in policy making. These actors form what Baumgartner and Jones (1993, 142) call policy monopolies, which attempt to keep problems and underlying policy issues low on the agenda. Policy communities use agreed-upon symbols to construct their visions of problems, causes, and solutions. As long as these images and symbols are maintained throughout society, or remain largely invisible and unquestioned, agenda
access for groups that do not share these images is likely to be difficult; change is less likely until the less powerful group’s construction of the problem becomes more prevalent. If alternative selection is central to the projection of political power, an important corollary is that powerful groups retain power by working to keep the public and out-groups unaware of underlying problems, alternative constructions of problems, or alternatives to their resolution. This argument reflects those made by elite theorists such as C. Wright Mills (1956) and E. E. Schattschneider himself, who famously noted that “the flaw in the pluralist heaven is that the heavenly chorus sings with a strong upper-class accent” (1960/1975, 35) This does not deny the possibility of change, but acknowledges that change is sometimes slow in coming and difficult to achieve.

**OVERCOMING POWER DEFICITS TO ACCESS THE AGENDA**

Baumgartner and Jones argue that when powerful groups lose their control of the agenda, less powerful groups can enter policy debates and gain attention to their issues. This greater attention to the problem area tends to increase negative public attitudes toward the status quo, which can then produce lasting institutional and agenda changes that break up policy monopolies.

There are several ways in which groups can pursue strategies to gain attention to issues, thereby advancing issues on the agenda. The first set of ways for less advantaged interest groups to influence policy making relates to Kingdon’s streams metaphor of agenda change (Kingdon 1995). “Windows of opportunity” for change open when two or more streams—the political, problem, or policy streams—are coupled. In the political stream, electoral change can lead to reform movements that give previously less powerful groups an opportunity to air their concerns. An example is policy making during the Lyndon Johnson administration’s Great Society program, which contained a package of policies that sought to attack poverty, poor health, racial discrimination, and urban decline, among other problems. This package of programs was made possible by an aggressively activist president and a large Democratic majority in the Congress, the result of the Democratic landslide of 1964.

Second, changes in our perception of problems will also influence the opening of a “window of opportunity” for policy change. In the 1930s, people began to perceive unemployment and economic privation not simply as a failure of individual initiative, but as a collective economic problem that required governmental solutions under the rubric of the New Deal. In the 1960s and 1970s, people began to perceive environmental problems, such as dirty air and water and the destruction of wildlife, not as the function of natural processes but as the result of negative human influences on the ecosystem. And, third, changes in the policy stream can influence the opening of the window of opportunity. In the 1960s, poverty and racism were seen as problems, but were also coupled with what were suggested as new and more effective policies to solve these problems, such as the Civil Rights Acts, the Voting Rights Act, and the War on Poverty.

Lest we think that all this change is in the liberal direction, it is worth noting that other periods of change, notably the Reagan administration, were also characterized by the joining of these streams. These include changes in the political stream (more conservative legislators, growing Republican strength in the South, the advent of the Christian right as a political force), the problem stream (government regulation as cause, not the solution, of economic problems, American weakness in foreign affairs), and the policy stream (ideas for deregulation and smaller government, increased military spending and readiness) that came together during the first two years of the Reagan administration. These factors help explain policies favoring increased military spending, an increase in attention to moral issues, and a decrease in spending on social programs.

In each of these instances, it took group action to press for change. Groups worked to shine the spotlight on issues because, as Baumgartner and Jones argue, increased attention is usually negative
attention to a problem, leading to calls for policy change to address the problems being highlighted. But the simple desire to mobilize is not enough. Groups sometimes need a little help to push issues on the agenda; this help can come from changes in indicators of a problem or focusing events that create rapid attention. And groups often need to join forces to create a more powerful movement than they could create if they all acted as individuals.

**GROUP COALESCE AND STRATEGIES FOR CHANGE**

A major shortcoming of elite theory and of power theories is that some interests simply accept their fate and give elite groups relatively little trouble. Related to this is the assumption that the elite is somehow a monolith, single-mindedly marching toward the same class-related goals. Neither of these assumptions is true. Less advantaged interests in the United States can enter policy disputes without inviting the wrath of the state; their major risk is irrelevance or impotence. And powerful social and economic interests often conflict with each other, such as when producers of raw materials, such as oil and steel, want to raise prices and producers of goods that use these inputs, such as automobile makers, seek to keep raw material costs low, or when broadcasters battle powerful values interests over the content of music, movies, or television. Within industries, vicious battles over markets and public policy can result, as in the ongoing legal and economic battles between Microsoft and its rivals, or between major airlines and discount carriers (Birkland and Nath 2000). And many movements that seek policy change are led by people whose socioeconomic condition and background are not vastly different from that of their political opponents. In this section, we will review how less advantaged interests, led by bright and persistent leaders, can and sometimes do overcome some of their power deficits.

The first thing to recognize about pro-change groups is that they, like more powerful interests, will often coalesce into advocacy coalitions. An advocacy coalition is a coalition of groups that come together based on a shared set of beliefs about a particular issue or problem (see Hank Jenkins Smith’s chapter in this volume). These are not necessarily these groups’ core belief systems; rather, groups will often coalesce on their more peripheral beliefs, provided that the coalition will advance all groups’ goals in the debate at hand.

This is one way in which the dynamics of groups and coalitions can work to break down the power of dominant interests. This strength in numbers results in greater attention from policy makers and greater access to the policy-making process, thereby forming what social scientists call countervailing power against the most powerful elites. But where should a group begin to seek to influence policy once it has formed a coalition and mobilized its allies and members? This question is addressed by Baumgartner and Jones in their discussion of “venue shopping” (Baumgartner and Jones 1993, 31).

Venue shopping describes the efforts groups undertake to gain a hearing for their ideas and grievances against existing policy (e.g., Pralle 2003). A venue is a level of government or institution in which the group is likely to gain the most favorable hearing. We can think of venues in institutional terms—legislative, executive, or judicial—or in vertical terms—federal, state, local government. The news media are also a venue, and even within a branch of government, there are multiple venues.

Groups can seek to be witnesses before congressional committees and subcommittees where the chair is known to be sympathetic to their position or at least open-minded enough to hear their case. This strategy requires the cooperation of the leadership of the committee or subcommittee, and unsympathetic leaders will often block efforts to include some interests on witness lists. But the many and largely autonomous committees and subcommittees in Congress allow groups to venue shop within Congress itself, thereby increasing the likelihood that an issue can be heard.
After a major focusing event (discussed below), it is particularly hard to exclude aggrieved parties from a congressional hearing, and members whose support was formerly lukewarm may be more enthusiastic supporters when the magnitude of a problem becomes clearer.

Groups that cannot gain a hearing in the legislative branch can appeal to executive branch officials. For example, environmentalists who cannot get a hearing in the House Resources Committee may turn to the Environmental Protection Agency, the Fish and Wildlife Service, the various agencies that compose the Department of the Interior, and other agencies that may be more sympathetic and might be able to use existing legal and regulatory means to advance environmental goals. Or the environmentalists may choose to raise their issues at the state level. While an appeal to these agencies may raise some conflict with the legislative branch, this tactic can at least open doors for participation by otherwise excluded groups. Groups often engage in litigation as a way to get their issues on the agenda, particularly when other access points are closed to the group.

Groups may seek to change policies at the local or state level before taking an issue to the federal government, because the issue may be easier to advance at the local level or because a grass-roots group may find it can fight on an equal footing with a more powerful group. This often happens in NIMBY (not in my back yard) cases, such as decisions on where to put group homes, cell phone towers, expanded shopping centers, power plants, and the like. And, of course, groups sometimes must address issues at the state and local level because these governments have the constitutional responsibility for many functions not undertaken by the federal government, such as education or, as became clear in the same-sex marriage issue in 2003 and 2004, the laws governing marriage. In this example, it’s clear that gay rights groups have adopted a state by state or even more local strategy because it makes no sense to seek change at the federal level.

On the other hand, groups may expand conflict to a broader level—from the local level to the state level, or from the state to federal level—when they lose at the local level. E. E. Schattschneider calls this “expanding the scope of conflict.” This strategy sometimes works because expanding the scope of conflict often engages the attention of other actors who may step in on the side of the less powerful group. An example of the expanding scope of conflict is the civil rights movement, which in many ways was largely confined to the South until images of violent crackdowns on civil rights protesters became more prominent on the evening news, thereby expanding the issue to a broader and somewhat more sympathetic public. Indeed, groups often seek media coverage as a way of expanding the scope of conflict. Media activities can range from holding news conferences to mobilizing thousands of people in protest rallies. Sometimes an issue is elevated to greater attention by the inherent newsworthiness of the event, without preplanning by the protest groups, such as the just-cited example of media coverage of civil rights protests.

Finally, gaining a place on the agenda often relies on coalescing with other groups, as was discussed earlier. Many of the great social movements of our time required that less powerful interests coalesce. Even the civil rights movement involved a coalition, at various times, with antiwar protestors, labor unions, women’s groups, antipoverty workers, and other groups who shared an interest in racial equality. By coalescing in this way, the voices of all these interests were multiplied. Indeed, the proliferation of interest groups since the 1950s has resulted in greater opportunities for coalition building and has created far greater resources for countervailing power.

Before concluding this discussion, we must recognize that elevating issues on the agenda in hopes of gaining policy change is not always resisted by political elites. Cobb and Elder (1983) argue that, when political elites seek change, they also try to mobilize publics to generate mass support for an issue, which supports elite efforts to move issues further up the agenda. Such efforts can constitute either attempts to broaden the influence of existing policy monopolies or attempts by some political elites (such as the president and his staff) to circumvent the policy monopoly established by interest groups, the bureaucracy, and subcommittees (the classic iron triangle model). The president or other key political actors may be able to enhance the focusing power of an event by visiting a disaster or accident scene, thereby affording the event even greater symbolic weight.
THE SOCIAL CONSTRUCTION OF PROBLEMS AND ISSUES

Problems can be defined and depicted in many different ways, depending on the goals of the proponent of the particular depiction of a problem and the nature of the problem and the political debate. The process of defining problems and of selling a broad population on this definition, is called social construction. Social construction refers to the ways in which we as a society and the various contending interests within it structure and tell the stories about how problems come to be the way they are. A group that can create and promote the most effective depiction of an issue has an advantage in the battle over what, if anything, will be done about a problem.

At the same time, there remain many social problems that people believe should be solved or, at least, made better. Poverty, illiteracy, racism, immorality, disease, disaster, crime, and any number of other ills will lead people and groups to press for solutions. Often, these social problems require that governmental action be taken because services required to alleviate public problems that are not or cannot be addressed by private actors are public goods that can primarily be provided by government actors. While in the popular mind, and often in reality, economic and social conservatives believe in limited government activity, these conservatives also believe there are public goods, such as regulation of securities markets, road building, national defense, and public safety, that are most properly addressed by government. In the end, though, it is probably best to think about problems by thinking first about a clear definition of the problem itself, before concerning ourselves with whether public or private actors must remedy the problem. Beyond this, whether a problem really is a problem at all is an important part of political and policy debate: merely stating a problem is not enough, one must persuade others that the problem exists or that the problem being cited is the real problem.

The way a problem is defined is an important part of this persuasive process and is important in the choice of solutions. The social construction of a problem is linked to the existing social, political, and ideological structures at the time. Americans still value individual initiative and responsibility, and therefore make drinking and driving at least as much a matter of personal responsibility as social responsibility. The same values of self-reliance and individual initiative are behind many of our public policies, dealing with free enterprise, welfare, and other economic policies. These values differentiate our culture from other nations’ cultures, where the community or the state takes a more important role. In those countries, problems are likely to be constructed differently, and different policies are the result.

CONDITIONS AND PROBLEMS

Conditions—that is, things that exist that are bothersome but about which people and governments cannot do anything—can develop over time into problems as people develop ways to address these conditions. A classic example is polio: until Dr. Jonas Salk developed the polio vaccine, millions of children and their parents lived in fear of this crippling disease. Without the polio vaccine, this disease was simply a dreaded condition that could perhaps be avoided (people kept their kids away from swimming pools, for example, to avoid contracting polio) but certainly not treated or prevented without very high social costs. With the vaccine, polio became a problem about which something effective could be done.

When people become dependent on solutions to previously addressed problems, then the interruption of the solution will often constitute a major problem, resulting in efforts to prevent any such interruptions. One hundred and fifty years ago, electricity as public utility did not exist; today, an interruption in the supply of electricity and other utilities is a problem that we believe can be ameliorated—indeed, we believe it should never happen at all! An extreme example is the power...
outage that struck Auckland, New Zealand, in February 1998. The outage lasted for over ten days, closing businesses, forcing evacuations of apartments due to water and sewer failures, and ending up costing New Zealanders millions of dollars. The cause of the outage was the failure of overtaxed power cables; regardless of its cause, people do not expect, nor lightly tolerate, the loss of something taken for granted for so long. Indeed, while the blackouts that struck eight eastern states and two Canadian provinces in August 2003 lasted hours, not days, for most locations, but led to significant social and economic disruption as elevators failed, subways ceased to work, computer systems shut down, and all the modern features on which urban societies rely were unavailable.

Many problems are not as obvious and dramatic as these. After all, it did not take a lot of argument to persuade those evacuated from their apartments or those who spent the night in their offices because subways and trains didn’t work that there was some sort of problem. But other problems are more subtle, and people have to be persuaded that something needs to be done; still more persuasion may be necessary to induce a belief that government needs to do something about a problem.

**SYMBOLS**

Because a hallmark of successful policy advocacy is the ability to tell a good story, groups will use time-tested rhetorical devices, such as the use of symbols, to advance their arguments. A symbol is “anything that stands for something else. Its meaning depends on how people interpret it, use it, or respond to it” (Stone 2002, 137). Politics is full of symbols—some perceived as good, others as bad, and still others as controversial. Some symbols are fairly obvious: the American flag, for example, is generally respected in the United States, while flying a flag bearing the Nazi swastika just about anywhere in the world is considered, at a minimum, to be in poor taste, and, indeed, is illegal in many countries.

Deborah Stone outlines four elements of the use of symbols. First, she discusses *narrative stories*, which are stories told about how things happen, good or bad. They are usually highly simplified and offer the hope that complex problems can be solved with relatively easy solutions. Such stories are staples of the political circuit, where candidates tell stories about wasteful bureaucrats or evil businessmen or lazy welfare cheats to rouse the electorate to elect the candidate, who will impose a straightforward solution to these problems. Stories are told about how things are getting worse or *declining*, in Stone’s term, or how things were getting better until something bad happened to stop progress, or how “change-is-only-an-illusion” (142). An example of this last is the stories told on the campaign trail and on the floor of the legislature in which positive economic indicators are acknowledged but are said not to reflect the real problems that real people are having.

*Helplessness and control* is another common story of how something once could not be done but now something can be done about an issue or problem. This story is closely related to the condition/problem tension.

Often used in these stories is a rhetorical device called *synecdoche* (sin-ECK’-do-key), “a figure of speech in which the whole is represented by one of its parts” (Stone 2002, 145). Phrases such as “a million eyes are on the Capitol today” represent great attention to Congress’s actions on a particular issue. In other cases, people telling stories about policy use *anecdotes* or *prototypical cases* to explain an entire phenomenon. Thus, as Stone notes, the idea of the cheating “welfare queen” took hold in the 1980s, even though such people represented a small and atypical portion of the welfare population. Related to such stories are horror stories of government regulation run amok. Such stories are usually distorted: Stone cites the example of how those opposed to industry regulation claimed that the Occupational Safety and Health Administration (OSHA) “abolished the tooth fairy” by requiring that dentists discard any baby teeth they pulled; the actual regulation merely required that appropriate steps be taken to protect health workers from any diseases that may be transmitted in handling the teeth.
CAUSAL STORIES

An important part of story telling in public policy is the telling of causal stories. These stories attempt to explain what caused a problem or an outcome. These stories are particularly important in public policy making, because the depiction of the cause of a problem strongly suggests a solution to the problem. In general, Stone divides causal stories into four categories: mechanical causes, accidental causes, intentional causes, and inadvertent causes. These examples are shown in Table 5.1.

INDICATORS, FOCUSING EVENTS, AND AGENDA CHANGE

John Kingdon discusses changes in indicators and focusing events as two ways in which groups and society as a whole learn of problems in the world. Changes in indicators are usually changes in statistics about a problem; if the data various agencies and interests collect indicate that things are getting worse, the issue will gain considerable attention. Examples include changes in unemployment rates, inflation rates, the gross domestic product, wage levels and their growth, pollution levels, crime, student achievement on standardized tests, birth and death rates, and myriad other things that sophisticated societies count every year.

These numbers by themselves do not have an influence over which issues gain greater attention and which fall by the wayside. Rather, the changes in indicators need to be publicized by interest groups, government agencies, and policy entrepreneurs, who use these numbers to advance their preferred policy ideas. This is not to say that people willfully distort statistics; rather, it means that groups will often selectively use official statistics to suggest that problems exist, while ignoring other indicators that may suggest that no such problem exists. The most familiar indicators, such as those reflecting the health of the economy, almost need no interpretation by interest groups or policy entrepreneurs—when unemployment is up and wages lag behind inflation, the argument is less about whether there is an economic problem but, rather, what to do about it. But even then, the choice of which indicator to use is crucial: in the 2004 presidential campaign, the Bush administration focused on the relatively low national unemployment rate, while the Kerry campaign focused on the numbers of jobs that had allegedly been lost between 2001 and 2004. These are two rather different ways of measuring a similar problem.

<table>
<thead>
<tr>
<th>Actions</th>
<th>Intended</th>
<th>Unintended</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unguided</td>
<td>Mechanical cause</td>
<td>Accidental cause</td>
</tr>
<tr>
<td></td>
<td>intervening agents</td>
<td>nature</td>
</tr>
<tr>
<td></td>
<td>brainwashed people</td>
<td>weather</td>
</tr>
<tr>
<td></td>
<td>machines that perform as designed, but cause harm</td>
<td>earthquakes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>machines that run amok</td>
</tr>
<tr>
<td>Purposeful</td>
<td>Intentional cause</td>
<td>Inadvertent cause</td>
</tr>
<tr>
<td></td>
<td>oppression</td>
<td>intervening conditions</td>
</tr>
<tr>
<td></td>
<td>conspiracies that work</td>
<td>unforeseen side effects</td>
</tr>
<tr>
<td></td>
<td>programs that work as intended, but cause harm</td>
<td>avoidable ignorance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>carelessness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>omission</td>
</tr>
</tbody>
</table>

Source: Stone 2002
An example of indicators used by less advantaged groups to advance claims for greater equity is the growing gap between rich and poor in the United States. According to the *Statistical Abstract of the United States* (United States Department of Commerce, 1999 #3110, table 742), in 1970, those households making $75,000 or more per year, in constant (1997) dollars, comprised 9 percent of all American households; by 1997, this group had doubled its share to 18.4 percent of all households. Where did the other groups shrink to make up this difference? The middle categories, those earning between $25,000 and $49,999, saw their share decrease from 37.2 percent of households in 1970 to 29.6 percent. This kind of evidence is used to argue that the rich are getting richer, while the middle class and, to some extent, the lowest economic classes are worse off in terms of their share of the wealth (see, for example, Phillips, 1990). While these numbers are not in great dispute, the *meaning* of the numbers is in dispute, and the numbers have not had much of an impact on public policy. Indeed, these trends were accelerated with the tax cuts implemented under the Bush administration, which tended to benefit the wealthy more than middle-class and lower-class workers. On the other hand, indicators of educational attainment do have an impact on the agenda, causing periodic reform movements in public education. This is due, in large part, to the activism of the very influential teachers’ unions, parent-teacher associations, and other groups that use these indicators to press for greater resources for schools. In the end, the numbers have to be interpreted by groups and advanced on the agenda in order to induce mass and policy maker attention.

*Focusing events* are somewhat different. Focusing events are sudden, relatively rare events that spark intense media and public attention because of their sheer magnitude or, sometimes, because of the harm they reveal (Birkland 1997). Focusing events thus attract attention to issues that may have been relatively dormant. Examples of focusing events include terrorist attacks (September 11, 2001 was, certainly, a focusing event), airplane accidents, industrial accidents such as factory fires or oil spills, large protest rallies or marches, scandals in government, and everyday events that gain attention because of some special feature of the event. Two examples of the latter are the alleged beating of motorist Rodney King by the Los Angeles Police Department in the early 1990s and O. J. Simpson’s murder trial in 1995; the Rodney King incident was noteworthy because, unlike most such incidents, the event was caught on videotape, while the Simpson trial was noteworthy because of the fame of the defendant.

Focusing events can lead groups, government leaders, policy entrepreneurs, the news media, or members of the public to pay attention to new problems or pay greater attention to existing but dormant (in terms of their standing on the agenda) problems, and, potentially, can lead to a search for solutions in the wake of perceived policy failure.

The fact that focusing events occur with little or no warning makes such events important opportunities for mobilization for groups that find their issues hard to advance on the agenda during normal times. Problems characterized by indicators of a problem will more gradually wax and wane on the agenda, and their movement on or off the agenda may be promoted or resisted by constant group competition. Sudden events, on the other hand, are associated with spikes of intense interest and agenda activity. Interest groups—often relatively powerful groups that seek to keep issues off the agenda—often find it difficult to keep major events off the news and institutional agendas. Groups that seek to advance an issue on the agenda can take advantage of such events to attract greater attention to the problem.

In many cases, the public and the most informed members of the policy community learn of a potential focusing event virtually simultaneously. These events can very rapidly alter mass and elite consciousness of a social problem. I say “virtually” because the most active members of a policy community may learn of an event some hours before the general public, because they have a more direct stake in the event, the response to it, and its outcome.
MEASURING AGENDA STATUS OF ISSUES

In a volume on policy analysis it is important to understand how we analyze the status of issues on the agenda. We can do so both qualitatively and quantitatively, and the way we approach this analysis is clearly influenced by the nature of the questions we ask. The two basic categories of questions are What is on the agenda? and What is the agenda status? of any particular issue.

It is probably easiest to measure issues on the national institutional agenda, because the Congress and executive branch have historically kept remarkably good records, and because these records have been put into databases that are reasonably easily searched. Thus, a researcher can use the Congressional Information Service (CIS) index to track the substance of Congressional hearings, the Library of Congress’s THOMAS database to track legislation or debate in the Congressional Record and various legal research tools to review and track rulemaking in the Federal Register. The Congressional Quarterly also provides a good source of information about the important issues on the federal agenda. While information on the federal agenda is relatively easy to obtain, there is so much of it that one can easily become lost in a sea of potential data. It is important that the researcher have a well thought out coding scheme for placing data into appropriate subject matter categories while avoiding the temptation to split the difference by putting items—congressional testimony, for example, or entries in the Congressional Record—into several categories.

Fortunately, a great deal of the work of involved in gathering and categorizing important agenda information has been achieved under the auspices of the Policy Agendas Project at the Center for American Politics and Public Policy at the University of Washington (http://www.policyagendas.org/) (see also Baumgartner, Jones, and Wilkerson 2002). This project is the outgrowth of Frank Baumgartner and Bryan Jones’s efforts to understand the dynamics of agenda setting over many years. The project has collected data on the federal budget, Congressional Quarterly Almanac (herein after CQ Almanac) stories, congressional hearings from 1946 to 2000, executive orders from 1945 to 2001, front page stories in the New York Times, the Gallup Poll’s “most important problem” question (which reflects public opinion on the agenda status of key issues), and public laws from 1948–1998. The goal of this project is to provide a base of agenda data, using a comparable coding scheme over time and between the different agendas or “arenas,” that researchers can use to study agenda setting. The founders of this effort intended for these databases to be extended, supplemented, and studied in greater depth by researchers. At least two workshops on the use of these data have been held at the annual meeting of the American Political Science association, and the data set was the foundation of the studies published in Baumgartner and Jones’s volume Policy Dynamics (2002).

The key value of the Agendas Project data is the ability to show the change in the composition of the United States national agenda over time. Because the data set is comprehensive and because it uses a consistent coding scheme, we can see the ebb and flow of issues, and we can understand the expansion and contraction of the agenda as a whole, suggesting that the carrying capacity of the agenda can change with changes in the nature of the institution, including, as Talbert and Potoski note, when “legislative institutions are adapted to improve information processing” (2002, 190) Such improvements can include increases in the numbers of committee, increases in staff support to the members of the legislature, improvements in information processing and retrieval systems, devoting more time to legislative business, among other things.

We can see the results of this increase in carrying capacity, as well as the individual will of the legislative branch to attack more issues, if we plot the number of congressional hearings held each year, a figure easily calculated from the Agenda Project’s data, and plotted in Figure 5.2. Clearly, the House and Senate’s agendas grew during the 1960s; I will leave it to other analysts to decide whether this increase in the agenda was a response to executive initiative, perceived public demand for legislation, legislators’ motivations to hold more hearings, or some combination of these elements.
What is interesting about the data is the degree to which both agendas show a saw tooth pattern, reflecting the much greater volume of hearings in odd-numbered, non-election years. Interestingly, the Senate and House held roughly the same number of hearings in 1973, but the growth in the House’s hearing agenda continued and then remained much larger than the Senate’s agenda well into the early 1990s, while the size of the Senate’s agenda remained relatively static. This growth in the House’s agenda is likely the result of the proliferation of House subcommittees that followed the post-1974 legislative reforms, coupled with rules changes that allowed subcommittees to act independently of the committee chairs. Many of these newly empowered subcommittees were chaired by activist members who used the rules changes to react to the suppression of the agenda by House leadership and by the executive branch until the early 1990s. The agenda then shrinks in both the House and Senate as the Republican Party becomes ascendant and as party discipline restricts the size of the agenda. While it is clear that the size and composition of the agenda is in many ways out of the control of legislators (Walker 1977), these data suggest that legislators can control the overall size of the agenda through the promotion and management of institutional structures, as Talbert and Potoski note.

Much as the legislative agenda is elastic, so is the news media agenda, and the agenda as measured by the volume of stories in the *CQ Almanac*. The raw number of news stories in the *New York Times* might be somewhat related to the size of the congressional agenda, in large part because the *Times* is considered (and considers itself) the national newspaper of record; presumably, weighty matters of state handled in the Congress would be reflected in the *Times*. The *CQ Almanac*, on the other hand, occupies an intermediate position between the news media and the Congress; the *CQ Almanac* is very closely tied to congressional activity. The relative size of the *Times*, *CQ Almanac*, and the House and Senate agendas are shown in Figure 5.3. Because we want to compare relative sizes, the agendas are indexed so that all four agendas in 1973 equal 100; 1973 was chosen because it is the middle year in the data and because it is the year in which the Senate and House hearings volumes were nearly equal.

Clearly, the agenda, as represented by the *CQ Almanac* and the *Times*, is reasonably elastic. The major growth period for the *Times* came in the late 1960s, likely a result of the political turmoil
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surrounding the Vietnam War and the civil rights movement, and peaked in 1974 with the Watergate scandal. The *CQ Almanac* shows the saw tooth trend evident in the hearings data, but tends to peak during election years; its peaks in the early 1970s appear to be related to the institutional changes in the Congress, coupled with the growing confrontation between the executive and legislative that preceded the Watergate period.

This discussion is merely suggestive, and the reasons for the dynamics of the agenda are deserving of further analysis. But we do know that the agenda is fluid, and that the data available to the analyst are rich, varied, and lead to immensely useful insights. Indeed, a deeper analysis of the relative position of issues on the agenda is beyond the scope of this chapter, but one can, for example, use the agendas data to show the relative decline of defense as an agenda item in the 1970s as other issues gained prominence. The relative position of issues on the agenda is an important feature of the policy history and of the political development of the United States, and is of interest to policy analysts and historians alike.

**CONCLUSION**

The study of agenda setting is a particularly fruitful way to begin to understand how groups, power, and the agenda interact to set the boundaries of political policy debate. Agenda setting, like all other stages of the policy process, does not occur in a vacuum. The likelihood that an issue will rise on the agenda is a function of the issue itself, the actors that get involved, institutional relationships, and, often, random social and political factors that can be explained but cannot be replicated or predicted. But theories of agenda setting, coupled with better and more readily available data, are enabling researchers to understand why and under what circumstances policy change is likely to occur.

**FIGURE 5.3** Relative Size of Key Agendas, 1947–2000.
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Policy Formulation: Design and Tools

Mara S. Sidney

In a traditional stages model of the public policy process, policy formulation is part of the pre-decision phase of policy making. It involves identifying and/or crafting a set of policy alternatives to address a problem, and narrowing that set of solutions in preparation for the final policy decision. According to Cochran and Malone, policy formulation takes up the “what” questions: “What is the plan for dealing with the problem? What are the goals and priorities? What options are available to achieve those goals? What are the costs and benefits of each of the options? What externalities, positive or negative, are associated with each alternative?” (1999, 46). This approach to policy formulation, embedded in a stages model of the policy process, assumes that participants in the policy process already have recognized and defined a policy problem, and moved it onto the policy agenda. Formulating the set of alternatives thus involves identifying a range of broad approaches to a problem, and then identifying and designing the specific sets of policy tools that constitute each approach. It involves drafting the legislative or regulatory language for each alternative—that is, describing the tools (e.g., sanctions, grants, prohibitions, rights, and the like) and articulating to whom or to what they will apply, and when they will take effect. Selecting from among these a smaller set of possible solutions from which decision makers actually will choose involves applying some set of criteria to the alternatives, for example judging their feasibility, political acceptability, costs, benefits, and such.

In general, we expect fewer participants to be involved in policy formulation than were involved in the agenda-setting process, and we expect more of the work to take place out of the public eye. Standard policy texts describe formulation as a back-room function. As Dye puts it, policy formulation takes place in government bureaucracies, in interest group offices, in legislative committee rooms, in meetings of special commissions, in think tanks—with details often formulated by staff (2002, 40–41). In other words, policy formulation often is the realm of the experts, the “hidden participants” of Kingdon’s policy stream (1995), the technocrats or knowledge elites of Fischer’s democracy at risk (2000).

Policy formulation clearly is a critical phase of the policy process. Certainly designing the alternatives that decision makers will consider directly influences the ultimate policy choice. This process also both expresses and allocates power among social, political, and economic interests. As Schattschneider reminds us, “…the definition of the alternatives is the choice of conflicts, and the choice of conflicts allocates power” (1960, 68). Contemporary interest in policy formulation can be traced to Dahl and Lindblom who urged scholars in 1953 to take up the study of public policies rather than to continue to focus on ideologies as the critical aspects of political systems. They argued that broad debates about the merits of capitalism versus socialism were less important to the well being of society than was careful consideration of the myriad “techniques” that might be used to regulate the economy and to advance particular social values. In part they suggest that the details matter—that is, capitalism or socialism may be advanced through any number of specific public policies, and the selection among them will have important consequences that scholars should consider.
Scholarship on policy formulation takes up a variety of issues. It examines the factors that influence how actors craft alternatives, it prescribes means for such crafting, it examines how and why particular policy alternatives remain on or fall off the decision agenda. Research considers particular policy tools and trends in their use, as well as their underlying assumptions about problems and groups. As scholars answer such questions, they consider the array of interests involved and the balance of power held by participants, the dominant ideas and values of these participants, the institutional structure of the alternative-setting process, more broadly the historical, political, social, and economic context. The best work on policy formulation and policy tools brings together the empirical and normative. That is, it sets out trends and explains relationships while also proposing normative criteria for evaluating the processes and the tools, and considering their implications for a democratic society.

APPROACHES TO POLICY FORMULATION

The literature on policy design or formulation is somewhat disconnected. Policy formulation is an explicit object of inquiry in studies of policy design and policy tools. But attention to policy formulation also is embedded in work on subsystems, advocacy coalitions, networks, and policy communities (see Weible and Sabatier; Miller and Demir; Raab and Kenis, this volume). Even classic works on agenda-setting take up aspects of policy formulation (e.g., Kingdon 1995; Birkland, this volume). These various frameworks and theories of policy change consider the coalitions of actors taking part in (or being excluded from) the policy making process. Identifying these actors, and understanding their beliefs and motivations, their judgments of feasibility, and their perceptions of the political context, goes a long way toward explaining the public policies that take shape (Howlett and Ramesh 1995).

POLICY DESIGN

The most recent wave of literature explicitly focused on policy formulation uses the concept of policy design. Work on policy design emerged in response to implementation studies of the 1970s that held bureaucratic systems responsible for policy failure. Policy design theorists argued that scholars should look further back in the causal chain to understand why policies succeed or fail, because the original policy formulation processes, and the policy designs themselves, significantly contribute to implementation outcomes. Undergirding many of these works is an assumption of bounded rationality (Simon 1985). That is, limits to human cognition and attention, and limits to our knowledge about the social world inevitably lead policy makers to focus on some aspects of a problem at the expense of others, and to compare only a partial selection of possible solutions (see Andrews, this volume). Research on policy formulation thus seeks to understand the context in which the decision makers act and to identify the selectivity in attention that occurs. Often the aim is to bring awareness of the “boundaries” of rationality to the design process in order to expand the search for solutions, in hopes of improving the policies that result.

Under the rubric of policy design, some scholars have written from the perspective of professional policy analysts, exploring how notions of policy design can improve the practice of policy analysis and the recommendations that analysts make. Their purpose is an applied one—they hope to improve the process of designing policy alternatives. They propose that improving the search for, and generation of, policy alternatives will lead to more effective and successful policies. Essentially, these scholars seek to reduce the randomness of policy formulation (e.g., as portrayed in the garbage can model) by bringing awareness to, and then consciously structuring, the process.
For example, Alexander recommends a “deliberate design stage” in which policy makers search for policy alternatives (1982). Typically, designing policy involves some degree of creativity, or extrarational element, in addition to rational processes of search and discovery, but Alexander argues that “a conscious concern with the systematic design of policy alternatives can undoubtedly effect a significant improvement in decisions and outcomes” (ibid., 289). Linder and Peters elaborate by proposing a framework that policy analysts can use to generate and compare alternative solutions, resulting in a less random process of policy design (1985). They echo a call made by many design theorists for analysts to suspend judgment on alternatives until they have generated the most comprehensive possible set. An effective framework to guide this process would enable analysis, comparison, and matching of the characteristics of problems, goals, and instruments.

Weimer agrees that consulting broad lists of policy instruments can systematize policy formulation, but warns that developing truly innovative solutions involves crafting designs that fit specific substantive, organizational, and political contexts (1992). He urges policy designers to think in terms of institution-building. That is, policies as institutions shape behavior and perceptions, so policies can be structured in such a way as to bring about desired changes in problematic conditions, but also the political coalitions to support them. Bobrow and Dryzek (1987) also advocate contextual designs that explicitly incorporate values, and urge policy analysts to draw from a range of perspectives on policy analysis, from welfare economics, public choice, and structural approaches to political philosophy when searching for alternatives. They suggest that analysts take care to include in a list of alternatives policy designs that offer no intervention, the status quo, and solutions vastly different from current practice. Fischer (2000) and Rixecker (1994) suggest that innovation and creativity will emerge from attention to the voices that contribute to the policy dialogue. Rixecker urges conscious inclusion of marginalized populations in the design process. Fischer examines the epistemology that leads citizens to defer to experts on policy matters, arguing that local contextual knowledge has an important role to play both in improving policy solutions and in advancing democracy.

Scholars who approach policy design from an academic research perspective typically seek to develop a framework that can improve our understanding, analysis, and evaluation of policy processes and their consequences. Many of these works aim to identify aspects of policy making contexts that shape policy design. They draw on institutional theories that suggest laws, constitutions, and the organization of the political process channel political behavior and choices. That is, institutions shape actors’ preferences and strategies by recognizing the legitimacy of certain claims over others, and by offering particular sorts of opportunities for voicing complaints (Immergut 1998). Some focus on discourse and dominant ideas. Politics consists of competing efforts to make meaning as much as to win votes. Indeed, the pursuit and exercise of power includes constructing images and stories, and deploying symbols (Fischer and Forester 1993; Rochefort and Cobb 1994; Schneider and Ingram 1997, 2005; Stone 2001; Yanow 1995). Ideas about feasibility, dominant judicial interpretations, ideas about groups affected by the policy, all play a role in shaping the policy alternatives that emerge.

May proposes that political environments vary in terms of the level of public attention focused upon them, having important consequences for the policy design process. The degree to which organized interests have developed ideas about an issue will entail particular dynamics and challenges in the policy design process. For instance, on some issues, many interest groups will take an active part in defining the problem and proposing alternatives; they will offer an array of opposing ideas. The design challenge in such a scenario is to find solutions that will be acceptable to participants but also will achieve desired outcomes: “A dilemma arises when policy proposals that balance the competing interests do not necessarily lead to optimal outcomes” (1991, 19). On the other hand, on some issues, few groups pay attention and discussions about solutions occur far from the public eye. The dilemmas here involve concerns about democratic process, but also policy designers may have trouble capturing the attention of decision makers. Here the challenge is sometimes to mobilize interest, to mobilize publics to care about, and eventually to comply with, policies.
Ingraham considers environment in terms of institutional setting, proposing that the level of design interacts with the locus of design to shape the policy prescription (1987). She contrasts the legislative setting with the bureaucratic setting to illustrate how different institutions carry particular kinds of expertise and decision processes to policy design. For example, legislative settings often require compromise among diverse opinions, which may lead to the broadening or blurring of a policy’s purpose and content. On the other hand, bureaucratic settings enable technical and scientific expertise to be brought to bear on the design process, but at the expense of democratic legitimacy.

In addition to the distinction between applied and traditional scholarly work, researchers diverge in their conceptions of the activity of formulating or designing policy. Some see it as a technical endeavor, leading them to characterize policies as “more” or “less” designed, as “well” or “poorly” designed (e.g., Ingraham 1987; Linder and Peters 1985). For example, these authors would describe a policy as well-designed if a careful analysis of means-end relationships had been conducted prior to its adoption (Ingraham 1987). For others, designing policy does not by definition include certain kinds of analytic tasks. These scholars tend to understand policy design as a political process preceding every policy choice (Bobrow and Dryzek 1987; Kingdon 1995; Schneider and Ingram 1997; Stone 2001). Rather than hoping for a rational policy design to emerge, they expect designs to lack coherence or consistency as a result of the contested process that produces them.

APPROACHES TO POLICY TOOLS

Over time, a subset of policy literature has focused explicitly on policy tools. In part, these studies catalog the generic types of tools that might be used in a policy design. Additionally, this body of work charts the trends in usage of particular policy tools across time and space. This research seeks to discern the range of instruments, detached from their association with particular policy programs, both to broaden the alternatives that policy designers consider, and to look for patterns in the dynamics and politics of program operation that arise across policy areas where similar tools are used (Salamon 1989, 2002). It also often looks to theorize about the assumptions and implications of various policy tools.

Bardach offers the appendix “Things Governments Do” in his eight-step framework of policy analysis, describing taxes, regulation, grants, services, budgets, information, rights, and other policy tools (2005). For each tool, he suggests why and how it might be used, and what some of the possible pitfalls could be, aiming to stimulate creativity in crafting policy. Hood analyzes a range of government tools in significantly more detail (1986) with the ultimate aim of making sense of government complexity, generating ideas for policy design and enabling comparisons across governments (115). Recent literature on policy tools documents trends away from direct provision of government services and toward measures that embed government officials in complex collaborative relationships with other levels of government, private-sector actors, and non-government organizations. These arrangements grant government parties much greater discretion than the close supervision and regulation of the past (Salamon 2002). These indirect measures include contracting, grants, vouchers, tax expenditures, loan guarantees, government-sponsored enterprises and regulations, among others; many do not appear on government budgets, which Salamon suggests helps to explain their popularity (ibid., 5).

Like some of the work on policy design, research on policy tools highlights the political consequences of particular tools, as well as their underlying assumptions about problems, people, and behavior. Salamon characterizes the choice of tools as political as well as operational: “What is at stake in these battles is not simply the most efficient way to solve a particular public problem, but also the relative influence that various affected interests will have in shaping the program’s
postenactment evolution” (11). Additionally, tools require distinctive sets of management skills and knowledge, thus the choice of tools ultimately influences the nature of public management. Literature on tools offers various dimensions according to which tools may be compared, such as directness, visibility, automaticity, and coerciveness, matching these with likely impacts (such as equity, efficiency, political support, manageability) (ibid.). Tools also carry with them particular assumptions about cause and about behavioral motivations. For example, inducements that offer payoffs to encourage behavior assume “that individuals respond to positive incentives and that most will choose higher-valued alternatives” (Schneider and Ingram 1990, 515). Capacity tools that provide information or training assume that barriers to desired behavior consist of lack of resources rather than incentives (ibid., 517).

POLICY DESIGN BEYOND THE STAGES MODEL

The most recent advance in the study of policy formulation and policy tools is Schneider and Ingram’s policy design framework (1997). In their book, Policy Design for Democracy, the authors present a framework that pushes past a simple stages model by conceptualizing an iterative process. It brings the discrete stages of the policy process into a single model, and emphasizes the connections between problem definition, agenda setting, and policy design on the one hand, policy design, implementation and impact on society on the other. It offers some predictions about the types of policy designs that will emerge from different types of political processes, and it explicitly incorporates normative analysis by considering the impact of policy designs on target groups and on democratic practice.

Schneider and Ingram’s framework answers calls for integrative approaches to policy research. Lasswell and other policy scientists consistently emphasized the importance of integrative approaches to policy scholarship, and political scientists also have begun to acknowledge the limitations of analysis that focuses exclusively on interests, ideas, or institutions. The policy design perspective offers a framework to guide empirical research that integrates these three dimensions: Ideas and interests interact within an institutional setting to produce a policy design. This policy design then becomes an institution in its own right, structuring the future interaction of ideas and interests. While complex, this model can be used to guide empirical analysis; and studies can test and refine Schneider and Ingram’s predictions about policy designs and their impact.

With their framework, Schneider and Ingram also incorporate critical approaches to policy studies that explore how government and policy create and maintain “systems of privilege, domination, and quiescence among those who are the most oppressed” (1997, 53). They theorize that policy designs reflect efforts to advance certain values and interests, that they reflect dominant social constructions of knowledge and groups of people, and existing power relations. Moreover, policy designs influence not merely policy implementation, but also political mobilization and the nature of democracy. Schneider and Ingram elevate the status and importance of public policies beyond bundles of technical instruments that may or may not solve contemporary problems; they call public policies “the principal tools in securing the democratic promise for all people” (Ingram and Schneider 2005, 2). Viewing policies in this way calls for analysis that considers how effectively policies mitigate social problems, but also the degree to which they advance democratic citizenship—that is, inspire political participation and remedy social division.

Schneider and Ingram are particularly concerned about the impacts of policy designs that result from “degenerative” political processes (see also Schneider and Ingram, this volume). During such processes, political actors sort target populations into “deserving” and “undeserving” groups as justification for channeling benefits or punishments to them. While political gain can be achieved this way, they argue that policies formulated based upon such arguments undermine democracy and hinder problem solving. The language and the resource allocation tend to stigmatize disadvantaged
groups, reinforce stereotypes, and send the message—to group members and to the broader public—that government does not value them.

**Policy Designs**

Central to the policy design perspective is the notion that every public policy contains a design—a framework of ideas and instruments—to be identified and analyzed. Rather than a “random and chaotic product of a political process,” policies have underlying patterns and logics (Schneider and Ingram 1997, chap. 3). This framework posits policy designs as institutional structures consisting of identifiable elements: goals, target groups, agents, an implementation structure, tools, rules, rationales, and assumptions. Policy designs thus include tools, but this approach also pushes scholars to look for the explicit or implicit goals and assumptions that constitute part of the package.

**Policy Formulation: Context and Agency**

To understand and explain why a policy has a particular design, one must examine the process leading to its selection. Schneider and Ingram’s framework draws on institutional and ideational theories, the stages model, and theories of decision making, such as bounded rationality. Policy making is seen to occur in a specific context, marked by distinctive institutions and ideas. Institutional arenas, whether Congress, the courts, the executive branch, and the like, have rules, norms, and procedures that affect actors’ choices and strategies. Additionally, policy making takes place at a particular moment in time, marked by particular dominant ideas related to the policy issue, to affected groups, to the proper role of government, etc. These ideas will influence actors’ arguments in favor of particular solutions, and their perceptions and preferences when they take specific policy decisions.

Analysis of a particular context might lead to broad predictions about the policy design that will emerge from it. But because designs have so many “working parts” (goals, problem definitions, target groups, tools, agents, and such), such analysis cannot specify in advance the particular package of dimensions that actors will build at a particular point in time. Prediction also is complicated by the human dimension of policy making. Actors might reimagine a constraining context, reframe the structure of opportunities before them, as they attempt to create policy solutions to pressing problems. In considering agency—leadership, creativity, debate, and coalition-building—Schneider and Ingram essentially turn to the insights of agenda-setting and problem-definition literature, which characterize policy making as interested actors struggling over ideas (Edelman 1988; Fischer and Forester 1993; Rochefort and Cobb 1994; Stone 1989). Adding attention to the problem definitions that these actors hold offers a richer understanding of what political support and “interest” mean in a given policy process. Beyond examining who participates, we can consider whether actors succeed in expanding or restricting such participation, and how this mobilization affects the policy choice (Cobb and Elder 1972; Schattschneider 1960).

**Consequences of Public Policy**

Here, Schneider and Ingram take up the original impetus for policy design research—to better understand implementation. They suggest that policy designs act as institutional engines of change, and analysis can trace how their dimensions influence political action. Policy implementation distributes benefits to some groups, while imposing burdens on others. In doing so, designs establish incentives for some groups to participate in public life, and offer them resources for doing so. Other groups receive negative messages from policies. For example, if benefits are distributed in
a stigmatizing way, individuals may be intimidated by government, withdraw from public life, or feel alienated from it (Soss 1999).

Schneider and Ingram’s framework builds on arguments about policy feedback. These suggest a number of ways through which policies shape the course of future politics. Groups receiving benefits from government programs are likely to organize to maintain and expand them. Mobilization is facilitated when policies provide resources to interest groups such as funding, access to decision makers, and information (Pierson 1994, 39–46). Consequently, target groups whose understanding of the problem differs or who lack the expertise needed to use a policy’s administrative procedures, will not receive the same degree of support or legitimacy from the policy; they will have greater barriers to overcome in order to achieve their goals. The selection of a particular policy design also imposes lock-in effects. Once a choice is taken, the cost of adopting alternative solutions to the problem increase. The significance of the policy formulation process is that much greater because the barriers to change—such as investments in its programs and commitments to its ideas—accumulate over time.

Empirical applications of the policy design framework are beginning to accumulate, and to extend and refine the perspective itself (e.g., Schneider and Ingram 2005). Sidney tracks the development, designs, and impact of two policies intended to fight housing discrimination (2003). She shows how the social construction of target groups, and the causal stories that legislators told as they advocated for and revised policy alternatives, became embedded into the resulting policy choices, constraining the impact on the problem, and importantly shaping the trajectories of implementing agents. Her work situates the policy design perspective within the context of federalism and posits nonprofit organizations as important mediating agents between policy design and target group members.

Soss traces the impact of several means-tested welfare policy designs on recipients’ attitudes toward government and disposition toward participation. Comparing Aid to Families with Dependent Children (AFDC) with Social Security disability insurance (SSDI), he shows that programs designs have significant consequences for client perceptions, with AFDC clients likely to develop negative views of government and to avoid speaking up, while SSDI recipients think of government as helpful and interested in their views (2005). In the process, he raises questions about the causal claims that are possible in this framework, since individuals simultaneously belong to many target groups, thus receiving cues from multiple policy designs at once.

CRITIQUE AND NEW DIRECTIONS

Critiques of literature on policy formulation and policy tools may focus on the limitations of the stages model itself. That is, the specification of policy alternatives and the selection of policy tools does not follow neatly from the agenda setting process nor lead neatly into implementation. Rather, selection of alternatives might occur prior to or during the agenda setting process, and implementation often involves reformulation of policy design as well. Thus to the extent that studies offer recommendations for generating alternatives as if problem framing has already occurred, and as if the resulting design will simply be passed on to the implementers, they are flawed at their root. On the other hand, if researchers conceive of policy formulation as a function rather than as a stage that begins and ends in a certain sequence of stages, they are likely to search the empirical record of particular policy arenas more broadly. With their integrative framework that places policy designs at its center, Schneider and Ingram depart from the stages model and, with a growing community of scholars, offer a theory of public policy that directly addresses the question of who gets what, when, and how from government (Schneider and Ingram 2005). Critics charge that it lacks a clear mechanism of policy change that can be tested across cases (deLeon 2005).

The judiciary is the governmental sphere most absent from scholarship on public policy analysis.
Although many researchers study the court’s role in public policy making and implementation, this body of work is largely disconnected from theoretical work on the policy process generally, and policy formulation in particular. In part, the traditional understanding of courts as interpreting rather than making law may serve as a barrier, although this conventional wisdom is increasingly challenged (e.g., Miller and Barnes 2004). Many scholars argue that the work of the courts by nature constitutes policy making (e.g., Van Horn, Baumer, and Gormley Jr., chap. 7). Certainly courts represent a distinctive institutional setting, whose actors, procedures, language, and processes of reasoning differ from those that prevail in legislatures and bureaucracies. Yet we can conceptualize court cases as processes of policy formulation, with plaintiffs, defendants, and amici as participants proposing alternatives, and judges as the decision makers. Courts thus offer a potentially fruitful comparative case for studies of the impact of institutions on policy formulation. In the U.S. context at least, many policy issues eventually reach the court system.

Attention to the nonprofit sector’s role in policy formulation and tools has steadily increased. Recent work on policy instruments emphasizes that “non-profitization” constitutes a policy tool—and one that is more commonly used across policy arenas, from education (e.g., charter schools) to welfare to housing among others. But non-government organizations (NGOs) also are policy makers in their own right. Research about the kinds of policy designs that NGOs formulate is beginning to emerge, building on a longstanding research tradition about the third sector (e.g., Boris 1999; Smith and Lipsky 1993). Although most extant studies of policy formulation presume a legislative or executive-branch site of activity, recent work examines NGOs as policy designers.

Neighborhood organizations, for example, have quite different motivations and incentives when designing policy than do legislators, so theories of policy design that presume a legislative context may not be helpful in understanding policy making at this small, and extra-governmental, scale (Camou 2005). In Baltimore’s poor neighborhoods, organizations targeted their policies to the most needy, framing individuals as redeemable, in contrast to Schneider and Ingram’s expectations that policy makers eschew directing benefits to the most marginalized groups. In cities across the country, community-based organizations have designed numerous innovative policies and successfully implemented them (Swarts 2003). More attention to policy formulation outside the bureaucracy, and below the national level can broaden our theories and substantive knowledge of this important function. Such work would build on research about national policy that increasingly finds policy formulation to occur outside of government offices—that is, in think tanks and within the loose networks of advocacy and interest groups that together with government officials make up policy communities (see Miller and Demir, and Stone, this volume).

Research on policy formulation and policy tools draws on, overlaps with, and contributes to research on agenda setting, problem definition, implementation, and policy coalitions, among others. Its singularity emerges in its focus on the micro-level of public policies—that is the specific policy alternatives that are considered, how they differ in terms of policy tools, and how what may seem on the surface, or at a macro-level, to be small differences actually have significant consequences for problem-solving, and for the allocation and exercise of power. Attention to policy design essentially reminds us that democracy is in the details.
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7 Implementing Public Policy

Helga Pülzl and Oliver Treib

1 INTRODUCTION

Implementation studies are to be found at the intersection of public administration, organizational theory, public management research, and political science studies (Schofield and Sausman 2004, 235). In the broadest sense, they can be characterized as studies of policy change (Jenkins 1978, 203).

Goggin and his colleagues (1990) identified three generations of implementation research. Implementation studies emerged in the 1970s within the United States, as a reaction to growing concerns over the effectiveness of wide-ranging reform programs. Until the end of the 1960s, it had been taken for granted that political mandates were clear, and administrators were thought to implement policies according to the intentions of decision makers (Hill and Hupe 2002, 42). The process of “translating policy into action” (Barrett 2004, 251) attracted more attention, as policies seemed to lag behind policy expectations. The first generation of implementation studies, which dominated much of the 1970s, was characterized by a pessimistic undertone. This pessimism was fuelled by a number of case studies that represented shining examples of implementation failure. The studies of Derthick (1972), Pressman and Wildavsky (1973), and Bardach (1977) are the most popular. Pressman and Wildavsky’s work (1973) had a decisive impact on the development of implementation research, as it helped to stimulate a growing body of literature. This does not mean, however, that no implementation studies were carried out before, as Hargrove (1975) suggested when writing about the discovery of a “missing link” in studying the policy process. Hill and Hupe (2002, 18–28) point out that implementation research was conducted under different headings before the 1970s. Nevertheless, the most noteworthy achievement of the first generation of implementation researchers was to raise awareness of the issue in the wider scholarly community and in the general public.

While theory building was not at the heart of the first generation of implementation studies, the second generation began to put forward a whole range of theoretical frameworks and hypotheses. This period was marked by debates between what was later dubbed the top-down and bottom-up approaches to implementation research. The top-down school, represented for example by scholars like Van Meter and Van Horn (1975), Nakamura and Smallwood (1980) or Mazmanian and Sabatier (1983), conceived of implementation as the hierarchical execution of centrally-defined policy intentions. Scholars belonging to the bottom-up camp, such as Lipsky (1971, 1980), Ingram (1977), Elmore (1980), or Hjern and Hull (1982) instead emphasized that implementation consisted of the everyday problem-solving strategies of “street-level bureaucrats” (Lipsky 1980).

The third generation of implementation research tried to bridge the gap between top-down and bottom-up approaches by incorporating the insights of both camps into their theoretical models. At the same time, the self-proclaimed goal of third-generation research was “to be more scientific than the previous two in its approach to the study of implementation” (Goggin et al. 1990, 18, emphasis in original). Third-generation scholars thus lay much emphasis on specifying clear hypotheses,
finding proper operationalizations and producing adequate empirical observations to test these hypotheses. However, as observers like deLeon (1999, 318) and O’Toole (2000, 268) note, only a few studies have so far followed this path.

While the largest part of implementation research stemmed from the United States, the second generation was also especially marked by important theoretical contributions from European authors like Barrett, Hanf, Windhoff-Héritier, Hjern, Mayntz, or Scharpf. Europe was also the origin of a new strand of literature that focused on the issue of implementation in the context of European integration studies.

It is the aim of this chapter to summarize the theoretical lessons to be drawn from the wealth of literature produced by more than thirty years of implementation research. The chapter is structured as follows: Section 2 discusses three different analytical approaches in traditional implementation theory in more detail: top-down models, bottom-up critiques, and hybrid theories that try to combine elements of the two other strands of literature. We explicate the theoretical underpinnings and discuss the pros and cons of the respective approaches. Section 3 then provides an overview of more recent theoretical approaches to implementation, all of which depart from central underpinnings of traditional implementation studies. In particular, we address insights gained from the study of implementation processes in the context of the European Union and we discuss the interpretative approach to implementation, which follows an alternative ontological path. Section 4 focuses on the main insights gained from more than thirty years of implementation research for a proper understanding of implementation processes. Moreover, it discusses the contributions of implementation analysis to the wider field of policy analysis and political science. Finally, Section 5 identifies a number of persistent weaknesses of implementation analysis and concludes by suggesting possible directions of future research to overcome these weaknesses in the years to come.

2 TOP-DOWN, BOTTOM-UP, AND HYBRID THEORIES OF IMPLEMENTATION

The three generations of implementation research presented earlier can be subdivided into three distinct theoretical approaches to the study of implementation:

1. Top-down models put their main emphasis on the ability of decision makers’ to produce unequivocal policy objectives and on controlling the implementation stage.
2. Bottom-up critiques view local bureaucrats as the main actors in policy delivery and conceive of implementation as negotiation processes within networks of implementers.
3. Hybrid theories try to overcome the divide between the other two approaches by incorporating elements of top-down, bottom-up and other theoretical models.

The following discussion will briefly outline the theoretical underpinnings of these approaches. It is only possible to present some of the key contributions within the confines of this chapter (see Figure 7.1).

The selection of presented contributions is based on the suggestions of leading scholars (Hill and Hupe 2002; deLeon 1999, 2001; Parsons 1995; Sabatier 1986a) as well as on our own views on the relative importance of the studies discussed.

2.1 Top-down Theories

Top-down theories started from the assumption that policy implementation starts with a decision made by central government. Parsons (1995, 463) points out that these studies were based on a
“blackbox model” of the policy process inspired by systems analysis. They assumed a direct causal link between policies and observed outcomes and tended to disregard the impact of implementers on policy delivery. Top downers essentially followed a prescriptive approach that interpreted policy as input and implementation as output factors. Due to their emphasis on decisions of central policy makers, deLeon (2001, 2) describes top-down approaches as a “governing elite phenomenon”. The following authors are classical top-down scholars: Pressman and Wildavsky (1973), Van Meter and Van Horn (1975), Bardach (1977), as well as Sabatier and Mazmanian (1979, 1980, see also Mazmanian and Sabatier 1983).

Pressman and Wildavsky’s original work followed a rational model approach. They started from the assumption that policy objectives are set out by central policy makers. In this view, implementation research was left with the task of analyzing the difficulties in achieving these objectives. Hence, they saw implementation as an “interaction between the setting of goals and actions geared to achieve them” (Pressman and Wildavsky 1973, xv). The authors underlined the linear relationship between agreed policy goals and their implementation. Implementation therefore implied the establishment of adequate bureaucratic procedures to ensure that policies are executed as accurately as possible. To this end, implementing agencies should have sufficient resources at their disposal, and there needs to be a system of clear responsibilities and hierarchical control to supervise the actions of implementers. Pressman and Wildavsky’s book, a study of the implementation of a federal program of economic development in Oakland, California, highlighted the importance of the number of agencies involved in policy delivery. They argued that effective implementation becomes increasingly difficult, if a program has to pass through a multitude of “clearance points.” As most implementation settings, especially in the United States, are of a multi-actor type, the thrust of their analysis was rather skeptical as to whether implementation could work at all.

American scholars Van Meter and Van Horn (1975) offered a more elaborate theoretical model. Their starting point, however, was very similar to the one of Pressman and Wildavsky. They were concerned with the study of whether implementation outcomes corresponded to the objectives set
out in initial policy decisions. Their model included six variables that shape the relationship between policy and performance. While many of these factors had to do with organizational capacities and hierarchical control, the authors also highlighted two variables that slightly departed from the top-down “mainstream”: They argued that the extent of policy change had a crucial impact on the likelihood of effective implementation and that the degree of consensus on goals was important. Hence, significant policy change was only possible if goal consensus among actors was high. Unlike other representatives of the top-down school, the model of Van Meter and Van Horn was less concerned with advising policy makers on successful implementation but with providing a sound basis for scholarly analysis.

Bardach’s book *The Implementation Game*, published in 1977, provided a classical metaphor for the implementation process. He acknowledged the political character of the implementation process and therefore promoted the idea of using game theoretic tools for explaining implementation. Bardach thus provided ideas that also influenced bottom-up scholars (see below). However, his preoccupation with advising policy makers on how to improve implementation makes him a clear member of the top-down camp. His core recommendation was to give attention to the “scenario writing” process, which meant that successful implementation was possible if policy makers succeeded in structuring the implementation games thoughtfully.

Sabatier and Mazmanian (1979, 1980, see also Mazmanian and Sabatier 1983) are among the core authors of the top-down approach. Like Van Meter and Van Horn (1975), Sabatier and Mazmanian started their analysis with a policy decision that was made by governmental representatives. Therefore, they assumed a clear separation of policy formation from policy implementation. Their model lists six criteria for effective implementation: (1) policy objectives are clear and consistent, (2) the program is based on a valid causal theory, (3) the implementation process is structured adequately, (4) implementing officials are committed to the program’s goals, (5) interest groups and (executive and legislative) sovereigns are supportive, and (6) there are no detrimental changes in the socioeconomic framework conditions. Although Sabatier and Mazmanian (1979, 489–92, 503–4) acknowledged that perfect hierarchical control over the implementation process was hard to achieve in practice and that unfavorable conditions could cause implementation failure, they argued that policy makers could ensure effective implementation through adequate program design and a clever structuration of the implementation process.

### 2.2 Bottom-up Theories

In the late 1970s and early 1980s, bottom-up theories emerged as a critical response to the top-down school. Several studies showed that political outcomes did not always sufficiently relate to original policy objectives and that the assumed causal link was thus questionable. Theorists suggested studying what was actually happening on the recipient level and analyzing the real causes that influence action on the ground. Studies belonging to this strand of research typically started from the “bottom” by identifying the networks of actors involved in actual policy delivery. They rejected the idea that policies are defined at the central level and that implementers need to stick to these objectives as neatly as possible. Instead, the availability of discretion at the stage of policy delivery appeared as a beneficial factor as local bureaucrats were seen to be much nearer to the real problems than central policy makers. The classical bottom-up researchers are: the American researchers Lipsky (1971, 1980) and Elmore (1980) as well as the Swedish scholar Hjern (1982), also in collaboration with other authors such as Porter and Hull.

Lipsky (1971, 1980) analyzed the behavior of public service workers (e.g., teachers, social workers, police officers, doctors), which he called “street-level bureaucrats.” In his seminal article, published in 1971, Lipsky argued that policy analysts needed to consider the direct interactions
between social workers and citizens. Hudson (1989) argues that the power held by street-level bureaucrats’ stretches beyond the control of citizens’ behavior. Street-level bureaucrats are also considered to have considerable autonomy from their employing organizations. The main source of their autonomous power thus stems from the considerable amount of discretion at their disposal.

According to Hill and Hupe (2002, 52–53), Lipsky’s work has been widely misinterpreted as he did not only underline the difficulties in controlling street-level bureaucrats’ behavior. Still more important, Lipsky showed that street-level policy making created practices that enable public workers to cope with problems encountered in their everyday work. The importance of Lipsky’s work lies in the fact that his approach was, on the one hand, used as justification for methodological strategies that focus on street-level actors. On the other hand, it showed that top-down approaches failed to take into account that a hierarchical chain of command and well-defined policy objectives are not enough to guarantee successful implementation.

The main concern of Elmore (1980) was the question of how to study implementation. Instead of assuming that policy makers effectively control implementation, his concept of “backward mapping” suggested that analysis should start with a specific policy problem and then examine the actions of local agencies to solve this problem.

The Swedish scholar Hjern, in close cooperation with colleagues like Porter and Hull, developed an empirical network methodology to the study of the implementation process (Hjern 1982; Hjern and Porter 1981; Hjern and Hull 1982). In their view, it was essential for researchers to acknowledge the multi-actor and inter-organizational character of policy delivery. Therefore, they suggested that implementation analysis should start with the identification of networks of actors from all relevant agencies collaborating in implementation and then examine the way they try to solve their problems. According to Sabatier (1986a), this approach offers a useful tool to describe the “implementation structures” (Hjern and Porter 1981) within which policy execution takes place. However, he also criticizes the lack of causal hypotheses on the relationship between legal and economic factors and individual behavior.

2.3 COMPARATIVE DISCUSSION

There are several characteristics of top-down and bottom-up theories that account for the wide gulf that separates these two schools of thought in implementation theory: They are marked by competing research strategies, contrasting goals of analysis, opposing models of the policy process, inconsistent understandings of the implementation process, and conflicting models of democracy (see Table 7.1).

It was due to their contrasting research strategies that the two camps came to be known as “top-down” and “bottom-up” approaches. Top-downers typically start from a policy decision reached at the “top” of the political system and work their way “down” to the implementers. Bottom-uppers, in contrast, start out with the identification of actors involved in concrete policy delivery at the “bottom” of the politico-administrative system. Analysis then moves “upwards” and “sideways” in order to identify the networks of implementing actors and their problem-solving strategies.

The goal of analysis of top-down scholars is to reach a general theory of implementation. This theory should be parsimonious enough to allow for predictions as to whether an individual piece of legislation is likely to be implemented effectively. Moreover, the theory should enable scholars to derive recommendations for policy makers with a view to improving implementation. The aim

1. It has to be noted, however, that the models proposed by top-down scholars do not always meet the standard of theoretical parsimony. For example, the model proposed by Sabatier and Mazmanian (1981, 7) lists no less than seventeen independent variables.
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TABLE 7.1
Top-down and Bottom-up Theories Compared

<table>
<thead>
<tr>
<th>Research strategy</th>
<th>Top-down theories</th>
<th>Bottom-up theories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-down: from political</td>
<td>Bottom-up: from individual</td>
<td></td>
</tr>
<tr>
<td>decisions to administrative</td>
<td>bureaucrats to administrative</td>
<td></td>
</tr>
<tr>
<td>execution</td>
<td>networks</td>
<td></td>
</tr>
<tr>
<td>Goal of analysis</td>
<td>Prediction/policy recommendation</td>
<td>Description/explanation</td>
</tr>
<tr>
<td>Model of policy process</td>
<td>Stagist</td>
<td>Fusionist</td>
</tr>
<tr>
<td>Character of implementation</td>
<td>Hierarchical guidance</td>
<td>Decentralized problem-solving</td>
</tr>
<tr>
<td>Underlying model of democracy</td>
<td>Elitist</td>
<td>Participatory</td>
</tr>
</tbody>
</table>

of bottom-up studies, in contrast, is rather to give an accurate empirical description and explanation of the interactions and problem-solving strategies of actors involved in policy delivery. As Sabatier (1986b, 315) critically notes, many of the bottom-up studies do not go beyond providing descriptive accounts of the large amount of discretion available to implementers. However, some of them actually tried to transcend the sphere of description. This resulted in rather complex heuristic models of the network structures or “implementation structures” (Hjern and Porter 1981) within which implementation takes place.

Both schools of thought rest upon contrasting models of the policy process. Top-downers are heavily influenced by what has been called the “textbook conception of the policy process” (Nakamura 1987, 142). This “stagist” model assumes that the policy cycle may be divided into several clearly distinguishable phases. Top-down analyses thus do not focus on the whole policy process, but merely on “what happens after a bill becomes a law” (Bardach 1977). In contrast, bottom-up approaches argue that policy implementation cannot be separated from policy formulation. According to this “fusionist” model, policy making continues throughout the whole policy process. Hence, bottom-up scholars do not just pay attention to one particular stage of the policy cycle. Instead, they are interested in the whole process of how policies are defined, shaped, implemented and probably redefined.

Both approaches contain widely differing views on the character of the implementation process. Top-downers understand implementation as “the carrying out of a basic policy decision” (Mazmanian and Sabatier 1983, 20). In this view, implementation is an apolitical, administrative process. Power ultimately rests with central decision-makers, who define clear policy objectives and are capable of hierarchically guiding the process of putting these objectives into practice. Bottom-up scholars reject the idea of hierarchical guidance. In their view, it is impossible to formulate statutes with unequivocal policy goals and to control the implementation process from top to bottom. Instead, the model suggests that implementers always have a large amount of discretion. Rather than considering implementation an apolitical process of following orders “from above,” bottom-uppers hold that the implementation process is eminently political and that policies are even shaped to a decisive extent at this level. Hence, policies are not so much determined by the statutes emanating from governments and parliaments but by the largely autonomous political decisions of the actors directly involved in policy delivery. The focus thus lies on the decentral-problem-solving of local actors rather than on hierarchical guidance.

Finally, the two approaches are based on fundamentally different models of democracy. Top-down approaches are rooted in traditional, elitist conceptions of representative democracy. In this view, elected representatives are the only actors within a society who are legitimized to take collectively binding decisions on behalf of the whole citizenry. It is thus a matter of proper democratic governance to ensure that these decisions are carried out as accurately as possible. In other words,
any deviation from the centrally defined policy objectives is seen as a violation of democratic standards. Bottom-up approaches contest this model of democracy. They stress that local bureaucrats, affected target groups and private actors have legitimate concerns to be taken into account as well. In their view, the elitist model disregards these concerns and thus leads to illegitimate decisions. Deviating from the centrally defined policy objectives thus does not contravene democratic principles. Seen from this angle, legitimate democratic governance is only possible in a participatory model of democracy which includes those who are affected by a particular decision (lower-level administrative actors, interest groups, private actors etc.) in policy formation.

The comparison between both approaches shows that the debate between top-down and bottom-up scholars focused on more than the proper empirical description of the driving forces behind implementation. It is true that this is one important dimension of the dispute. But if this aspect had been the only bone of contention, the debate indeed would have been as sterile as some observers seem to have perceived it (O’Toole 2000, 267). It is certainly true that both sides exaggerated their respective positions and thereby oversimplified the complex implementation process (Parsons 1995, 471). As Sabatier (1986a) rightly notes, top-downers overemphasized the ability of central policy makers to issue unequivocal policy objectives and to meticulously control the process of implementation. In criticizing this “law-makers’ perspective,” bottom-uppers at the same time overestimated the amount of discretion of local bureaucrats and thus overemphasized the autonomy of the “bottom” vis-à-vis the “top.” As scholars gathered more and more empirical evidence that demonstrated the relevance of both approaches, it would have been easy to agree on mutually acceptable theoretical models of implementation that pay attention to both central steering and local autonomy (see e.g., O’Toole 2000, 268). This is the path followed by some of the “hybrid theories” discussed in the next section.

2.4 HYBRID THEORIES

As a reaction to growing uneasiness with the heated debate between top-downers and bottom-uppers, researchers such as Elmore (1985), Sabatier (1986a), and Goggin et al. (1990) tried to synthesize both approaches. The new models presented by these scholars combined elements of both sides in order to avoid the conceptual weaknesses of top-down and bottom-up approaches. Other key contributions were made by scholars like Scharpf (1978), Windhoff-Héritier (1980), Ripley and Franklin (1982), and Winter (1990). Taking the top-downers’ concern with effective policy execution as their starting point, they blended several elements of the bottom-up perspective and of other theories into their models. This is why we discuss this group of scholars under the heading of “hybrid theories.”

Elmore, previously discussed as a member of the bottom-up camp, combined in his later work (1985) the concept of “backward mapping” with the idea of “forward mapping.” He argued that program success is contingent upon both elements, as they are intertwined (Sabatier 1986a). Policy makers should therefore start with the consideration of policy instruments and available resources for policy change (forward mapping). In addition, they should identify the incentive structure of implementers and target groups (backward mapping).

Back away from his earlier theoretical contributions together with Mazmanian, Sabatier (1986a) gave an account of a different theoretical approach to policy implementation. In his seminal article on implementation research, he argued that not distinguishing between policy formation and implementation would disqualify the study of policy change and evaluation research. He put forward an “advocacy coalition framework” which he developed further in his later work together with Jenkins-Smith (1993). The advocacy coalition framework rejected the “stage heuristic” of the policy process and aimed at empirically explaining policy change as a whole. This conception has some resemblance with the bottom-up approach as the analysis starts from a policy problem and proceeds in reconstructing the strategies of relevant actors to solve this problem. In addition, it
emphasizes the role of policy learning and recognizes the importance of extraneous social and economic conditions that may impact on the policy making. However, the advocacy coalition approach seems to neglect the social and historical context in which change occurs. This problem is addressed by discourse analysts, who argue that discourses shape actors’ perceptions and may thus influence political elites’ interpretation of social events (for further discussion, see Fischer 2003, 99).

Wildavsky, another prominent representative of the top-down school, also turned his back on the linear approach that had marked his earlier contributions. Together with Majone (Majone and Wildavsky 1978), he presented a model that pointed in a similar direction as the advocacy coalition framework. The core argument was that implementation is an evolutionary process in which programs are constantly reshaped and redefined. The conception thus started from policy inputs defined by central policy makers. At the same time, it also embraced the idea that these inputs will almost inevitably be changed in the course of their execution. Thus incremental learning processes were at the heart of this approach.

Winter (1990) contributed to overcoming the separation of policy formation and implementation. Still embracing the “stagist” model of the policy process, he points to the effect of the policy formulation process on implementation. Unlike top-downers, however, he is not interested in the design of the policy itself but looks at how characteristics of the policy formulation process (like the level of conflict or the level of attention of proponents) impacts on implementation.

Goggin, Bowman, Lester, and O’Toole (1990), the self-proclaimed founders of the “third generation” of implementation research, tried to bridge the gap between top-down and bottom-up approaches. Like top-downers, they continued to accept the perspective of a centrally defined policy decision to be implemented by lower-level actors. Their goal of developing a general theory of implementation on the basis of rigorous methods also owes much to the top-down perspective. However, their conception of the implementation process embraced the fact that implementers are political actors in their own right and that the outcome of this endeavor entailed complicated negotiation processes between implementers and central authorities. Drawing on empirical case studies that involved the implementation of federal programs by state authorities in the United States, they developed a communicative model of intergovernmental implementation. As Hill and Hupe (2002, 66–68) point out, the specific focus on the interactions between federal and state layers of government in American federalism raises doubts about the general applicability of the model.

Scharpf (1978) was one of the earliest writers who tried to reconcile the idea of political steering by central governments with the argument of bottom-up scholars that the transformation of policy goals into action depends upon the interaction of a multitude of actors with separate interests and strategies. Introducing the concept of policy networks to implementation research, he suggested giving more weight to processes of coordination and collaboration among separate but mutually dependent actors. The concept of policy networks later became a major approach to the study of policy change as a whole (see e.g., Marin and Mayntz 1991).

A further line of argument places emphasis on a factor that was almost completely neglected by both top-down and bottom-up scholars: the type of policy to be implemented. Building on the seminal article by Lowi (1972), Ripley and Franklin (1982) distinguish between distributive, regulatory, and redistributive policies, arguing that each of these policy types involves different groups of stakeholders as well as different types and levels of conflict in implementation. Windhoff-Héritier (1980) makes a similar argument. She distinguishes between distributive and redistributive policies. This distinction includes regulatory policy, which can fall into either of the two categories depending on whether or not a regulatory program involves clearly identifiable winners and losers.2 Her book reveals that distributive policies may be implemented in any implementation structure,

---
2. Mayntz (1977), another German scholar, followed a similar line of reasoning with regard to policy types. She distinguishes between different types of policy instruments (imperatives and restraints, positive and negative incentives, procedural regulations, public provision of services) and discusses the different implementation problems typically associated with these policy instruments.
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while redistributive policies need a hierarchical implementation structure to be executed effectively (Windhoff-Héritier 1980, 90).

In sum, the approaches we summarized under the heading of “hybrid theories” brought two important innovations to implementation theory. First, they tried to overcome the conceptual weaknesses of the polarized debate between bottom-up and top-down scholars. Leaving aside the normative aspects of the controversy, they focused instead on empirical arguments about the proper conceptualization of the implementation processes and pragmatically blended the extreme arguments of both sides into models that embraced both central steering and local autonomy. Second, some of the hybrid theorists pointed to important factors that had hitherto received little attention.

Scholars like Sabatier or Winter raised the awareness that implementation cannot be analyzed without looking at the policy formulation process. Sabatier stressed the need to view implementation processes (or processes of policy change in general) not in isolation. Instead, his advocacy coalition framework recognizes that extraneous factors such as external economic developments or influences from other policy fields have to be taken into account as well. Finally, Ripley and Franklin, Windhoff-Héritier and others hinted at the impact of different policy types on the way policies are executed.

What is overlooked by advocates of a synthesis of top-down and bottom-up approaches are the fundamentally different views of both sides on the proper conceptualization of the policy process and the legitimate allocation of power over the determination of policy outcomes in the light of democratic theory. Hence, while it seems possible to combine some of the insights of both models, Parsons is also right in pointing out that some of the differences are so fundamental that the effort to seek a comprehensive synthesis of both approaches is like trying to combine “incommensurate paradigms” (Parsons 1995, 487, see also deLeon 1999, 322–23).

The theoretical approaches discussed so far, despite differing in important respects from each other, have two things in common: They all study implementation processes within nation states rather than at the international level, and they share a common positivist worldview in terms of ontology and epistemology. In what follows, we will discuss a number of recent contributions that take the study of implementation beyond these traditional paths.

3 NEW DEVELOPMENTS IN IMPLEMENTATION ANALYSIS

While the origins of implementation research lay in the study of policy change within nation states, the growing importance of policy making at the international level has given rise to a substantial body of literature that addresses the implementation of these “international” policies at the domestic level. There has been some interest in the effectiveness of implementing international agreements (Brown-Weiss and Jacobson 1998; Victor et al. 1998). Even more scholars have addressed issues of implementation within the European Union.

3.1 IMPLEMENTATION IN AN INTERNATIONAL CONTEXT: NEWS FROM EUROPEAN INTEGRATION STUDIES

The first wave of studies addressing implementation issues in the context of European integration started out with largely descriptive accounts of implementation failures. To the extent that theoretical conclusions were drawn at all, these primarily mirrored the insights of the top-down school in implementation theory. The domestic implementation of European legislation was portrayed as a rather apolitical process whose success primarily depended on clearly worded provisions, effective administrative organization and streamlined legislative procedures at the national level (Siedentopf and Ziller 1988; Schwarze et al. 1990; Schwarze et al. 1991, 1993). Problems in policy execution were not put down to political resistance by domestic implementation actors, but to “technical”
parameters such as insufficient administrative resources, inter-organizational co-ordination problems or cumbersome legislative or administrative procedures at the domestic level.

As far as the general analytical perspective is concerned, most of the research on the implementation of EU legislation continued to be characterized by a top-down view. Implementation processes are usually approached from a perspective that asks for the fulfillment of centrally defined policy goals. Any deviation from the original goals is seen as an implementation problem obstructing the even execution of European-level policies rather than the legitimate problem-solving strategy of “street-level bureaucrats.” What changed over time, however, was the increasing awareness among scholars that implementation is a political process and that the execution of policies is obstructed often enough by the political resistance of domestic actors. EU implementation research thus moved into the direction of what we dubbed “hybrid theories.”

The political character of implementation processes was embraced by the second wave of implementation studies, which evolved in the 1990s. Most of the studies of this second wave focused on European environmental policy, one of the policy areas where implementation gaps had become particularly visible. The theoretical innovation of this strand of literature was the incorporation of frameworks and arguments from comparative politics. One particularly prominent line of argument was based on historical institutionalist assumptions about the “stickiness” of deeply entrenched national policy traditions and administrative routines, which poses great obstacles to reforms aiming to alter these arrangements. Starting from the observation that many member state governments struggled to “upload” their own policy models to the European level (Héritier et al. 1996), it was only a short way to the argument that the “downloading” process becomes problematic if this strategy of policy export should fail (Börzel 2002).

The degree of “misfit,” that is the extent to which a particular supranational policy required member states to depart from their traditional ways of doing things in terms of policy legacies and organizational arrangements, thus moved to the forefront in explaining implementation outcomes. Seen from this angle, European policies face deeply rooted institutional and regulatory structures. If both fit together, implementation should be a smooth and unproblematic process. If European policies do not match existing traditions, however, implementation should be highly contested, leading to considerable delays, and involving a high risk of total failure (see in particular Duina 1997, 1999; Duina and Blithe 1999; Knill and Lenschow 1998, 2000; Börzel 2000, 2003).

It soon became clear that this theoretical argument was too parsimonious to hold in a broader set of empirical cases. Although acknowledging the political character of implementation, the “misfit” argument laid too much emphasis on structural parameters, assuming that domestic actors merely acted “as guardians of the status quo, as the shield protecting national legal-administrative traditions” (Duina 1997, 157). This one-dimensional view was challenged by scholars who argued that the implementation behavior of domestic government parties, interest groups and administrations was independent of the degree of fit or misfit (Haverland 2000; Treib 2004; Falkner et al. 2005).

Thus, researchers increasingly acknowledged that implementation analysis had to pay attention to a multiplicity of domestic actor networks including the variegated preferences and institutional properties of these networks. As suggested by some of the approaches we dubbed “hybrid theories” above, scholars now began to take into account the complexities of the “implementation games” played at the domestic level, and they fully embraced the political character of bringing EU legislation into practice. Again building on theories from the field of comparative politics, domestic implementation processes were seen to be shaped not only by the fit with existing policy legacies, but also by factors like the number of veto players, the presence or absence of a consensus-oriented decision-making culture, or the support or opposition of interest groups (Cowles et al. 2001; Héritier et al. 2001).

The problem with these broader approaches is well-known from “national” implementation research: the more factors we include in our theoretical models, the less are we able to decide which of these factors are the crucial ones and which circumstances determine whether they become rel-
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One tentative solution to this problem is offered by a recent study that analyzed the implementation of EU social policy in fifteen member states (Falkner et al. 2005). Starting from a broad theoretical perspective that incorporated a wide range of hypotheses suggested by previous research, the authors conclude that most of these hypotheses had some explanatory power, but none of them could explain the whole range of implementation patterns observed in the total of ninety case studies. As a solution to this puzzle, they then offer a typology of three “worlds of compliance,” which result from the varying importance of a culture of law-abidingness in the political and administrative systems of the different member states. Hence, the analysis highlights the importance of country-specific cultural conditions. These cultural conditions then determine which sets of other factors are relevant in a particular country setting.

In sum, EU scholars enriched the study of implementation processes by two notable innovations. First, they adopted new methodological strategies. In contrast to “national” implementation research, where “solid cross-national investigations are still rare” (O’Toole 2000, 268), the specific setting of the European Union encouraged an approach that was much more comparative in nature. As a result, cross-country comparison has meanwhile become the standard methodological approach in this field of study. Unlike traditional implementation researchers, EU scholars thus increasingly became aware of systematic institutional and cultural differences in the typical implementation styles of different countries. Moreover, there is a growing number of statistical analyses using the official data on infringement procedures initiated by the European Commission against noncompliant member states (Mendrinou 1996; Lampinen and Uusikylä 1998; Börzel 2001; Mbaye 2001). Although these studies are struggling with all kinds of methodological problems, they could serve to counteract the case study bias that has marked large parts of implementation research so far.

The second innovation is that EU implementation research, instead of seeking to establish a specific “implementation theory,” became more and more receptive to general theories, especially from the field of comparative politics. This is an important development because the incorporation of concepts from historical institutionalism, game theory or cultural approaches facilitates communication with other fields of study and might thus increase the visibility of implementation research in the wider scholarly community.

3.2 The Interpretative Approach to Policy Implementation

The interpretative approach to policy implementation departs from a different ontological stance than the theoretical contributions previously discussed. It considers the strict distinction between facts and values underlying the positivist philosophy of science as untenable, and it challenges the possibility of neutral and unbiased observations. In Yanow’s (2000, ix) words, this means that “…interpretative policy [implementation] analysis shifts the discussion from values as a set of costs, benefits, and choice points to a focus on values, beliefs, and feelings as set of meanings, and from a view of human behavior as, ideally, instrumentally and technically rational to human action as expressive (of meaning).”

The interpretative approach does not take the factual essence of problems as its main point of reference, but shows that multiple and sometimes ambiguous and conflicting meanings, as well as a variety of interpretations, coexist in parallel. While traditional analysis concentrates on explaining the implementation gap between policy intention and outcome, interpretative analy-
sis focuses on the analysis of “how policy means” (Yanow 1996). It also rejects the assumption that policy implementation can be studied without looking at the process of policy formation. In contrast, it assumes that prior debates and policy meanings have an impact on policy execution as they influence implementers’ understanding of the policy problem. Implementing actors are also confronted with multiple policy meanings as policy formation frequently involves the accommodation of contradicting interests. Moreover, the written content of policies may only reflect goals that are publicly expressible, while implementing agencies are also confronted with the need of implementing so-called “verboten goals” (Yanow 1996, 205) that are only tacitly communicated. In this sense, interpretative analysis studies the very definition of the problem or, in other words, it examines the “struggle for the determination of meanings” (Yanow 1996, 19) and scrutinizes “how those meanings are communicated” (Yanow 1996, 222).

Rather than assuming that policy statements are purely rational and goal-oriented, Yanow suggests that statements also have an expressive character. Through them, a polity may reveal its distinct identity (Yanow 1996, 22). In her case study on the establishment of community centers in Israel, Yanow highlighted that the use of the metaphor “functional supermarket” had shaped the concept of community centers’ identity in terms of programs, administrative practices and staff roles. It thus had turned into an organizational metaphor (Yanow 1996, 129–53).

The focus of the interpretative approach therefore lies on the interpretation of meaning passed on by policy actors, implementation agencies and target populations (for a similar argument, see Pützl 2001). Symbols, metaphors, and policy language, which embody multiple meanings, are embedded in what Yanow (1987, 108) calls policy “culture.” It is the analysts’ main task to examine how different actors interpret this policy culture and then track down the effect of these multiple understandings on the implementation process. Furthermore, the analysis focuses on the context in which policy is transformed into practice. In this sense, the examination of the context-specific meaning of policy reveals essential features of the implementation process, as Yanow’s (1996) empirical analysis has also demonstrated.

4 THIRTY YEARS OF IMPLEMENTATION RESEARCH: WHAT HAVE WE LEARNED?

More than thirty years after the publication of Pressman and Wildavsky’s pioneering study, the time seems right to take stock of the lessons we learned from implementation research. We will start by summarizing what seem to us the most relevant insights gained with regard to the area of implementation itself. Second, we will discuss a number of contributions of implementation research to the wider field of policy analysis and political science.

What has implementation research taught us about the driving forces behind implementation? The following five points seem to be worth highlighting:

1. After years of debate between top-down and bottom-up scholars, both sides seem to agree that implementation is a continuum located between central guidance and local autonomy. The preferences of street-level bureaucrats and the negotiations within implementation networks have to be taken into account to the same extent as centrally defined policy objectives and efforts at hierarchical control. The actual position of individual implementation processes on this continuum is an empirical rather than a theoretical question.

2. Bottom-uppers have successfully convinced the wider community of implementation scholars that implementation is more than the technical execution of political orders from above. It is itself a political process in the course of which policies are frequently reshaped, redefined or even completely overturned.
3. What bottom-up scholars already suggested a long time ago has become more and more accepted also among the proponents of “hybrid” or “synthesizing” theories: implementation and policy formulation are highly interdependent processes. If not abandoning the “stagist” model of the policy process altogether, it now seems to be widely accepted that it is at least necessary to take into consideration the impact of policy formulation on implementation.

4. Especially the work of Sabatier has alerted us to the fact that implementation processes (and processes of policy change more generally) should not be viewed in isolation. Instead, exogenous influences from other policy fields or external economic developments need to be taken into account.

5. Recent EU implementation analysis has highlighted that different countries seem to have different “implementation styles.” To learn more about the contrasting logics of implementation in different country settings, more research with an explicit focus on cross-country comparison (national, regional and local studies) is needed. Moreover, this strand of the literature demonstrated that rather than searching for a unique “implementation theory”, theoretical arguments from comparative politics, such as the veto player theorem or insights from historical institutionalisms, can shed new light on implementation processes.

Further to these insights on the forces that drive the process of putting policy into practice, implementation studies have also contributed to three wider debates in policy analysis and political science.

First, implementation research contributed decisively to the debates in public administration and organizational theory about the character of modern bureaucracies. As bottom-up scholars persistently argued that administrative actors are often not tightly enough controlled by politicians and have quite some autonomy in determining how policies are actually executed, they delivered a serious blow to the conviction that modern public administrations resembled the Weberian model of a hierarchically organized and technocratic bureaucracy that is subordinate to the authority of political leaders. What has come to the fore, instead, is the view that public administrations have much more complex organizational structures and are much less hierarchically ordered than assumed by the Weberian model. Above all, implementation analysis has shown that administrative actors have their own political goals and that they use the considerable discretion they often have to pursue these goals rather than the ones prescribed by the political echelons above them. In this sense, Palumbo and Calista (1990, 14) are right in concluding that “implementation research has finally laid to rest the politics–administration dichotomy”. Instead, implementation scholars paved the way for a more realistic conception of the institutional features and the role of modern public administration in politics.

Second, the wider debates on political steering and governance, which have been particularly lively in Europe, especially in Germany, owe much to the insights of implementation scholars (for an overview, see Mayntz 1996, 2004). In the 1960s and early 1970s, the dominant view in this debate was characterized by political planning approaches (Mayntz and Scharpf 1973). These approaches started from the assumption of a simple hierarchical relationship between an active state and a passive society. In this view, the ability of political leaders to shape society according to politically defined goals found its limits only in the availability of scientific knowledge about the most pressing problems to be solved and in the effectiveness of the state machinery to devise the proper political strategies to address them. Neither the actual execution of policies by administrations nor the reactions by target groups were seen as a major problem. The findings of implementation scholars about the complexities and problems of policy execution meant a serious setback to this model. The second attack came from interest group research, which discovered, especially in Europe, various forms of neocorporatist patterns where governments cooperated with strong interest associations in policy formation and implementation or even delegated certain public tasks to “private interest
governments” (Schmitter and Lehmburgh 1979; Streeck and Schmitter 1985). In theoretical terms, a fundamental critique of the paradigm of hierarchical steering was added by autopoietic systems theory, which argues that society is made up of a set of autonomous subsystems, each of them functioning according to a specific logic. The relative closure of each individual subsystem makes it hard for other subsystems (and therefore also for the political system) to influence them in a deliberate fashion (Luhmann 1985). All of these developments finally gave rise to a new, nonhierarchical model of political steering. The new keyword of this model is “governance” within policy networks or negotiation systems where public actors from different levels cooperate with private actors in the production and execution of policies (Rhodes 1997; Scharpf 1997; Pierre and Peters 2000, chaps. 6 and 9).

Third, implementation scholars, especially those from the bottom-up camp, were among those who voiced serious concerns as to whether classical liberal democratic theory was still appropriate for a world in which not only elected representatives but also administrative actors and interest groups have a decisive say in shaping and delivering policies. Hence, implementation analysis gave an important impulse for the development of alternatives to the model of representative democracy.

Admittedly, the efforts to develop such an alternative model of democracy have only produced some preliminary results. However, there are two strands of theorizing that should be noted here. The first one centers on the Habermasian notion of deliberative democracy, which is based on the idea that democratic decisions are the outcome of consensus-oriented, rational discourses among all affected actors (Habermas 1987; Miller 1993). In implementation research, scholars like deLeon (2001) have taken up the notion of deliberative democracy, and interpretative approaches to implementation (such as Yanow 1996) are also built upon this model of democracy. The other strand does not presuppose consensus-orientation and arguing, but tries to develop democratic standards for the interactions of public and private actors within negotiation systems or policy networks. One example is the model of “associative democracy” (Cohen and Rogers 1992; Hirst 1994), which is based on the assumption that in modern societies, many nonelected actors, especially interest associations, have a crucial say in policy making. Rather than seeing this as a danger for democracy, the authors suggest that these actors, to the extent that they are representatives of certain groups of citizens and their common interests, can also add to the legitimacy of political decisions.

5 CONCLUSIONS AND FURTHER OUTLOOK

We have demonstrated in this chapter that implementation research has produced a number of important insights with regard to both the field of implementation itself and the wider context of the social sciences. Nevertheless, it is not particularly prominent in the wider scientific community. For example, neither the New Handbook of Political Science (Goodin and Klingemann 1996) nor the volume on Theories of the Policy Process edited by Sabatier (1999) include more than a few scattered paragraphs on the issue of implementation. In our view, the visibility of implementation analysis was severely hampered by three persistent weaknesses.

First, implementation research has been characterized by a lack of cumulation. For a long time, constructive cumulative research was impeded by the fundamental clash between top-down and bottom-up scholars (Lester et al. 1987, 210). However, as the discussion above has shown, this problem also persists after synthesizing or hybrid theories had tried to bridge the gap between these approaches. For example, the findings of European integration scholars have thus far been largely neglected by “national” implementation research.

4 Neither the recent summarizing articles by O’Toole (2000) or deLeon (2001) nor the latest handbook on implementation research by Hill and Hupe (2002) or the recent symposium on implementation analysis in Public Administration (Schofield and Sausman 2004) include any reference to this strand of research.
Second, the theoretical models presented by implementation scholars, no matter whether they emerged in the context of the first, second, or third generations of research, typically comprise a multitude of potential explanatory variables. Yet we know little about which of these factors are more or less important under what kind of background conditions.

Third, the largest part of implementation research has been characterized by a shared positivist ontology and epistemology that largely ignores the role of discourses, symbols, and cultural patterns.

However, these weaknesses do not suggest that implementation research should be abolished altogether, as has been argued by scholars like Ingram or Sabatier, who moved on to other subjects such as policy design or the study of policy change more generally. Unlike this group of scholars, who have recently been dubbed “terminators” (Lester and Goggin 1998, 3), we think that it is still very useful to invest time and money into the study of how policies are transformed into action. Unlike the advocacy coalition framework and many network approaches, we think a separate analysis of implementation is useful since the actors involved in policy formation and implementation, while partly overlapping, are certainly not always exactly the same. Hence, keeping the stages of the policy process separate and focusing on one of them in more detail still seems to be worthwhile, although the interdependencies between the stages have to be taken into account as well.

But in order to advance our understanding of implementation beyond the level that has already been achieved, implementation research needs to take new directions. In particular, implementation analysis should strive to avoid the weaknesses that have hitherto curtailed its impact on the study of policy change. In this sense, we belong to the group of what Lester and Goggin (1998, 2) have called “reformers.” First, more mutual awareness of the findings of other scholars in the field could certainly boost more cumulative research. Processes of cross-fertilization could thus improve our understanding of implementation processes.

Second, the problem of overcomplex theoretical models might be mitigated by moving toward what deLeon (1999: 318) has dubbed “contingency concepts,” which take institutional properties of implementation structures, policy types, or country-specific cultural variables as framework conditions that make certain types of implementation processes and certain clusters of explanatory variables more likely than others. There have been some initial attempts in this direction (e.g., Matland 1995; Windhoff-Héritier 1980), but the potential of this approach has certainly not been used to the fullest extent possible. Careful comparative investigations of cases that have been selected with a view to systematically varying different policy types, institutional settings, countries and (more or less) successful or failed instances of implementation, could complement these theoretical efforts.

While these two strategies point into a similar direction as the one suggested by third-generation scholars (see e.g., Lester and Goggin 1998), notably to continue implementation studies in a more sophisticated way, there is also another sphere which previous research has only touched upon rudimentarily. There is much to be learned from interpretative and constructivist approaches, which argue that policy contents and objectives as well as implementation problems often cannot be discerned on an objective basis. Instead, the nature of what is at stake in processes of policy execution may be subject to fundamentally different perspectives that are shaped by language, culture, and symbolic politics.
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Do Policies Determine Politics?

Hubert Heinelt

1 INTRODUCTION

One influential thesis for analyzing the policy process has been formulated by Theodore Lowi. He has argued, “Policies determine politics” (Lowi 1972, 299). In this chapter, the context will first be outlined against which Lowi developed his thesis (section 1). The chapter will then address the influence of this thesis on the academic debate as well as on the doubts raised about its explanatory potential for analyzing individual policy sectors like labor market policy, public old age pension policy, environment policy, or migration policy. The main focus of this chapter will be on how to make use of Lowi’s thesis in respect of individual policy fields. However, such an attempt is limited because policies cannot effectively be considered separately from their related historical and locational structures and actor constellations related to them. What this implies and how to cope conceptually with this problem will be addressed in the chapter’s final sections.

2 LOWI’S THESIS “POLICIES DETERMINE POLITICS”...

Lowi’s thesis was initially related to basic policy mechanisms or policy types, namely, distributive, redistributive, and regulatory policies. Its relevance has first of all to be seen in the time during which it was formulated. It was Lowi’s ambition to develop a framework for categorizing case studies (see Benz 1997, 303). At the same time, he wanted to draw attention to the question: what does policy making (in the sense of politics) depend on? This was a key issue because at that time studies were strongly influenced by Easton’s (1965) model of the political system according to which the political-administrative system remains a black box between political input (demands of and support from citizens) and political outputs (laws, programs and such). Processes within the political system remained unanalyzed. Lowi’s thesis pointed in the direction in which one should look for an answer—at the content of a policy and the kind of problems associated with it.

Because the content of a policy—in the sense of its distributive, redistributive, or regulatory character (see Table 8.1)—implies particular outcomes, this results in particular responses from those affected, which, in turn, have an impact on political debate in terms of decision making as well as implementation. Or as Lowi (1964, 707) put it, “It is not the actual outcomes but the expectations as to what the outcomes can be that shape the issues and determine their politics.” This leads to different kinds of “policy arenas” that exhibit particular features of conflict or consensus. They are crucially shaped by the costs and benefits identified by those involved. In summary, a policy aimed at redistribution and an unequal allocation of costs and benefits will be found in an arena

1. This paper has been finished during a stay as a visiting fellow at the School for Policy Studies, University of Bristol. I have benefitted a lot from fruitful discussion there, especially with Alex Marsh and Randall Smith.

2. Later on (Lowi 1972) constituent policy was added, i.e., procedural policy setting the rules for policy making, which will not be addressed in detail in the following.
characterized by conflict. By way of contrast, a policy trying to offer universally available services or goods with unclear consequences for the distribution of costs and benefits will be found in an arena characterized by conflict-free processes of policy making. The same applies to a regulatory policy which includes a binding code that does not result in observable benefit. It may imply costs and benefits but they are hard to calculate or predict. Or to put it precisely: “In all components of conventional politics—legislative, administrative, judicial and civil society—the choice of policy mechanisms imposes predictable constraints on the outcomes of public actions and is not simply derivative from either the electoral process or the configuration of interest groups” (Nicholson 2002, 165 with reference to Lowi 1972, 300).

The emphasis given by Lowi to the linkage between the mentioned policy mechanisms and policy arenas characterized by a certain degree of conflict or consensus was inspired by a certain approach: Lowi was interested in “the choices about how to apply the power of the state and not primarily on what goals the state should pursue” (Nicholson 2002, 163). This led to a microanalysis of how public power has been applied coming to the result that this could be done in different ways and that policy choices are possible—namely between the mentioned policy mechanisms or types. In other words, because perceptions of policy outcomes are relevant, strategic policy makers—in a position to influence those perceptions—can increase the likelihood of a direct influence on the policy process.

This is addressed in the policy analysis literature by the key phrase “issue relabelling” (see Windhoff-Héritier 1987, 56–57 for an overview). This means that by relabelling a policy, the perception of what a policy is about can be influenced—and by this the policy process is also affected. For example, regional policy aiming at equalizing or at least balancing regional and social disparities is apparently redistributive. However, to calm down controversies resulting from the redistributive effects of this policy, emphasis can also be placed on related measures that are of general benefit. The development of the infrastructure, for instance, can improve the accessibility of regions, in relation to the exchange of products (the market) or the mobility of people (for the workforce as well as for tourists) (see Heinelt 1996, 20).

The success of “issue relabelling” depends crucially on the specific context. This applies for the expressions used and the notions to which they are related. A good example is the opening up of a debate about immigration policy in Germany in 2000 by the discussion about a “green card.” The expression “green card” was related to its particular American context, and thus to a “demand-driven” and selective immigration policy.
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This example also points in another way to the importance of embedding “issue relabelling” in a particular context. Chancellor Schroeder introduced this issue at a specific place and in front of a particular audience. It was the opening speech at Cebit Hanover, the world’s largest fair for computers, communication, and information technology, where he could be sure (against the background of a labor shortage in this sector of the German economy) that his rearticulation of the immigration agenda would find not only support from his listeners, but also be picked up by the media.

3  …AND ITS IMPACT ON DEBATES IN POLITICAL SCIENCE

Although this line of thinking has been very influential not only in policy analysis but in political science in general (see Benz 1997, 303) and reflections on the distributive, redistributive, or regulatory effects of policies have become usual starting points in analyzing policy processes, Lowi’s approach has also been criticized.

For instance, it can be argued that the emphasis placed on expectations or perceptions by Lowi (when stating that it “is not the actual outcomes but the expectations as to what the outcomes can be that shape the issues and determine their politics”) does not lead to clarification in respect of policies or policy types. Instead, because perceived outcomes are determining politics, the clarity gets lost in linking particular policies to conflictual or consensual arenas. Indeed, when one-sided restrictions or disadvantages are perceived in respect of a law with a regulatory content, it can lead to political conflict just like redistributive policy, even though such a law may be generally binding and affecting everyone.

One example of this is the European Union directive about the employment of workers from other member states in addressing issues like social security contributions and benefits, as well as wages according to national wage agreements. This directive has caused major arguments in some countries (like Germany) where the negative impact on the endogenous workforce has been obvious. In the light of this example, one can question Majone’s thesis (1994) that the future of the EU is that of a “regulatory state,” i.e., the EU will be capable only of regulative (market-correcting) and not redistributive policies, because the latter implies conflict and goes beyond the decision making capacity of the EU (see Heinelt 1996, p. 17–20). The same argument could apply to a distributive policy. Consider the provision of kindergartens in a time when the proportion of households without children is increasing. In such a context this “classical” distributive policy, can be perceived as redistributive one, as a one-sided support for families or a redistributive burden sharing between households with and without children.

The academic debate on Lowi’s thesis has also been taken further in another direction. The thesis (policies determine politics) has been de-coupled from the types of redistributive, distributive, and regulatory policies insofar as attempts have been made to relate it to policy sectors like labor market, public old-age pension, environment, immigration, and the like. This approach to providing an answer to the question of how and why policies determine politics has been linked to the increasing focus of policy analysis on specific policy sectors (Windhoff-Héritier 1983, 351). But in looking at individual policy sectors, the focus on the three policy types appears not to be very fruitful, because within policy sectors distributive, redistributive, and regulatory policies as well as consensual or conflictual policy arenas can be found at the same time as well as sequentially. For instance (like in Germany: see Egner et al. 2004), in housing policies rent allowance and legal protection of tenants can be complementary, i.e., instruments supporting tenants in the housing sector comprising, in the first, case a redistributive and, in the second case, a regulatory policy mechanism. Further, these instruments can (at least in some countries) rely on social housing built in the past by developers who have received subsidies which represent a redistributive policy. Finally, one can consider measures for the improvement of the infrastructure in a neighborhood, which can be labeled as distributive policies.
Attempts to make clear statements on the nature of policy-politics interdependencies by individual policy sectors are not only confronted by the phenomenon that regulatory, redistributive and distributive policies can be of relevance for a certain policy field at the same time. Furthermore—and providing that such an attempt should start from Lowi’s model—it has to be clear that Lowi offers a tool of microanalysis (as mentioned above), i.e., to explain or even to predict why a certain program characterized by one of the mentioned policy mechanisms is leading to particular policy processes. “This is not a fatal flaw and it does not, in and of itself, undermine the utility of the model so long as one applies it safely within particular historical eras and specified institutional frameworks” (Nicholson 2002, 170). But attempts to make clear statements on the nature of policy-politics interdependencies by individual policy sectors are clearly not restricted to the application of a certain model (like that of Lowi) to a historically given institutional setting. Instead, a more general approach is in play clarifying general characteristics of policy processes in policy fields. Additionally, it can be argued that “policy choices,” i.e., choices between a regulatory, redistributive, and distributive policy (as assumed by Lowi’s approach of microanalysis of the policy process) are hard to make (or even hardly possible). Instead reflections on structural constraints and opportunities for policy making or tools of macro analysis seem to be necessary—not least as argued in this chapter regarding policy sectors.

However, in looking for such tools to identify structural constraints and opportunities for policy making by individual policy sectors contingent factors, labeled by Windhoff-Heritier “policy contingencies” (1983, 359), can hardly be denied. These policy contingencies mean that policy sectors should not be seen as unchanging or independent, but as contingent, that is, dependent on institutional structures as well as affected by the specific perceptions and actions of actors. Benz (1997) has tried to address the challenge to consider specific policy-politics relations as well as “policy contingencies” from the perspective of an actor-centered institutionalism. According to him, the interests of actors define what a policy is or should be about. However, this actor, or interest-related definition of policies, has to be connected with (1) a “feasible set” given at a certain point in time and with (2) an already existing institutional structure (Benz 1997, 306). In other words, simply through the definition of a policy a problem becomes subject to political decision and therefore a task of politics. Nevertheless, institutional conditions and power relations impact on the definition of a policy, but they do not totally determine decisions. They leave room for discretion (see Benz 1997, 305, 310) according to the particular (historical) situation in which actors have to solve a problem or define it.

This argument avoids the difficulty that academic policy analysts can get into if they strictly follow the thesis “policies determine politics” regarding policy sectors and if this thesis is not combined with reflections on policy contingencies. Specifically, the would imply—given that a policy sector would be seen as the only relevant variable for explaining politics—that institutions, parties, forms of interest mediation, political culture, etc. do not matter, only the policy sector does.

In fact, the statement that only the policy sector matters is inadequate for academic policy analysts. For example, studies in comparative public policy start from national variations in individual policy sectors and try to explain them by institutions, parties, forms of interest mediation, and political culture (see the seminal work of Heidenheimer et al. 1975 and for different approaches to explain national differences Heidenheimer et al. 1990, p. 6 ff.). Again, in policy studies focused at the local level differences in urban policies are explained by diverging institutional conditions, particular situations (“feasible sets”), as well as actor-related definitions or perceptions of problems and ways to solve them (see for an overview of recent studies Haus et al. 2005).

However, in these studies on policy sectors, generalized arguments on policy-politics interdependencies are missing, or are conceptually underdeveloped (this is also true for the work of Heidenheimer et al. 1975). This is not so surprising: “the comparison of a single policy sector across nation-states prioritizes institutional variation” (John and Cole 2000, 251), and a comparison of case studies of cities in a single country with more or less the same institutional settings leads to a focus on local particularities.
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John and Cole (2000) try to provide an empirical answer to the question “When do institutions, policy sectors, and cities matter?” and concluded that the “research findings do not neatly confirm one of the three hypotheses” (John and Cole 2000, 264)—namely “policy sectors matter,” “institutions matter,” and “cities matter” (where the latter would relate not only to place but also to a certain “feasible set” at a particular point in time). But the study made clear (based on local economic development and secondary education two French and two British cities) that policy sectors play a role insofar as nationally divergent institutional settings are embedded in them, which influence the formation of local particularities and certain “feasible sets” at particular points in time in general. This can be linked to a concept of “policy institution” according to which “a particular policy arena has a set of formal and informal rules that determine the course of public decision making” (John and Cole 2000, 249 with reference to Mazzeo, 1997).

In the following, the formation of different policy institutions (or policy-specific arenas) will be linked to two elements characteristic of a particular policy sector: the distinctiveness of the problems to be addressed, and specificity of the consequent effects of a policy.

The first element points to specific conditions (challenges as well as options) to address a problem according to its very nature. The second element refers to specific impacts on those affected.

In practical terms, this means that in the case of public pension policy, for example, a centralized structure of the delivery system is likely as well as conditionally structured policy instruments, i.e., particular conditions that have to be met for someone to benefit from the provision offered by this policy. Furthermore, the potential beneficiaries of such a policy are likely to remain passive. This means meeting the conditions laid down—those which apply to them not just as individuals but to a social category or a collective entity (e.g., older people). It also means being guaranteed to receive a clearly defined provision from a centralized delivery system. The situation is different in the case of social services. Here decentralization, an orientation toward a certain policy objective (e.g., social inclusion in general or drug prevention in particular), is linked to an individual (e.g., a drug addict) and the active involvement of that person is crucial.

Although changes over time in individual policy sectors as well as international comparisons of public policies demonstrate major variations, they also point to some general policy-specific institutional arrangements—such as those just mentioned regarding public pension policy and social services—and the prevalence of certain forms of policy making in different policy sectors. Such features will be considered in the next section.

4 DIMENSIONS FOR DISTINGUISING POLICY-POLITICS RELATIONS

Let us start from the point discussed earlier—the perception of a problem as well as the impact of the solution of a problem play a crucial role in conceptualizing policy-politics relations. Additionally, three further aspects are connected to perceptions of how a problem can be solved politically—differences in predictability, shifting or static policy boundaries, and interdependencies between policy sectors (see Table 8.2).

4.1 DIFFERENTIAL OR GENERAL IMPACT OF A PROBLEM

Assuming policy making is analyzed as a process of solving problems—as is usual for policy analysis (Mayntz 1982, 72)—the kind of problem to be solved politically cannot be ignored. Problems transferred from the societal environment into the political system and taken up by the latter to be solved by a societally binding decision can be classified in different ways. In this section, the emphasis is on the distinction between problems affecting everyone and those that just affect some. This distinction is important because it refers to the level of conflict that can occur if something (or nothing) happens to address a particular problem.
This becomes clear when looking at standard risks of employees addressed by different social policies. Everyone gets older and every employee is confronted with the prospect of not being able to earn his/her own living. Unemployment differs from these standard risks because it may threaten every employee but actually affects only some, and it affects some in such a way that the chance of earning one’s living is placed in question over a long time so that social exclusion is likely to occur. The fact that unemployment is a socially selective risk may explain why unemployment—in contrast to the social risk of not being able to earn one’s living beyond a certain age—is addressed politically in a rhetorical sense but not with real priority. When unemployment is high on the public policy agenda (beyond political rhetoric, as in the case of the ongoing “workfare” reforms; see for an overview Finn 2000) it is usually done for other reasons, such as to reduce public spending.

However, the difference between a problem affecting some people but not everyone is not all that clear and, moreover, can be dynamicized due to political debate. In comparing countries, it becomes clear that views on those affected, as well as the perception of reasons why they are affected, differs between countries. For instance, the perception that it is one’s personal responsibility if one is unemployed is widespread in the UK, whereas in Germany the prevailing perception is that unemployment is a societal (and not an individual) problem to be solved politically (see Cebulla 2000). However, as the recent reform of labor market policy in Germany shows (Heinelt 2003) this can change.

4.2 Individualizing and Collective Policy Effects

That political actors can respond, for example, to the problem of unemployment cannot be explained adequately by the structure of the problem according to the distinction outlined above. What also has to be considered is whether or not the effect or the objective of a policy is regarded as something related to individuals or to a group. This becomes clear when considering labor market policy. An active labor market policy consists of measures aimed at bringing the unemployed back into the work force. A “passive” labor market policy consists of providing cash benefits for the unemployed (see Schmid et al. 1992).

3. This fits in with Luhmann’s (1991, 1993) distinction between “risk” and “danger.” According Luhmann, a risk refers to action or nonaction by an actor, whereas a danger refers to something beyond the scope of individual influence. However, as argued above, what is perceived as a risk or as a danger varies. Furthermore, it can be said that a thunderstorm may be a danger, but it is a risk to walk over an open plain during a thunderstorm or when a thunderstorm is expected.
Because active labor market policy focuses directly on improving “employability” (to use the EU jargon) or creating employment, it implies an individualization as it depends on how individuals do or do not make use of job offers, job qualifications, and job creation schemes and so forth.4

The situation for public old age pension policy is different from unemployment and labor market policy. It addresses not only the (collective) security of living beyond a certain age for older people in society but also for younger people, because they have an interest in having secure prospects for the later stages of their lives.

The profile of an active labor market policy implies that (key) policy makers can point to the individual use (or nonuse) of policy instruments available for (re)integration into the employment system that may reduce political demands to do more. In the case of public pension policy, arrangements have to be made which include collective entitlements to withdraw from the labor market. However, the importance of a fixed retirement age depends on a politically secured level of income enabling those reaching this age (as a social group) actually to withdraw from the labor market.

Therefore, differences in specific policy sectors do not only result from the fact that some problems just affect some (i.e., that some problems are socially selective) and other problems affect everyone but also from individualizing and collective policy effects. These two dimensions, through the different responses by citizens and policy makers, lead to further specific features of the politics of the policy making process.

4.3 Predictability

The predictability of both the development of the societal environment of the political system, as well as of the effects of political decisions or interventions, are crucial issues for politics which differ by policy sectors.

The predictability of the effects of political decisions is related to the range of choices available. As more options become available, the effects of political decisions are harder to predict and the more contested the debate becomes on how to solve a problem. This becomes clear when looking at the political debates on how to combat unemployment. The more diagnosis about the reasons for unemployment and measures to solve this problem are not only manifold but also contradictory, the more the predictability of the outcomes of certain programs is questioned from the very beginning.

However, looking at labor market and employment policy further, policy sector-related particularities linked to predictability of policy outcomes can be clarified. In the case of active labor market policy, the effects of political decisions on the labor market are relatively easy to predict because they are directly linked to employment or training offers for specific (groups of) persons and can directly decrease the number of unemployed. Such a decrease is quantitatively predictable. In the case of employment policy, i.e., a policy aimed at reducing unemployment indirectly through an increase in public demand/spending, the financial support of private investment or a reduction in the working week/month the circumstances are different because the effects of such measures on the labor market depend on spillovers and the behavioral responses of independent (economic) agents, which can hardly be influenced politically. For instance, a reduction in working hours per week does not necessarily imply that the workforce will increase proportionately.

Even more clear is predictability in public (old age) pension policy. In this case, using known demographic structures and actuarial calculations, it is statistically simple to measure the future financial consequences of a new regulation.

---

4. Furthermore, the majority of unemployed people do not see unemployment as a problem determining their lives but as a transitory phenomenon.
4.4 INTERDEPENDENCIES AND POLICY BOUNDARIES

In the case of labor market policy, further fundamental challenges appear, reflecting some of the characteristics of policy-politics interdependencies. On the one hand, effects and feedbacks from other policy sectors are harder to assess than in other areas—for example, public pension policy. This is due to the fact that labor market policy does not have clear boundaries. Instead, it is characterized by shifting boundaries in relation to education, early retirement, (urban) regeneration, or family policy. On the other hand, dependency on economic development is more striking than in the case of public pension policy. For the latter, benefit demands are predictable against the background of a more or less stable demographic development, and pension policy is dependent on economic development only on the income side and not additionally in the short term on the spending side, as in the case of labor market policy.

Interdependencies and shifting boundaries of a policy imply more than uncertainty in policy processes in respect to predicting, planning, and taking decisions. Shifting policy boundaries are also associated with an actor constellation being many layered, many faceted, fragile, and muddled. Actors may enter or leave the arena; new linkages may evolve, loosen or even get cut; policy objectives may move, be newly established, or even abolished. Whereas this applies particularly to policy sectors like the labor market, public pension policy is an example of a policy sector in which the involvement of actors is relatively stable and the dominant policy objectives do not shift.

However, in some respects the impact of shifting policy boundaries and interdependencies can also be ambiguous. Linking a policy sector with others can strengthen it in respect to agenda setting, allocation of funding, etc. But the other side of the coin is that the more there are interlinkages with other policy sectors and the more a variety of actors are involved, the bigger the danger of blurred policy objectives that can, in turn, negatively impact agenda setting, allocation of funding, and the like. Which situation applies depends on (as discussed in section 3) the perception of problems and the definition of what a policy is or should be about, and this is the result of the objectives and interests of actors. But this is connected with a certain institutional context and a particular “feasible set” at a given point in time (see, as an example, the development of housing policy in Germany; Egner et al. 2004).

5 “POLICY INSTITUTIONS”

To exploit the explanatory potential of the just described framework for distinguishing and clarifying policy-politics relations within policy sectors against the background of John and Cole’s (2000) definition of “policy institutions” as well as the ideas of Benz (1997) inspired by an actor-centered institutionalism, mentioned before the following seems to be appropriate.

One should start from the distinctiveness of problems to be addressed in a policy sector and the particularities of effects linked to it. To do this the dimensions developed for distinguishing policy-politics offer guidance. Building on these dimensions, specific institutional settings (including their formal and informal rules) of policy sectors to be found in individual countries (or even at subnational level) and at certain points in times should be scrutinized. Through such an empirical approach, historically specific features of policy sectors will emerge, as will the relevance of core patterns of actor constellations over time and variation between countries and cities. Such constellations can be seen as sector-specific patterns of policy networks comprising of particular executive, legislative and societal organizations or actors typically involved in the development, decision making and implementation of a particular policy. Therefore, policy sectors can differ over time and by country or city, but attention should be paid to specific policy networks characteristic of a particular policy sector (for overviews about different typologies of policy networks see Jorden and Schubert, 1992; Waarden, 1992).
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For instance, the kind of actors involved, as well as their constellation or the linkages between them, can differ with respect to centralization or decentralization of implementation as a result of the particular problem to be addressed (see public pension policy and social services above). Furthermore, the kind of actors clearly differs when looking at local level policies aiming at economic competitiveness or social inclusion (see Klausen and Sweeting 2005) because in the one case a limited number of highly resourced economic and public actors are involved, whereas in the other a multitude of societal actors are usually integrated beside different public ones. In these two policy sectors the ways the actors are interacting or taking decisions are strikingly different, which has without any doubt effects on how policy is made (by majority, hierarchy, bargaining, or arguing; see Klausen et al. 2005). In the field of economic competitiveness, the participation of highly resourced economic actors is decisive to achieve policy objectives and the relevance of majoritarian decision making by a representative body and hierarchical interventions by public administration officials is limited because the economic actors should not feel frustrated. Instead bargaining plays a crucial role. In the sector of social inclusion societal actors (e.g. from the voluntary sector) have limited opportunities for negotiating with public authorities. Instead, they have to convince them by “good reasons” or public argument, and majoritarian decision by a representative body and hierarchical interventions by public servants are usually crucial for redistributing financial resources, and defining and securing the claims of single individuals as well as of groups, such as disabled people.

The institutional setting embedded in policy sectors, i.e., “policy institutions” goes beyond actor constellations or policy networks, although there is a link between institutions determining a “feasible set” of choices for actors and actors reproducing and reshaping institutional imperatives.

The explanatory value of the notion of “policy institutions” is clarified by the following examples (see Heinelt and Meinke-Brandmeier 2005). Environment protection is usually characterized as a regulatory policy, but it can also rely on financial incentives or support and therefore on redistributive or distributive policies. When it comes to the application of regulatory rules hierarchical decisions by public authorities (by planning acceptances or rejections) are crucial. Additionally, the approval or rejection of hierarchical decisions can play a role. Both can be perceived as “policy institutions” determining the course of policy making in the phase of implementation of environment protection. These sector-specific “policy institutions” in the phase of implementation of environment protection differ from those in consumer protection, although the latter is also primarily a regulatory policy relying (as in the case of environment protection) on financial incentives or support. Consumer protection regulates relations between producer, customer, and standards of food safety. It employs therefore prescriptions subject to legal review by courts. However, a main policy instrument for food safety is labeling. This leaves the decision of buying or not buying a certain commodity (e.g., genetically modified products) to the customer, and the institution through which individual consumer choices might lead to a particular outcome (production or availability of a certain commodity) is the market or its so-called “invisible hand.”

The consequences of these two “policy institutions”—public administrations intervening (together with courts) hierarchically in society in the one case and guidance and control through the invisible hand of the market in the other—for politics are obvious—for example, looking at room for political maneuvering for civil society. Whereas environment groups see themselves in an unfavorable situation because they are forced to transform their ecological reasoning into a legal argument and mount protests (which do not usually impress public administrations or courts), consumer protection groups are in a better position because they can try to influence consumer choices by public reason and persuasion—the heart of their repertoire of political actions (for more detail, see Heinelt and Meinke-Brandmeier 2005).

If we take particular institutional setting and policy-specific networks in the way outlined above, then Lowi’s thesis “policies determine politics” makes sense insofar as characteristics of policy processes can be related to institutional settings and actor constellations typically involved in the development, the decision making, and implementation of a particular policy.
6 CONCLUSION

To realize what Lowi’s thesis intended, namely to offer a basis for the development of a “policy theory” by a typology of policy-related structural features, three points are crucial. First, Lowi’s orientation to policy choices and its focus on microanalysis has to be broadened by reflections on a macro level. Second, the systematic distinction of perceived problems as well as policy outcomes has to be taken further. The reflections on different dimensions for distinguishing policy-politics relations (see section 4) offer some progress in this respect. Third, specific “policy institutions,” i.e., “a particular policy arena [with] a [certain] set of formal and informal rules that determine the course of public decision making” (John and Cole 2000, 249), should be analyzed to answer the question why they allow for policy processes with certain characteristics—and not for others. Although such an analysis would be empirical and historically oriented, options for generalization are not impossible per se. On the contrary, options for generalization are mostly available and should be more strongly used.
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The Advocacy Coalition Framework (ACF) is a policymaking framework developed to deal with intense public policy problems (Sabatier and Jenkins-Smith 1988, 1993, 1999). It is best served as a lens to understand and explain belief and policy change when there is goal disagreement and technical disputes involving multiple actors from several levels of government, interests groups, research institutions, and the media (Hoppe and Peterse 1993). The ACF has proven to be one of the more useful public policy frameworks (Schlager 1995; Schlager and Blomquist 1996; Johns 2003).

Since the ACF’s inception in 1988, there have been dozens of ACF case studies and publications. Recent examples are listed in Table 9.1.1 Most applications deal with energy and environmental policy in the United States, Canada, and Europe (e.g., air pollution, marine/coastal policy, water policy, oil/minerals, and climate change). But researchers have increasingly applied the ACF to policy areas outside of energy and environmental policy (e.g., domestic violence, drug policy, and public heath). There has also been an increase in the number of researchers applying the ACF to issues in Asia, Africa, Australia, and South America.

Despite the worldwide applications of the ACF in a variety of policy areas, we are observing a need for a more digestible version of the ACF for public and private managers.1 This chapter provides a field guide to the ACF. It is written for people without a strong public policy or political science background who are interested in formally and informally applying the ACF to think criti-

<p>| TABLE 9.1 |
| Recent Examples of ACF Applications |</p>
<table>
<thead>
<tr>
<th><strong>Author</strong></th>
<th><strong>Year</strong></th>
<th><strong>Geographic Scope</strong></th>
<th><strong>Substantive Topic</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Herron and Jenkins-Smith</td>
<td>2002</td>
<td>U.S.</td>
<td>Nuclear security</td>
</tr>
<tr>
<td>Zafonte and Sabatier</td>
<td>2004</td>
<td>U.S.</td>
<td>Air pollution</td>
</tr>
<tr>
<td>Weible and Sabatier</td>
<td>2005</td>
<td>U.S.</td>
<td>Marine protected areas</td>
</tr>
<tr>
<td>Leach and Sabatier</td>
<td>2005</td>
<td>U.S.</td>
<td>Watershed partnerships</td>
</tr>
<tr>
<td>Jordan and Greenaway</td>
<td>1998</td>
<td>U.K.</td>
<td>Coastal water policy</td>
</tr>
<tr>
<td>Sato</td>
<td>1999</td>
<td>Japan</td>
<td>Smoking control</td>
</tr>
<tr>
<td>Abrar, Lovenduski, and Margetts</td>
<td>2000</td>
<td>U.K.</td>
<td>Domestic violence</td>
</tr>
<tr>
<td>Liftin</td>
<td>2000</td>
<td>Canada</td>
<td>Climate change policy</td>
</tr>
<tr>
<td>Carvalho</td>
<td>2001</td>
<td>Brazil</td>
<td>Metallurgical development</td>
</tr>
<tr>
<td>Kühler</td>
<td>2001</td>
<td>Switzerland</td>
<td>Drug policy</td>
</tr>
<tr>
<td>Bryant</td>
<td>2002</td>
<td>Canada</td>
<td>Public health</td>
</tr>
<tr>
<td>Chen</td>
<td>2003</td>
<td>Australia</td>
<td>Censorship</td>
</tr>
<tr>
<td>Farquharson</td>
<td>2003</td>
<td>Global</td>
<td>Tobacco policy</td>
</tr>
<tr>
<td>Kim</td>
<td>2003</td>
<td>Korea</td>
<td>Water policy</td>
</tr>
<tr>
<td>Beverwijk</td>
<td>2004</td>
<td>Mozambique</td>
<td>Education policy</td>
</tr>
<tr>
<td>Green and Haulihan</td>
<td>2004</td>
<td>Canada and U.K.</td>
<td>Sport policy</td>
</tr>
<tr>
<td>Sewell</td>
<td>2005</td>
<td>U.S., the Netherlands, and Japan</td>
<td>Climate change policy</td>
</tr>
</tbody>
</table>
cally about, or to help understand and explain, policy processes. In doing so, we describe a trimmed down version of the ACF, notably overlooking discussion of the hypotheses and revisions. More detailed descriptions of the ACF can be found in Sabatier and Jenkins-Smith (1988; 1993; 1999).

We begin by explaining the components in the ACF flow diagram (Figure 9.1) and then explain how these components interact to affect belief and policy change. One of the best ways to understand, learn, and use the ACF is through an application. To help explain the ACF, we utilize a case study of water quality policy in the Lake Tahoe Basin where we have applied the ACF to help understand more than 30 years of belief and policy change (Sabatier, Hunter, and McLaughlin 1987; Sabatier and Hunter 1989; Sabatier and Pelkey 1990; Sabatier and Brasher, 1993; Sabatier, Weible, Hulsman, and Nechodom 2003; Weible and Sabatier 2004). We conclude this chapter with a summary of the ACF’s strengths and limitations.

**STRUCTURE OF THE ACF**

Figure 9.1 shows a structural diagram of the ACF (Sabatier and Jenkins-Smith 1999). Generally, policymaking occurs in a policy subsystem, which is a policy area that is geographically bounded and encompasses policy participants from all levels of government, multiple interests groups, re-

![Diagram of the Advocacy Coalition Framework](source: Sabatier and Jenkins-Smith, 1999).
search institutions, and the media. Within a policy subsystem, policy participants coordinate their behavior with allies in advocacy coalitions to influence policy. The policy subsystems are set within, are affected by, and sometimes affect, a broader societal context. The ACF groups the broad societal context into two categories: relatively stable parameters and external events. In the space below, we describe the three main components of Figure 9.1. First, we describe the relatively stable parameters, then discuss policy subsystems, and finally describe external events.² We summarize the application of the ACF to the Lake Tahoe Basin water quality policy subsystem in Table 9.2.

### Relatively Stable Parameters

The upper left box of Figure 9.1 lists a set of relatively stable parameters: (1) basic attributes of the problem area, (2) basic distribution of natural resources, (3) fundamental socio-cultural values and social structure, and (4) basic constitutional structure (Sabatier and Jenkins-Smith, 1993; 1999). The relatively stable parameters are stable over long periods of time, approximately 100 years or more. They are important because they structure the nature of the problem, constrain the resources available to policy participants, establish the rules and procedures for changing policy and reaching collective decisions, and broadly frame the values that inform policymaking. Because of their

---

**TABLE 9.2**

<table>
<thead>
<tr>
<th>ACF Component</th>
<th>Lake Tahoe Water Quality Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relatively Stable Parameters</td>
<td></td>
</tr>
<tr>
<td>Basic Attribute of the Problem Area</td>
<td>Deep and clear lake</td>
</tr>
<tr>
<td>Basic distribution of natural resources</td>
<td>Dispute of land use in the Lake Tahoe Basin</td>
</tr>
<tr>
<td>Fundamental cultural values and social structure</td>
<td>Property rights and environmental values</td>
</tr>
<tr>
<td>Basic constitutional structure</td>
<td>Fragmented governance including the federal agencies, two states, and five local governments.</td>
</tr>
<tr>
<td>Policy Subsystem</td>
<td></td>
</tr>
<tr>
<td>Territorial Scope</td>
<td>Lake Tahoe Basin</td>
</tr>
<tr>
<td>Substantive Scope</td>
<td>U.S. Environmental Protection Agency, CA Department of Parks and Recreation, Tahoe Regional Planning Agency, city and county governments, businesses (e.g., casinos), Sierra Preservation Council (property rights group), League to Save Lake Tahoe (environmental group), university researchers, and Tahoe Tribune (local newspaper)</td>
</tr>
<tr>
<td>Policy Participants</td>
<td></td>
</tr>
<tr>
<td>Belief Systems</td>
<td></td>
</tr>
<tr>
<td>Deep Core Beliefs</td>
<td>Neoconservative beliefs</td>
</tr>
<tr>
<td>Policy Core Beliefs</td>
<td>Pro-development beliefs</td>
</tr>
<tr>
<td>Secondary Beliefs</td>
<td>Specific policy proposals regarding water quality (e.g., prohibiting housing on steep lots)</td>
</tr>
<tr>
<td>Advocacy Coalitions</td>
<td>Pro-development vs. Pro-water quality coalitions</td>
</tr>
<tr>
<td>Policy Broker</td>
<td>Bill Morgan mitigated consensus in 1987</td>
</tr>
<tr>
<td>Resources</td>
<td>Scientific information</td>
</tr>
<tr>
<td>Venues</td>
<td>Federal and state courts, state legislatures, regional agency decisions, collaborative institutions</td>
</tr>
<tr>
<td>Mechanisms of Policy Change</td>
<td></td>
</tr>
<tr>
<td>Accumulation of Evidence</td>
<td>Science showing declining water quality from 1960s to present and atmospheric deposition as a major cause of nutrient input.</td>
</tr>
<tr>
<td>Hurting Stalemate</td>
<td>Political impasse in 1984 led to compromise between coalitions.</td>
</tr>
<tr>
<td>External Shock</td>
<td>Growth of the environmental movement 1960s to 1970s</td>
</tr>
</tbody>
</table>

Note: Based on Sabatier and Pelkey (1990), Sabatier, Hunter, and McLaughlin (1993); Sabatier and Brasher (1993), Sabatier et al., (2003), and Weible and Sabatier (2004).
resistance to change, the relatively stable parameters are usually not strategically targeted by policy participants.

In the context of our case study, the basic attribute of the Lake Tahoe Basin is a very unique geological setting. The Lake Tahoe Basin has a predominately granite basin (covering 70 percent of the watershed), which limits the amount of nutrients leached into the water. Since the Lake’s surface area is rather large compared to the watershed, Lake Tahoe receives 40 percent of its precipitation directly from rainfall. Lake Tahoe’s unique geological condition has created one of the largest and clearest lakes in the world. The geological conditions also make the Lake susceptible to nutrient input from changes in the land use, which potentially darkens Lake Tahoe’s clear waters.

The basic distribution of Tahoe’s water is not disputed, but land use in the Basin is. From the 1850s to the early 1900s, the first Euro-American explorers mined and forested the Basin. The economy shifted to summer tourism in the early twentieth century and then to year-round tourism in the 1960s after a major highway made the area more assessable and after the 1964 Winter Olympics brought notoriety to the Basin. The number of residents and tourists boomed in the Basin (Kauneckis, Koziol, and Imperial 2000; Elliot-Fisk et al. 1996). While many small lots were developed, many more were bought with the expectation of building primary and secondary homes in the future (Sabatier and Pelkey 1990). It was at this time that scientists started to monitor Lake Tahoe water quality, recording gradual declines in clarity (Jassby et al. 2001).

The Lake Tahoe Basin is set within a very diverse U.S. social-cultural landscape. To generalize, the U.S. culture is based on the fundamental beliefs of limited government and of the protection of personal liberties, especially regarding private property rights. Like many societies, the U.S. grapples with the clash between individual rights versus the public interest (Stone 1997). This clash is evident in the Tahoe Basin where pristine, clear waters are open to public use and enjoyment while the thousands of privately owned, subdivided lots are, or are ready to be, developed.

The constitutional structure framing the governance of the Lake Tahoe Basin is complex. Straddling California and Nevada within the United States, the jurisdiction is shared within a federal system under the constitutions of two state governments and the federal government. At the local level, authority is granted to five counties (Washoe, Douglas, Ormsby/Carson City, El Dorado, and Placer) and one incorporated city (South Lake Tahoe). The shared jurisdiction makes it very difficult to reach collective decisions in the Basin and makes a supermajority a necessity for policy making. To address the fragmented decision making in the Basin, policymakers established a regional agency in 1960s to coordinate policymaking (Sabatier and Pelkey 1990).

**POLICY SUBSYSTEM**

The relatively stable parameters frame the policymaking process within a policy subsystem (Sabatier and Jenkins-Smith 1999). A policy subsystem is defined by its territorial boundary, a substantive topic, and by the hundreds of policy participants from all levels of government, multiple interest groups, the media, and research institutions. To influence policy, policy participants both specialize in a policy subsystem to effectively achieve their objectives and maintain their participation over long periods of time to ensure their objectives are achieved (Sabatier and Jenkins-Smith 1993).

For the Lake Tahoe water quality policy subsystem, the geographic boundary is enclosed by the Lake Tahoe watershed and substantively bounded by water quality policy—indirectly including land use and development in the Basin. The Lake Tahoe Basin involves hundreds of policy participants, who seek to influence water quality policy decisions. The policy participants include federal agencies (e.g., U.S. Environmental Protection Agency), state agencies (e.g., California Department of Parks and Recreation), regional agencies (e.g., Tahoe Regional Planning Agency), local governments (e.g., city and county governments), businesses (e.g., casinos), property rights groups (e.g., Tahoe-Sierra Preservation Council), environmental groups (e.g., League to Save Lake
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Tahoe), researchers (e.g., University of California, Davis and University of Reno, Nevada), and journalists (e.g., Tahoe Tribune). We have found that some policy participants have been involved in Lake Tahoe water quality policy for more than 30 years.

Sometimes it is difficult to define the geographic and substantive boundaries of a policy subsystem because some policy subsystems are nested within broader policy subsystems and because some policy participants are active in more than one policy subsystem. For example, Lake Tahoe water quality policy subsystem is nested within both state (i.e., California and Nevada) and federal water policy subsystems (Sabatier and Jenkins-Smith 1999). There is no single rule for defining policy subsystems. This flexibility gives the ACF applicability but makes it hard to apply. We suggest that policy subsystem boundaries be ascertained empirically. For most cases, we recommend that ACF applicators identify the appropriate policy subsystem scope by conducting preliminary interviews of policy participants and asking them to identify the territorial and substantive boundary of the issue and the major interest groups and government agencies involved.

Within a policy subsystem, the ACF makes several assumptions and hypotheses regarding (1) the cognitive abilities, motivations, and beliefs of policy participants (called the “model of the individual”), (2) the tendency for most policy participants to join advocacy coalitions, (3) the likelihood that few policy participants remain neutral as policy brokers, (4) the use of resources by coalitions, and (5) the venues within which coalitions influence policy. In the subsections that follow, we describe these assumptions and hypotheses.

Model of the Individual

The ACF presumes that individuals are rationally motivated but are bounded by their imperfect cognitive ability to learn about, and comprehend, a complex world (Simon 1985). Having cognitive constraints, individuals are limited by their capacity to acquire and learn new information. To simplify events and the world around them, ACF individuals filter perceptions through their belief system (Lord, Ross, and Lepper 1979; Scholz and Pinney 1995). They tend to filter or ignore information that challenges their beliefs and readily accept information that bolsters their beliefs. These perceptual filters tend to discount even high-quality technical information if it conflicts with their beliefs and accept technical information with high uncertainty if it supports their beliefs. People viscerally associate themselves with their beliefs, making them very suspicious of people with dissimilar beliefs. They also remember lost policy battles—which they internalize as a painful personal loss—more than previous victories (Quattrone and Tversky 1988). This increases their emotional fear of their opponents, bypassing more rational thinking (McDermott 2004). This makes individuals highly susceptible to exaggerating the influence and maliciousness of their opponents, which in turn strengthens their ties with others who have similar beliefs (Sabatier et al. 1987; Sabatier and Jenkins-Smith 1999). In sum, the ACF’s model of the individual motivates policy participants to seek out like-minded allies and form advocacy coalitions (see below).

The ACF assumes that individuals have a three-tiered hierarchical belief system. On the top tier are deep core beliefs, which are normative/fundamental beliefs that span multiple policy subsystems and are very resistant to change. Sabatier and Jenkins-Smith (1999) define four components of deep core beliefs that span from relative value priorities (e.g., individual rights vs. social rights) to socio-cultural identity (e.g., ethnicity and religion).5

In the middle tier are policy core beliefs, which are normative/empirical beliefs that span an entire policy subsystem. Policy core beliefs are still resistant to change but are more pliable than deep core beliefs. The ACF identifies eleven categories of policy core beliefs, including perceptions of the severity and causes of subsystem-wide problems, orientation on basic value priorities directly related to the policy subsystem, the effectiveness of policy instruments, and the proper distribution of authority between the market and government (Sabatier and Jenkins-Smith 1999).6
We found the best way to operationalize policy core beliefs is through preliminary interviews with policy participants. We typically ask policy participants to comment on the seriousness of a problem, their perceptions of the causes of the problem, or their preferences for resolving a problem. We find that policy participants often have short 10 to 20 second statements that summarize their beliefs regarding a particular policy issue. We take their narrative responses and use them—often word for word—as our policy core belief questions in a survey.

On the lowest tier are secondary beliefs, which are empirical beliefs and policy preferences that relate to a subcomponent (either substantively or territorially) of a policy subsystem. Secondary beliefs include policy participants’ preferences for specific government tools for achieving objectives or their perceptions of problems in specific locales. Of the three layers of beliefs, secondary beliefs are most susceptible to change in response to new information and events.

**Advocacy Coalitions**

The success of policy participants depends upon their ability to translate their policy core beliefs into actual policy. To increase their chances for success, policy participants seek out allies with similar policy core beliefs and coordinate their actions with these allies in advocacy coalitions. Thus, advocacy coalitions include policy participants that both (1) share similar policy core beliefs and (2) engage in nontrivial degree of coordination (Sabatier and Jenkins-Smith 1999).8

In the Lake Tahoe Basin, we found evidence of at least two advocacy coalitions (Sabatier et al. 1987; Sabatier and Brasher 1993; Sabatier et al. 2003).9 One coalition is a pro-development advocacy coalition consisting of developers, business owners, property rights groups, and local governments. The second coalition is a pro-water quality advocacy coalition consisting of environmental groups, research institutions, and regional, state, and federal agencies. Our data suggests that these two advocacy coalitions have been fighting over the land use and environmental protection since the early 1970s when the first regional plan for the management of the Basin was developed (Costantini and Hanf 1972; Sabatier et al. 2003). Conflict between these coalitions escalated for more than a decade, peaking in 1984 when members of both coalitions filed lawsuits after a new regional management plan was adopted. In June 1984, a court order enjoined all construction to stop in the Basin until an acceptable plan was put into affect. This moratorium put the pro-water quality coalition in control, but only temporarily. In response, the 1985 Nevada Legislature threatened to withdraw that state from the bi-state compact with California, which would have thrown water quality regulation in the Basin into utter chaos (Sabatier and Pelkey 1990; Elliot-Fisk et al. 1996; Kauneckis et al. 2000). This ushered in a period that the ACF calls a “hurting stalemate” (see below), where policy participants on both sides of the issue consider the status quo unacceptable and perceive no alternate venues for achieving their objectives (Sabatier and Jenkins-Smith 1999).

**Policy Brokers**

In a policy subsystem, most policy participants coordinate with allies in advocacy coalitions and work together to translate their beliefs into policy. In competitive policy subsystems, policy disagreements between advocacy coalitions often escalate into intense political conflicts. These conflicts are often mediated by “policy brokers.” Whereas most policy participants seek to influence policy processes and outcomes in advocacy coalitions, policy brokers seek to find reasonable compromise among hostile coalitions. Many different actors play the policy broker role. Policy brokers include elected officials (Munro 1993), high civil servants (Doggan 1975), and courts (Mawinney 1993). Policy brokers are usually trusted by both coalitions and have some decision making authority. There is a thin line between policy brokers and policy activists. Sometimes policy activists, concerned about
the maintenance and survival of a policy subsystem, will seek to act as a policy broker. Other times, a facilitator is hired from outside the policy subsystem to be the policy broker.

After more than 15 years of political conflict in the Lake Tahoe Basin and during a hurting stalemate between the pro-development coalition and the pro-water quality coalition, a compromise was brokered in 1986/87 by Bill Morgan (Sabatier and Pelkey 1990). Bill Morgan was an executive director of a regional planning agency. Because he was trusted by both coalitions, sufficiently knowledgeable about the nature of the problem, and held a position of authority in a regional agency, Bill Morgan was in a unique position to be a policy broker. He brokered a compromise between the coalitions, which included a new parcel evaluation system, several lot acquisition programs, a right of all property owners to build eventually, a housing allocation system, and several programs for transferable development rights (Sabatier and Pelkey 1990). This compromise is still in effect today.

**Resources**

The ACF assumes that individuals employ a variety of resources that enable them to develop strategies to influence policy through a variety of venues. These resources include: (1) formal legal authority to make decisions, (2) public opinion, (3) information, (4) mobilizable troops, (5) financial resources, and (6) skillful leadership (Sabatier and Weible 2005). The ACF predicts that stakeholders will strategically use their resources to influence policy in various venues.10

In the Lake Tahoe Basin, one of the important resources, especially for the pro-water quality coalition, was scientific information. For more than 30 years, scientists have been monitoring water quality, and results have shown decreases in water quality levels since the 1960s.

**Venues**

Venues are potential arenas within which stakeholders have the opportunity to influence beliefs or policy.11 Stakeholders spend considerable amount of time venue shopping, looking for an arena where they might have competitive advantage. They often launch initiatives in several venues simultaneously and defend their interests in several venues simultaneously. Coalitions attempt to influence the view of decision makers to shape policy processes and outcomes. Coalitions focus their attempt on changing institutional rules, resource allocations, and appointments (Sabatier and Jenkins-Smith 1993). These actions have certain policy outputs and impacts which feedback into the policy subsystem but also affect policy outside of the subsystem.

In the Lake Tahoe Basin, the two coalitions have sought to achieve their objectives in several venues. These venues include the state legislatures in California and Nevada, state and federal courts, agency rulemaking, and the media (Sabatier and Pelkey 1990).

**External Events**

The lower left box of figure one lists a set of external events that can affect a policy subsystem (Sabatier and Jenkins-Smith 1999): (1) major socioeconomic changes (Eisner 1993), (2) changes in public opinion, (3) changes in the systematic governing coalition (Brady 1988), and (4) policy decisions and impacts from other subsystems (Muller 1995).

External events are important because they often shift public attention (and thus resources) toward or away from a policy subsystem. For example, one of the big shifts in public opinion came in the 1960s and early 1970s with increased public priority for environmental values. This led to a large number of national and state environmental regulatory statutes and grants and the creation of many new environmental policy subsystems.
External events can change very gradually in a decade or so. For example, the gradual rise of the national environmental movement in the 1960s and 1970s most likely affected the rise in public concern for Lake Tahoe water quality at about the same time. External events can also shock a policy system. For example, severe forest fires outside of the Tahoe Basin have affected policy participants’ beliefs and water quality policy within the Basin (Weible, Sabatier, and Nechodom 2005).

**BELIEF AND POLICY CHANGE**

The ACF distinguishes between major and minor policy change. Major policy change is subsystem-wide alterations of policy (changes in policy core aspects of the subsystem). The ACF defines minor policy changes as changes of a specific subcomponent of the policy subsystem (changes in secondary aspects of the policy subsystem). Minor policy changes occur more frequently and have a smaller magnitude in either the substantive or territorial scope of a policy subsystem.

The ACF defines three mechanisms leading to minor or major policy change: (1) external shocks, (2) a hurting stalemate, and (3) the general accumulation of scientific/technical evidence (Sabatier and Jenkins-Smith 1999).

External shocks are events that occur outside of a policy subsystem, e.g., changes in socioeconomic conditions, changes in governing coalitions, and impacts from other subsystems (Sabatier and Jenkins-Smith 1999). External shocks can lead to policy change in at least two ways. First, external shocks might shift resources or open/close venues because of renewed attention of the public or key decision makers. This adjusts the power among coalitions, thereby tipping the advantage to a different coalition with different policy core beliefs and potentially leading to major policy change. In other words, external shocks can replace one dominant advocacy coalition within another (Sabatier and Jenkins-Smith 1999, 148). Second, external shocks can change the policy core beliefs of a dominant advocacy coalition in the policy subsystem, leading to major policy change. For example, a pro-regulatory advocacy coalition may reconsider the adverse economic effects from stringent controls during an economic recession.

A second mechanism of policy change is through belief change via policy-oriented learning from the gradual accumulation of information, such as a scientific study, policy analysis, etc. (Weiss 1977). The ACF defines policy-oriented learning as, “relatively enduring alterations of thought or behavioral intentions that result from experience and/or new information that are concerned with the attainment or revision of policy objectives” (Sabatier and Jenkins-Smith 1999, 123). Policy-oriented learning affects the beliefs of actors within the policy subsystem, which can lead to minor and even major policy change over extended time periods. Learning is inhibited, however, because individuals face cognitive constraints and filter or avoid belief-confl icting information. Whereas external shocks can lead to rapid changes in individual policy core beliefs and, consequently, the policy core aspects of a policy subsystem, policy oriented learning may take ten years or more.

A third mechanism of policy change is a hurting stalemate (Zartman 1991). The basic precondition to successful negotiations is a situation in which all parties involved in the dispute view a continuation of the status quo as unacceptable and run out of alternate venues to achieve their objectives. The assumption is that individuals satisfied with the status quo have little incentive to give up anything in negotiations; thus, negotiating with them is probably a waste of time. Only when both coalitions are out of options and dissatisfied with the current situation are they willing to compromise and negotiate major policy change.

In the Lake Tahoe Basin, we have found three major changes in beliefs or policy that illustrate the ACF’s three mechanisms of change.

The first major policy change in the Basin occurred in the late 1960s early 1970s with the creation of a regional agency and a general plan for management in the Basin (Sabatier and Pelkey 1990). This established standards, rules and procedures for water quality management in the Basin...
and formed the Lake Tahoe water quality policy subsystem. While pinpointing the exact cause is impossible, we hypothesize that the cause of this policy change springs from at least three major sources. First, there were changes in public opinion related to increased public priority of environmental values and especially increased awareness of Lake Tahoe water brought about by the winter Olympics and a major highway, making the area more assessable. Second, there were changes in socioeconomic conditions from major influx of residents and tourists in the Basin in the 1960s, which brought more environmental stress to the Basin and raised the need for coordinated collective action decisions. Third, there was a scientific report that sewage (e.g., leaky septic tanks) was a major threat to the Lake Tahoe’s water quality (McGauhey et al. 1963). The multiple governments in the area responded with a new system that collected and exported all sewage out of the Basin by 1975. This also raised the collective need for regional governing agency (Sabatier and Pelkey 1990). The Basin’s response to sewage is clearly an example of policy-oriented learning in response to technical information.

The second big change in Lake Tahoe water quality policy came in the 1986/87 compromise between the pro-development advocacy coalition and the pro-water quality advocacy coalition. As discussed above, the two competing advocacy coalitions were experiencing a “hurting stalemate” after a judge halted all building in the Basin and Nevada threatened to pull out of a bi-state compact with California. Since both coalitions perceived the status quo as unacceptable and ran out of venues to achieve their objectives, a compromise was possible. In 1986/87, Morgan brokered a new management plan between the two advocacy coalitions, radically altering future land use management in the Basin.

A third major change in the Basin involved shifts in beliefs regarding the seriousness and causes of the severity of water quality declines. We already discussed the Basin’s response to sewage in the 1960s, which suggests that policy participants learned from a scientific report and decided to pump sewage out of the Basin. Basin scientists have also collected more than 30 years of evidence showing declines in water clarity (Jassby et al. 2001). Our research shows that the pro-development coalition radically shifted their perception of the severity of water quality declines between 1984 and 2001 (Sabatier et al. 2003; Weible and Sabatier 2004). Between 1984 and 2001, Basin scientists also found that atmospheric deposition was a major source of nutrient input (Jassby et al. 1995). Paralleling this discovery, we found most coalition members are more likely to perceive atmospheric deposition as a major cause of nutrient input in 1984 than in 2001 (Weible and Sabatier 2004).13

CONCLUSIONS

We have found that the ACF has provided a good lens for understanding belief and policy change in the Lake Tahoe Basin. In addition, the extensive use of the ACF around the world in a variety of policy subsystems suggests that it has utility beyond Lake Tahoe water quality policy. To summarize the usefulness of the ACF, we conclude this chapter with a discussion of its strengths and limitations.

STRENGTHS

1. The ACF provides an alternate lens to de facto policymaking frameworks. Traditionally, the policy process has been based on stages heuristic, which sequentially distinguishes between problem identification, agenda setting, adoption, implementation, monitoring, and enforcement (Lasswell 1951).14 The ACF is a healthy alternative to the stages heuristic because it has clear causal assumptions, empirically testable hypothesis, an explicit role of information, an explicit model of the individual, and multiple interaction cycles involving hundreds of actors (Sabatier and
Jenkins-Smith 1993). The ACF is also a good comparative lens to the Institutional Analysis and Development Framework (IADF; Ostrom 1990, 1999). Whereas the ACF assumes that public policy is the translation of normative and empirical beliefs of competing advocacy coalitions, the IADF assumes that public policy (i.e., institutions) result from people’s efforts to reduce the transaction costs of collective action. We strongly encourage more comparative analysis using the ACF and IADF (Leach and Sabatier 2005).

2. The ACF highlights the magnitude and the nature of political conflicts. For example, Barke’s (1993) study of the conflict involving telecommunication policy in the mid-twentieth century highlighted that—even though the issue involved millions of dollars—the disagreement was over secondary beliefs (e.g., choice of television technology) and not over policy core beliefs (e.g., public vs. private ownership). Thus, the telecommunications disagreement was a low magnitude conflict with a relatively easy path to compromise. The ACF can also reveal weak links in a belief system—such as a faulty causal argument—that is susceptible over long periods of time to change from the accumulation of counterevidence. This may help coalition members or policy brokers strategically achieve their goals or negotiate collective decisions.

3. The ACF provides an alternative view to the de facto assumption that policy participants’ institutional affiliation is primordial (Sabatier and Jenkins-Smith 1999). Instead, the ACF encourages researchers to view policymaking as conflicts among advocacy coalitions and provides a different means of aggregating the hundreds of actors attempting to influence policy.

4. The ACF includes a significant role of scientific and technical information in policy and political disputes. Many public policy frameworks ignore the scientific and technical information or assume that researchers, policy analysts, and scientists are neutral players. Over the years, ACF research has shown that scientists often are active members in advocacy coalitions and the important role that technical information has in fostering policy-oriented learning and policy change (Zafonte and Sabatier 1998; Herron, Jenkins-Smith, and Silva 2005).

5. The ACF is very applicable to different governing structures, cultural-societies, and policy areas. Our brief literature review in the beginning of this chapter shows that the ACF has been applied to a wide variety of public policy areas and in many different countries. We expect that researchers will continue to apply and test the ACF in different sociopolitical contexts.

LIMITATIONS

1. The ACF can be difficult to apply. To understand political conflict and policy change, the ACF assumes a perspective of a decade or more and typically involves questionnaire and interview data. This is both time-consuming and costly. If resources are not available, we encourage researchers to conduct quick, qualitative ACF-style analysis of policy subsystems. These might include a few informal interviews and an analysis of documents and reports.

2. The ACF loses some of its utility in policy subsystems without clear coalitions (May, 1989) or with just one dominant advocacy coalition (Stewart 1991). These policy subsystems tend to involve issues of low salience, involving new and often highly technical policy issues that are expert-driven and operate outside the public’s eye, or in remote locations. On the flip side, the ACF is most useful in salient issues that incite political conflicts involving hundreds of policy participants representing dozens of public and private organizations in fairly well defined policy subsystems.

3. A long-standing critique of the ACF is that shared beliefs are not enough to overcome the temptation to free ride on the efforts of other coalition members (Schlager 1995; Schlager and Blomquist 1995). Recent ACF research has shown that policy core beliefs explain coordination networks and has provided some qualitative illustrations of coordination (Weible 2005; Weible and Sabatier 2005; Sabatier and Weible 2005). More research is needed, however, to verify these results and to depict what types of activities coalitions engage in.
4. The ACF argues that people primarily use shared policy core beliefs to structure their interactions into advocacy coalitions. Certainly, however, cross-coalition interactions occur. For example, state agency officials may be required to coordinate some of their interactions with commercial fishermen to manage a fishery even if fishermen are members of the opposing coalition (Weible 2005). The ACF has yet to define the minimum amount of coordinated behavior needed to define coalitions, nor the affect of these cross-coalition interactions on policy subsystem outcomes. This is particularly important with the rise of policy network analysis, which shows, for example, that ties to people in different social groups (ties to opposing coalition members) are more valuable than redundant ties to one’s own social group (Granovetter 1973; Burt 1992).

5. There are some missing links in the causal processes depicted by the ACF that need additional theoretical and empirical investigation. Two of these missing links include understanding how advocacy coalitions use resources and venues and identifying the factors that structure policy subsystems to favor the existence of one dominate advocacy coalition, two or more competing advocacy coalitions, or no advocacy coalitions. Understanding these missing links is critical for piecing together and testing the subsystem processes of belief and policy change predicted by the ACF. Some of these missing links are being investigated (Sabatier and Weible 2005).

In sum, we hope to have provided a useful guide to the structure of the ACF, a good illustration of its utility in the Lake Tahoe Basin, and a summary of its strengths and limitations. We suspect that additional applications and empirical testing of hypotheses will lead to further refinement and hopefully better explanations of policy processes. We encourage others to partake in these activities.

NOTES

1. For example, the United Nations Educational, Scientific, and Cultural Organization is considering the ACF for one of its social science frameworks to help design sustainability policy (Nechodom 2005)

2. We are currently updating the constraints and resources of a policy subsystem.

3. The permanent population in the Basin grew from less than 20,000 prior to 1960 to 55,000 in 1998 (USDA, 2000, 607–608). From 1960 to 1980, the number of homes in the Basin increased from 500 to 19,000 units, and Tahoe’s population reached 60,000 people by the end of the century (Kauneckis et al. 2000; Elliot-Fisk et al. 1996).

4. Following Heclo (1978) and Kingdom (1994), the ACF sets itself apart from traditional conceptions of policy participants (e.g., iron triangles) to include journalists and researchers/scientists.

5. An example of a neoclassical conservative deep core belief scale found in Sabatier and Zafonte (2005) includes the following four statements asked on 7-point scales with 1 = strongly disagree and 7 = strongly agree:
   a. “A first consideration of any good political system is the protection of property rights.”
   b. “The best government is the one that governs the least.”
   c. “Government planning almost inevitably results in the loss of essential liberties and freedoms.”
   d. “The “welfare state” tends to destroy individual initiative.”

6. An example of a policy core belief scale for the Lake Tahoe environmental policy subsystem includes the following three statements (asked on 7-point scale with 1 = Strongly Disagree and 7 = Strongly Agree):
   a. “We cannot afford to let policies claiming to promote ‘environmental quality’ prevent the continued economic development of the Basin.”
   b. “Protection of water quality requires that regulations be rigorously enforced, even when they create hardships for property owners. (question reversed on scale).”
   c. “There is too much concern for restricting growth in the Basin and not enough concern for encouraging it.”

7. Examples of secondary beliefs that were asked on a recent questionnaire to policy participants in the Lake Tahoe Basin include the following policy proposals (asked on 7-point scale with 1 = Strongly Disagree and 7 = Strongly Agree):
   a. “Sharply increasing the miles of shore line available for public beaches and use.”
   b. “Prohibiting all housing development on high hazard lots (i.e., those won steep slopes or in stream environment zones).”
   c. “Banning off-road vehicles (ORVs) from use on public lands in the Basin.”
8. Weible and Sabatier (2005) and Weible (2005) used network data to show that policy core beliefs structure coordination networks into at least two advocacy coalitions.


10. This is one of the areas of the ACF that needs theoretical and empirical refinement.

11. In former versions of the ACF, venues were formally called guidance instrument. This is another area within the ACF that needs theoretical and empirical refinement.

12. The ACF assumes that policies are translations of stakeholder beliefs. The policy core beliefs of a coalition are translated into policy core aspects of a policy subsystem. Similarly, a coalition’s secondary beliefs are translated into secondary aspects of a policy subsystem. Just as coalition structure and individual beliefs remain stable for periods of a decade or more so do policies in a subsystem.

13. We have yet connected the belief changes from 1984 to 2001 to policy change.

14. Critiques and a defense of stages heuristic can be found in Sabatier and Jenkins-Smith, (1993) and Deleon (1999), respectively.

REFERENCES


A Guide to the Advocacy Coalition Framework


10 Policy Communities

Hugh T. Miller and Tansu Demir

INTRODUCTION

The term policy community is part of an idiom used by policy researchers, political scientists, and public administration scholars to signify the extra-formal interactions (i.e., interactions taking place beyond or outside the formal processes of government) that occur in the interstices between and among government agencies, interest groups, corporations, industry associations, elected officials, and other institutions and individuals. It is a grouping of interrelated policy actors pursuing a matter of public policy important to them for instrumental reasons.

A policy community is a special type of interconnected social formation, wherein communication and influence may flow in nonhierarchical patterns and the resultant policy activism is associated with governmental fragmentation and political particularism. The catena of near-synonyms for policy communities includes iron triangles, issue networks, regulatory sub-governments, policy subsystems, professional networks, whirlpools, cozy triangles and policy networks. The term policy community is often juxtaposed against issue network to emphasize the closed, tight-knit aspects of policy communities versus the accessible, loosely bounded aspects of issue networks. Policy communities, too, are suggestive of epistemic communities—discursive groups in possession of problem-solving projects upon which their inquiries and efforts are focused.

Because these terms depict policy processes that are not necessarily contained within the formal structures of government, they have given rise to additional notions such as governance (as opposed to government) and the horizontal government (Rhodes 1992; Peters 1998). In all variations, the terms direct attention away from formal institutional structures and toward the relations of power, political action, political conflict, and coalition-building as additional loci of meaningful activity. Activities in policy networks and policy communities may precede policy formulation on one hand, and may influence policy enactment and administration on the other.

The term policy community is an important innovation in redescribing policy making processes in industrialized societies. Policies are determined by those most affected, most interested, most expert, or most sentimentally attached to the issue, regardless of whether they want to maintain the status quo or are committed to radical change. Policy communities indicate a policy process in which organized interests and governmental actors play a major role in shaping the direction and outcome of public policies. A policy community is neither market nor hierarchy (Williamson 1975), but does respond to the increasing fragmentation and complexity of the policy environment in a plural society. As the policy environment becomes complex, any single center of authority would face difficulty coping with the totality of it (Hanf and Scharpf 1978). The result is the fragmentation of policy making into sectors and the transference of policymaking authority from centralized decision makers to a narrow setting where policymaking frequently takes place. Exchange theorists note the participation in policymaking by those who share an interest in a particular industry or policy subject and focus on the exchange of resources, an exchange presumed to reinforce relationships while maximizing shared objectives.
THEORETICAL IMPORT

After the academic notice, in the 1940s, of the increased role of lobbyists and special interest groups in the processes of government, suspicions turned to the sometimes informal relations among for-hire lobbyists representing special interest groups seeking profit, the elected officials and their staff seeking re-election, and governmental officials from particular agencies seeking larger budgets. The concern was that collaboration among these presumably self-interested policy estates (private interests, elected officials, and bureaucratic elites) in the smoky back offices of legislative houses would generate public policy of benefit only to those in the room—policies nonetheless paid for by the citizenry as a whole. These informal relations were often perceived as preempting legitimate, formal processes of government whereby legislators are beholden only to the electorate.

In the formal representative democracy model that many citizens accept as familiar, voters—who are presumed to have clear policy choices and willingness to exercise their power through participation in elections—make selections among political candidates running for legislative positions. Legislators then translate aggregated citizen preferences into concrete policy proposals that are presumed to serve a larger public interest. In the model, bureaucracy is presupposed to be operating as a neutral and efficient implementer of policies with little or no involvement in policymaking. The model depicts a unidirectional and intermittent influence among the trilogy of citizens, legislators, and bureaucracy. But in policy communities, one finds political administration, not neutral administration, and one finds a multidirectional pattern of interactions (e.g., Cigler 1990).

Hence, in its benign interpretation, policy community is able to slice through the grandiose presumptions associated with sovereignty—the presumption, for example, that the electoral system represents The People while the administrative apparatus implements The People’s will. Policy community opens the field for a different kind of politics—a politics that does not force means and ends into separate corners—and generates a different sort of discursive, situation-regarding interaction among those tracking the problems and issues. This is a much less extravagant grounding for political action than those that arise from The People. At the same time policy community is observable, situation-based, and open to contingency in ways that do not comport well with a conception of policy as universal good. The term has a tendency toward disaggregating the state and constituting it according to sector. The movement of power to the sector, to the policy communities, and to the various other networks of attentive policy actors, has a centrifugal effect. “The distinction between state and society virtually disappears in this formulation…” (Atkinson and Coleman 1992, 164).

Whether this is a good thing or a bad thing is a matter of dispute (see Hay 1998). One may be pleased with the normative resonance of nonbureaucratic, consensual, harmonious, organic social formations that lead to conciliatory practices and can respond to situational contingencies in a flexible and responsive manner. Such policy communities can be a forum for people conversant in a set of policy problems to innovate in a relatively noncompetitive arena.

In its pejorative connotations, this particularism of policy communities is precisely the problem with them. They are exclusionary, out-of-the-public-eye gatherings of vested interests, bent on spending tax payers’ money on their own private projects. The historical suspicion attached to concepts such as “iron triangle” and “pork barrel politics” summarizes this unsympathetic interpretation, which casts the spotlight on the insider politics of narrowly focused policy communities.

What makes policy communities troubling is their appropriation of politics—the theft from the people of their sovereignty. Lowi (1969) developed a theoretical basis for such criticism in The End of Liberalism. He critiques interest group liberalism, which he sees as a by-product of pluralist ideology. According to Lowi, the pluralistic, interest-group conception and practice of government is fraught with far-reaching consequences for democratic theory. Had the term policy community been in currency at the time, it would also have been criticized for “favoring the best organized competitors, specializing politics around agencies, [and] ultimately limiting participation to channels provided by pre-existing groups” (63). For example, depression-era programs designed to
restore and maintain, say, the economic vitality of farmers whose livelihoods were at risk, has over
the years become a series of practices aimed at maintaining the status quo. In the United States,
farm price supports remain in place today thanks to the iron triangle of agricultural agencies,
agribusiness lobbies, and legislators from rural farming districts. Lowi’s solution to the problems
caused by informal bargaining is to restore formal institutions of representative democracy. As it
is, democratic accountability is highly problematic under informal government as exemplified by
policy communities.

The notion of iron triangle is a simplification of Lowi’s demur. It reduces policymaking to
a bargaining process among congressional members, public bureaucracies, and interest groups
operating in a closed and autonomous manner. However, actual policymaking processes are more
complex than that. By describing this type of informal interaction as an “issue network,” Heclo
(1978) recast these informal exchanges as places where political values, intellectual discourse, and
human feelings might be expressed.

Unfortunately, our standard political conceptions of power and control are not very well
suited to the loose-jointed play of influence that is emerging in political administration.
. . . Looking for the few who are powerful, we tend to overlook the many whose webs of
influence provoke and guide the exercise of power. (Heclo 1978, 102)

Indeed, the webs of influence that exist in between organizations, above and beyond formal
roles, and aside from official job descriptions are multitudinous and multifarious. These extra-
formal interactions modify the way the power is exercised and influence the actions that government
takes. Participation is not necessarily based on narrow economic interests, and the boundaries of
these networks are not so closed or well-defined that entry is inaccessible. The vagueness of these
boundaries makes them a difficult unit of analysis for policy researchers, but also opens them up
to democratic influences.

In the old days—when the primary problem of government was assumed to be doing what
was right—policy knowledge could be contained in the slim adages of public administra-
tion . . . Nowadays, of course, political administrators do not execute but are involved in
making highly important decisions on society’s behalf . . . Instead of power commensurate
with responsibility, issue networks seek influence commensurate with their understanding
of the various, complex social choices being made. (Heclo 1978, 103)

DEFINITIONS

Though frequently deployed by policy scholars to describe complex relationships in the policy-
making process, there still remain certain definitional problems and ambiguities with the concept
of policy communities. In the policy literature, scholars struggle with terminology and category
usage, seeking to fine-tune their descriptions. Two efforts are prominent. The first effort is to use
some related concepts (e.g., issue networks) as foil to better explain the meaning of policy com-
mmunities, and the second effort is to elucidate a list of characteristics such as membership, level of
integration, conflict-cooperation patterns, etc. (see, for example, Rhodes 1997; Klijn 1996). In this
way, the supposedly distinctive characteristics of policy communities are spelled out, eventually
leading to the development of various typologies. In the first effort, overlaps are unavoidable, and
this overlapping begets further ambiguities. In the second effort, it is difficult to see an underlying
dimension that helps make much sense with the overall typology and this lack reduces the utility
of the typologies.
The problem in comparing policy communities with related concepts is the increasing ambiguity. Campbell (1989) argues that the term policy communities overlaps with other ideas that indicate sectorized policy making, with policy community indicating a common perception about the contour of the problems and solutions. In an early effort of clarification, Wilks and Wright (1987) proposed a three-fold typology including “policy universe,” “policy community,” and “policy network.” According to the authors, policy universe is the large population of actors and potential actors who share a common interest in industrial policy, and may contribute to the policy process on a regular basis. Policy community, on the other hand, refers to a more disaggregated system involving those actors and potential actors who share an interest in a particular industry and who interact with one another to mutual benefit. Finally, policy network, in their thinking, becomes a linking mechanism between and among policy communities.

A large part of the literature referentially employs the so-called Rhodes model as point of departure. According to this model, policy networks are categorized along a continuum from policy communities at one end to issue networks at the other (Rhodes 1997). Rhodes (1997) contrasts policy communities with issue networks along four dimensions such as membership, integration, resources, and power. As compared to issue networks, in policy communities the number of participants is very limited and some groups are consciously excluded. For that reason, Atkinson and Coleman (1992) direct attention to the discriminatory nature of policy communities in contrast to issue networks in which anyone can gain membership. Similarly, Bache (2000) states that the nature of linkages between organizations can range from tightly integrated policy communities to loosely coupled issue networks. “If the ideal types of policy communities and issue networks are on extreme ends of the same spectrum, in between lie typologies of networks with some features of both” (Bache, 576).

Dowding (1994) both explicated and ridiculed some of these analytical attempts to categorize notions such as policy community, issue network, and policy network. Though the lack of coherence is not for lack of effort, the attempts to parse differences into categories—as between a policy community and a policy network (Wright 1988)—have given ammunition to critics who would fault the literature for being mostly concerned about developing typologies. Some typologies use dimensions such as micro-, meso-, and macro-level, and others employ sectoral and sub-sectoral level as well as geographic or political region. Sometimes these categories are arranged so as to vary along some underlying dimension such as number of participants; range of interests involved, level of conflict, exclusivity, or solidarity of membership (Rhodes 1997).

As Rhodes (1997, 45) put it, “Obviously, the implication of using a continuum is that any network can be located at some point along it.” But with five or more continua, the location of the network (and the type of network it should be called) is not actually a “point.” Indeed, the oft-cited Rhodes classification makes use of a continuum that possesses no underlying dimension whatsoever.

Even without an underlying dimension, these conceptualizations emphasize the many ways in which policy activists may be interconnected; in all of them communication and authority may flow in untraditional and nonhierarchical patterns (Hill 1991). Despite the importance of network-style conceptualization, definitional problems persist and inherent ambiguities make it difficult for researchers to utilize policy community as a strong denotative instrument through which policymaking processes can be analyzed and the complex relationships can be mapped out more clearly.
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Policy Communities

At the same time, the term seems to point toward something discernable. The “community” metaphor implies people, close interaction, and strong ties (Atkinson and Coleman 1992). Stone et al. (2001) define policy communities as stable networks of policy actors from both inside and outside government, echoing an echo-prone literature that frequently notes the integrated character of policy communities. Policy communities are based on common understandings of problems within a particular policy domain. The community label reflects the emphasis placed on strong and close relationships built among participants. These close relationships along with ground rules accepted by all members presumably prevent conflict from becoming dysfunctional or unmanageable.

Exchange theorists, including transaction-cost analysts (e.g., Hindmoor 1998) assume that all participants have resources and the basic relationship is one of exchange among members. Every member has some resource upon which other members are dependent. Although there may be equilibrium of power among members, one group may be dominant. With or without domination, the persistence of community requires a positive-sum game, according to Rhodes (1997). Possessing technical capacity and detailed information about a policy issue is a crucial feature of effective participation. For those who have such expertise, the exchange of information between state and private actors can create privileged relationships from which the uninitiated can be excluded (Atkinson and Coleman 1992, 157).

A policy community can include journalists and policy analysts, as well as influential politicians and bureaucratic officials. In addition, researchers and professors can gain membership in a policy community if their ideas conform to the normative orientation of the group. Experts from universities, think tanks, or the law are likely to be given insider status if they share the basic values and accept the legitimacy of the outcome. Trust and shared appreciation characterize the relationships in the policy communities and cases of conflict are nested in a general consensus, according to Jordan and Maloney (1997). “The important point is that the policy community provides the institutional mechanism to resolve differences of interests between regular actors” (574). Hence policy communities have become identified with stability and normal politics. Because of the strength of its practices and the durability of its norms, a policy community is perhaps the most institutionalized iteration among the policy network concepts (Klijn 1997).

The emphasis placed on the role of experts and their contribution indirectly implies the existence of an ongoing conversation. Policy learning and discovery can take place, and change to the status quo can occur. Campbell et al. (1989, 88) pay attention to the role of environmental disturbances in leading to major policy changes:

One possibility is a developmental process, in which an issue network is created around some new concern when activists and experts arouse the interest of some politicians. The resulting pressure leads to a policy change, which becomes institutionalized in a new bureaucratic agency, a stable legislative committee and a growing clientele. The new policy community starts with a commitment to further change, and many new ideas are developed, but eventually its problems and solutions become less interesting. Especially when threatened from the outside, the members will become more concerned with protecting what they have gained, and the policy community turns into a cozy triangle.

The question of what affects the organization and composition of policy communities is answered by exchange theorists as rational utility maximizing. Yet a number of macro-level variables appear in the literature, as well as some case studies that indicate the importance of political culture (especially when it is relevant to political participation and assumptions about hierarchy and conflict), party systems and state structure (see, Campbell et al. 1989). While the quality of the interaction is known or assumed in markets (rational self-interest) as well as hierarchies (superior-subordinate obedience), the nature of the interaction is indeterminate in networks and communities.
CRITIQUE

Research on policy communities may need to reassess its analytical tradition, as it has reached several stumbling blocks. If every policy community represents a specialized segment, what is the role of broader institutions? Atkinson and Coleman (1992) caution that, “proceeding to analyze the policy process as if broad state institutions are irrelevant is a misuse of the concepts network and community” (168). And there are research challenges. If one assumes that there are sectors populated by policy communities, a question arises as to what sort of methodological approach should be used? What is the appropriate unit of analysis? Micro-analysis of actors and relationships (as Dowding (2001) recommends) risks neglecting the substantive content of the political impact of policy communities. The focus on operating modes and norms in policy communities carries a similar risk. The economically rationalistic assumption, that policy actors are in it to exchange resources, crowds out of the picture cultural phenomena such as habit and tradition, identity and sense of belonging, ideological and value-rational motivations, and even political conflict.

Policy communities operate in political arenas characterized by different types and intensities of conflict. Often but not necessarily, these political arenas are manifestations of economic interests. Mostly, they are fields where political conflict expresses itself or is suppressed. The meanings that participants in the network ascribe to their interactions and activities are not necessarily preformed; they may emerge from situations. Decisions, actions, group conflict, and policy change occur as a consequence of interactions. In the process of interaction, participants in a policy community are engaged in a process of meaning construction, and thereby they reinforce one another’s sense of importance of the set of issues under question. This meaning construction process might lead to articulation of political demands in ways that can be acted upon. It is also possible that participants abandon the game when events and issues lose their salience or importance. Yet the contingency of political alliances is difficult to appreciate in models that propose static categories for analysis. To rescue policy community from its denotative difficulties, it might be useful to adopt a political formulation that takes account of shifting alliances and situational conflict.

TYPES OF POLITICAL CONFLICT

In the following four descriptions, different types and intensities of conflict take place on different fields of play. Varying from low-intensity conflict (as in the policy community) to broad-based, ideological conflict over the role of government, four fields are presented in order of increasing potential for political conflict. The fields are identified as distributive, regulatory, tragedy of the commons, and welfare of the commons.

DISTRIBUTIVE FIELD

In this field, wherein policy community is situated, “All participants share basic values and accept the legitimacy of the outcome” (Rhodes 1997, 44). Though replete with definitional problems, some of the commonly accepted features of British policy communities include:

- Bargaining in sectoral environments,
- Predictable and enduring coalitions,
- Substantial agreement on problem definition,
- Low public profile (visibility) of decisions,
- Well-defined jurisdiction over relevant decision area,
- Low party political level attention,
• Narrow and low scope of conflict within the community,
• A small number of participants, and
• Restricted access for dissenting perspectives. (Jordan and Maloney 1997, 558).

We can gather from this list that policy communities are usually used in association with the major functional categories of government (e.g., agriculture, energy, or transportation) called sectors. The American policy literature would more likely point toward the distributive policy arena described by Lowi (1964; see also Ripley and Franklin 1982). In this policy arena, actors seek favor and subsidy from the government. Private interests and lobbyists petition the government in pursuit of their proffers, be they price support payments, procurement contracts, construction contracts, payment for services rendered, or other means of dispensation (Ripley and Franklin 1982, 90). The exception proves the rule. These cozy arrangements are stable over time, but can sometimes erupt into a more conflictual field of play. A distributive policy is “sprung” from its nourishing policy community when its effects begin to spill over and affect a broader constituency. The classic pork barrel water projects have occasionally been flushed from the routines of the policy community for several possible reasons, including the specter of the growing budget deficit, the emergence of water as a contentious scarce resource, conflicts with environmental groups, or, in the case of agriculture policy in Britain (Smith 1991) a salmonella outbreak. The process of a broad discourse can be most damaging to the pet projects of policy communities. Once broader discourse gains traction, particularistic lines of argument carry less weight. The opportunity for the expression of a wider range of values improves.

Even in the narrow confines of a policy community, a rationale which justifies a distributive policy in terms of some broader interest is usually put forth during policy formulation. For example, the U.S. Food Stamp Program, supported by a policy community situated in the sector identified with the U.S. Department of Agriculture, subsidizes agri-business and grocers. One can imagine being a member of this policy community and convincing the government to issue special money that can only be used to purchase products manufactured by members of that same policy community. In further testimony to the sectorialism of policy communities, the program is administered by the U.S. Department of Agriculture (not by the Department of Health and Human Services). But it is nonetheless justified in the broader political arena in terms of values such as compassion and helping the needy. Hence, distributive policies involve government payments or subsidies to organizations associated with particular policy communities. And it should also be noted that if powerful policy communities did not provide political support for this government program, it probably would not exist. So it also seems reasonable to conclude—as exchange theory would predict—that the underlying theme is instrumental gain.

**REGULATORY FIELD**

Much of what is nominally referred to as regulatory policy—tariffs, rate-setting, licensing—benefits identifiable policy communities. The dynamics are very similar to the dynamic of regulatory policy in that policy communities want government to rig the rules in their favor. However, Lowi (1964) described how tariff policy could no longer be contained in a closed-off policy community arena because diverse groups (e.g., the victims of retaliatory tariffs on an unrelated product imposed by other nations) would revitalize their own policy communities to oppose the policy. Regulatory practices have effects which are at first blush distributive, but ultimately may activate different policy communities who bear the costs of the regulation. This is what makes the regulatory field different from the distributive field. Pluralistic notions such as the clash of competing interests come into play. Conflict is either present or latent in this policy field.
TRAGEDY OF THE COMMONS

A political field closely related to the regulatory field we name “tragedy of the commons” in honor of Garrett Harding’s (1968) seminal article. In this field, there is not necessarily present a competing policy community. Yet if the in-place policy communities, organized around industry interests, get their way (e.g., absence of control on carbon dioxide emissions and other pollutants) the commons—in this case a reference to clean, breathable air—deteriorates to the detriment of all. On most days, the unorganized populace is no match for the tightly-knit, utility-maximizing, and influential policy communities. But when the politics in this field become salient, conflict erupts amidst moral indignation, justified ire, and ideological fervor.

WELFARE OF THE COMMONS

The fourth political field transcends particularistic policy communities. National defense, social security, and national health care are possible examples. The benefits of policies accrue to the diverse population, as do the benefits. This is not to suggest that some dynamics of national defense policy (e.g., munitions contracts) do not functionally operate according to the politics of the distributive field, in which the policy communities, whose members include major defense contractors, are the major actors. But the politics in this field are likely to be debated at the macro-level, where peak associations (Ripley and Franklin 1982) conduct the debate at a societal level, in view of public media. Conflict about the appropriate role of the state plays out on this field, sometimes heated to boiling point as ideologies clash over highly symbolic macro issues such as capitalism, socialism, war, or the welfare state.

The point of mentioning these four contrasting policy fields is to demonstrate, in a different way, the limits of the policy community perspective. While it may be the case that policy communities dominate everyday, outside-the-limelight policy making, it is also possible that the deliberation of these close-knit groups can be exposed to a broader hearing in certain cases or with certain issues.

PUBLIC ADMINISTRATION

Critics point to the long-term negative consequences of the trend toward a network style of politics, most particularly by policy communities. They are “displacing political parties, chief executives, and other political institutions that once served to centralize power in our fragmented governmental system” (Skok 1995, 330). However, once “bureaucracy,” or “the executive,” or “the party” or “the state” are understood as reified concepts—as contingencies that are mistakenly objectified as immutable forces of nature—then the hard boundaries between and among agencies, institutions, and bureaucracy (and these distinguished from the citizenry) can be made permeable. Instead of looking at policy and administrative processes as a series of power transactions between walled institutions, think instead of an energy field (Fox and Miller 1995). A public energy field is composed of a multiplicity of malleable, discursive social formations. Discourse formations such as policy communities, policy networks, interagency task forces and consortia, negotiated regulatory constraints, adhocracies and the like are in abundant evidence in practice, but political and administrative scholars have only begun to theorize this phenomenon.

The complex web of relationships well represented by the network metaphor bears major implications on the distinction between politics and administration once presumed to exist. The conception of public administrators as neutrally competent and efficiency-guided public employees fails the admissibility test in political-administrative life. Public administrators might participate
in network-style policy communities due to knowledge and expertise on substantive policy issues without being identified with one political position or another. Yet, as participants in policy communities, public administrators are political administrators. Public administrators maintain an activist role in policymaking process in that they freely put their knowledge and skills into use to accomplish certain policy outcomes. This proactive engagement in the policymaking process is consistent with long-expressed ideals by many public administration scholars (Harmon 1981). With different agendas, other public administration scholars spoke up on behalf of a more active stance on the part of administrators. The analytical turn of New Public Management expresses itself as managerialism (Kickert, Klign, and Kippenjan 1997), which aims to control and manage policy communities for administrative purposes.

Fox and Miller (1995) proposed an active administrative involvement in public policymaking, but they framed their proposal with standards of authentic discourse, against which actual policy discourse may be judged democratic or not. More recently, Denhardt and Denhardt (2000) proposed a public conversation that is instrumental in bringing administrators and citizens together to work out solutions to pressing policy problems.

Common in all these models is that public administrators are advised to be engaged in “what to do” questions of public policy, not just “how to do” questions. They mobilize key actors and help make policy an actuality. With knowledge as their key resource, they lead others to value their expertise and understanding of the important dimensions of the problem. Knowledgeable people, along with others in need of answers, join efforts and work together. In the process of interaction and reciprocal influence, the issues become clarified, relevant evidence shared and debated, and alternative solutions proposed.

The policy communities model, and its related network models, makes it clear that political interaction is prevalent in the practice of public administration. Political administrators frequently find themselves interacting among members of the public, struggling to sort out meanings and values, trying to establish or modify institutional arrangements, working to channel public resources in desired directions. The conflict that arises through the process provides a means by which to enlarge public discourse and shape public action.

Some political scientists focus attention on integrative functions of such extra-formal interactions, a feature that seems to make these relationships spread despite strong protestations of government formalists. Lowi (1969) calls for return to a formal democracy. Yet this may be a nostalgic wish in the face of ever-increasing presence of extra-formal political dynamics that reflect a desire for say-so in public policy debates. It would be hard to claim, anymore, that these informal dynamics that operate in policy-making processes are a new phenomenon. Throughout the policymaking apparatus of government, there are collections of issue-conscious groups influencing events in a complex system of interrelationships. Participants in this process often represent economic interests, but they typically bring into play technical expertise and specialized knowledge contributions to important questions of public policy.

Policy communities (and policy networks) play critical roles in public policy processes, among which the most important ones are those related to integration tasks performed. Professional associations operate as functional subsystems linking numerous program professionals through all levels of government. These coordinative and communicative competences make policy communities potentially more valuable than autonomous and closed iron triangles. In some cases, the existence of policy communities appears to have reconciled the need of coordinating and integrating public action in a complex and dynamic policy environment that is more fragmented than ever. Without them policy implementation likely would be more complicated and disorderly than it is now.

In a nutshell, the functional utility of policy communities is both political and administrative. Policy communities are political in the sense that they are instrumental in the process of extracting funds from the larger political system. Policy communities are also administrative because critical management functions such as coordination, communication, and integration are facilitated through
them. Economic, professional, or intellectual interests represented by the actors in the networks help link various policy actors located at different levels of government. And yet, constant vigilance is required to assure that policy communities do not usurp the vague yet contentious desires of the larger political community.
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The term *think tank* is used here to mean policy research institutes involved in the research and analysis of a particular policy area or a broad range of policy issues, seeking to advise policy makers or inform public debate on policy issues. Generally, these organizations are constituted as non-governmental organizations (NGOs) but some are either semi-governmental agencies or quasi-autonomous units within government. Additionally, some European political parties have created in-house think tanks in the form of party institutes or foundations such as the Konrad Adenauer Stiftung associated with the Christian Democratic Party in Germany. In parts of North Asia, think tanks are often affiliated with business corporations such as the Mitsubishi Research Institute a profit-making institute founded in 1970. Despite this increasing divergence in legal constitution, the roles and functions of think tanks put them at the intersection of academia and politics where they aim to make connection between policy analysis and policy making. However, there is considerable diversity among think tanks in terms of size, ideology, resources, and the quality or quantity of analytic output. Notwithstanding the prosperous, well-known think tanks like RAND, the Brookings Institution, or the Council on Foreign Relations in the United States, the majority of think tanks around the world are relatively small organizations. Most operate with a dozen or so research staff and annual budgets of approximately US$2–$3.5 million (Boucher et al. 2004).

Aside from policy analysis, these organizations also perform a range of ancillary activities that help amplify their policy analysis and sometimes propel their policy products into decision-making circles. Their diversity of activities and functions has presented dilemmas in defining think tanks (reflected in the broad description above), compounded by their dramatic proliferation, hybrid forms, and world-wide spread over the past two decades. In tandem, think tank modes of policy analysis range, at one end of the spectrum, from being highly scholarly, academic, or technocratic in style, to overtly ideological, partisan, and advocacy driven, at the other end, with vastly different standards of quality throughout. The interplay of applying knowledge to policy problems is complemented by strategic practices to develop advisory ties to government, industry or the public as brokers of policy analysis. Accordingly, think tank policy analysis is not simply an intellectual exercise that is manifest through expert commentary or policy documents. Instead, policy analysis is also action-oriented, reliant on policy entrepreneurship, institution building, and the competitiveness of think tanks in the market-place of ideas.

This positivist and pluralist conception of think tanks competing nationally and internationally in their advocacy toward governments and international organization is complicated by understandings of think tank influence that dwell on the longer term capacity to shape the climate of opinion and develop narratives that structure world views and policy beliefs. Consequently, the strategies to directly affect the course of a piece of legislation, or the wording of policy initiatives, must be considered alongside the longer term, indirect, and subtle influence over discourses of governance.
WAVES OF DEVELOPMENT

The waves of think tank development from early in the twentieth century parallel the evolution of policy analysis. Three broad stages can be identified: the first generation of think tank prior to World War II; the second wave of Cold War, peace research and development studies institutes alongside those with a domestic social and economic policy focus; and third, the global think tank boom from the 1980s onward (Stone and Denham 2004). Often with funding support from the National Endowment for Democracy, USAID (United States Agency for International Development), the World Bank or private philanthropic foundations, the Western organisational format of think tank has been spread internationally. In tandem, Western models and norms of policy analysis have also spread.

First generation think tanks were responses to societal and economic problems spawned by urbanization, industrialization, and economic growth. Think tanks became established in English-speaking countries, but most prominently in the United States. Many reasons for uneven development have been posited: the strong philanthropic sector, a conducive tax system, weak political parties, a pluralistic political system, and the division of powers in its federal structure as well as between executive and legislature of the United States (Smith 1991; Abelson 2002). These factors presented favorable political opportunities and policy niches for think tank development. In general, think tanks emerged in North America and the British dominions as a response to the growth of the state—the “progressive era”—expansion of universities with increased literacy and professionalization of public service that facilitated demand for independent policy analysis for the rational improvement of society (Heineman 2003). Organizations such as the Brookings Institution, the 20th Century Fund, and the Russell Sage Foundation in the United States, and the Fabian Society and National Institute for Economic and Social Research in the UK are typical of the first wave.

The post-World War II era brought more extensive role for the state in social and economic affairs, prompting a second wave of think tank developments in North America and in European liberal and social democracies. In the United States, the New Deal and the Great Society period along with the Korean and Vietnam wars prompted the development of government contract research institutions. In the United States, RAND and the Hudson Institute were exemplary of the new breed of think tank increasingly reliant on government contracts rather than private philanthropy. A number of other institutes acquired substantial input into social policy, most notably the Urban Institute. Created in 1968, it had the mission of researching and analyzing American social problems such as the inner city and urban decline, state work-welfare programs, Medicare payments, transport policy, and so forth. Similar institutes emerged in other developed countries: the Institut für Sozialpolitik und Sozialreform in Austria in 1953, the Studieförbundet Näringsliv och Samhälle in Sweden in 1948, and the Institute of Public Affairs (IPA) in 1943 in Australia. Many of the second generation think tanks pioneered applications of new statistical techniques, economic modeling and cost-benefit analysis. As government demand for this kind of analysis expanded, so, too, did the number and variety of think tanks. Institutes with a social policy focus were increasingly out-numbered by the proliferation of foreign policy institutes, centers for the study of security, and development studies institutes, in an era defined by the Cold War, superpower rivalries, and Third World issues.

From the 1980s, a world-wide boom of think tanks was apparent. In Anglo-American political systems, think tank communities matured. Whether as a cause or a consequence of the rise of environmental considerations, environmental policy institutes have burgeoned. Specialization has evolved on other fronts: inter alia, women’s policy institutes, business ethics think tanks, and centers for democracy promotion. Many of the new institutes adopted a more strident ideological stance alongside a greater organizational propensity for advocacy (Abeson 2004). The rise of so-called New Right think tanks such as the Adam Smith Institute in London also illustrates how free market and conservative think tanks were one set of actors constitutive of the paradigm shift from Keynesian
policy making toward neoliberal principles government organisation (Denham and Garnett 2004). Today, as governments clamor for evidence-based policy, think tanks are ready to provide their evidence in support of policy reform and innovation.

Outside the OECD (Organisation for Economic Co-operation and Development), think tanks exhibit an evolution that occurred later in the twentieth century. In the newly industrialized countries of Asia, rapid economic growth freed resources for policy research while increasing levels of literacy and greater opportunity for university education created new generations of intellectuals. Northeast Asian institutes are relatively numerous but are also more likely to be affiliated with a government ministry or large corporation. A number of Latin American countries such as Argentina, Peru, and Chile also have a healthy population of research institutes; many are affiliated with universities, and have had a new breath of life with democratization in the region. Western-style independent think tanks in former Soviet Union appeared after 1989. Examples include the Center for Social and Economic Research in Poland and the Center for Liberal Strategies in Bulgaria, but the bureaucratic legacy of the old, if impoverished, Soviet-style Academies of Science still looms (Minggiu-Pippidi 2004). As relatively young organizations, with limited resources, the new policy institutes are often over-stretched in their policy focus on the problems of transition. This is even more pronounced with think tanks in many African countries (Johnson 2000). In weak and failed states, the presence of think tanks tends to be very limited. Elsewhere the weak policy environment of Bosnia and Herzegovina and the dominance of the Office of the High Representative post-1995 in structuring both the demand and supply of policy analysis has curtailed think tank development (Miller and Struyk 2003).

The global reach of think tank development is reflected in the cottage industries that have evolved around the phenomenon. There are practical guides on how to manage think tanks (Struyk 2002). Workshops are convened regularly by USAID, the Konrad Adenauer Stiftung, Freedom House, the World Bank, UNDP (United Nations Development Programme) and the Open Society Institute (among many others) on how to start and then manage a think tank. Specialist consultants and firms cater to both think tanks that need management advice and to their donors who require evaluation of the think tank analysis they have funded. There are parallels in the development of the academic literature. Into the 1990s, analysis of think tanks was devoted almost exclusively to think tank growth within Anglo-American systems as “third sector” organizational solutions applying knowledge and expertise to public problems (see inter alia, Smith 1991; Weiss 1992). Current research trends are comparative and focused on think tank political roles in developing and post-communist states (McGann and Weaver 2000), in global governance (Stone 2003; Ladi 2004), and addressing issues of think tank influence in policy networks and public discourse (Ullrich 2004; Lucarelli and Radaelli 2004).

In a maturing world-wide industry, think tanks are in a constant state of reinvention. The scaling down of Open Society Institute offices in Central and Eastern Europe has seen the transformation of some of these capacity building NGOs into independent policy institutes, reflective of the so-called policy turn of the Soros funded OSI (Krizsan and Zenta, 2004). In other contexts, some think tanks evolve into, or evolve from, consulting firms (Minggiu-Pippidi 2003). Some institutes might be better defined as “vanity tanks” that help launch the political careers of aspiring leaders (Abeslon 2004).

As think tanks proliferate and diversify, there is less agreement on how they might be defined. The think tank idea has been stretched. Journalists, academics, and other commentators have applied the term haphazardly as a label for any institution undertaking policy-related technical or scientific research and analysis. This could be an international agency, a non-governmental organization, a scientific laboratory, a commercial research enterprise, or policy analysis units inside government. Increasingly, the boundaries between think tanks and other groups are blurring. Pressure groups and NGOs such as Amnesty or Transparency International have their own capacity for policy
analytic research. Some think tanks are not devoted exclusively to research and policy analysis but are “think-and-do-tanks” involved in advocacy, technical assistance, and training. Many institutes are informally incorporated or coopted into policy development whereas in other political systems, institutes conform to the strictures of state monitoring and censorship. Consequently, the variety of think tanks in operation defies simple generalization about their standards of research and integrity of policy analysis.

MODES OF POLICY ANALYSIS

One of the most important functions of think tanks is the specialized research activity that leads to policy analysis. The primary targets of think tank analysis are legislatures and executives as well as bureaucrats and politicians at local, national, and international levels of governance, but other actors in society interact with or support think tanks. Further distinctiveness lies in: (1) their capacity to act as a clearinghouse, (2) their involvement in the advocacy of ideas, (3) their incorporation in domestic and transnational policy networks, and (4) their specialized intellectual and scholarly base providing expertise on policy issues.

As a clearinghouse, think tanks represent a concentration of cheap or free information and expertise. The revolution in information technology has made think tank products—working papers, books, training manuals, draft legislation, e-forums—a readily accessible source of policy relevant research and analysis. In addition, think tanks are a repository of “independent” and “scholarly” experts who can provide information that frequently represents a credible alternative to information coming from government or from the corporate sector. This information is used readily by the media, interest groups, business associations, trade unions, churches, NGOs, and social movements; it is often made available as a “public good.”

As “advocates” think tank scholars/activists are driven by ideological, scholarly, or professional principles to broadcast and spread specific practices or policies. In general, later generations of American, Canadian, British, and Australian think tanks have been more advocacy-oriented in order to maintain both media and political attention in the increasingly competitive market place of ideas. Stylistically, this has meant that think tanks do not communicate ideas solely through the policy professional domains of seminars, conferences and publications. Think tanks also seek to press their views in public domains such as television and radio or through newspaper commentary where there is increasingly a symbiotic relationship via sound bite policy analysis.

Both individuals in think tanks and the organization need to act as policy entrepreneurs; that is, as educators, advocates, and networkers. Effective communication to policy audiences is as important to the success of a think tank as the production of high-quality policy analysis. Many think tanks are not only more adept at political communication than universities and NGOs, but the organizational format of think tank is itself an institutional response to the difficulties of bridging research and policy and applying (social) science to national problems of economy and society.

Where advocacy is often the strategy of the “outsider” think tank, some think tanks become “insiders” to policy communities. These networks are a sectoral mode of governance incorporating actors from inside and outside government to facilitate decision-making and implementation. As suppliers of expertise and analysis, think tank staff can be coopted into policy deliberation either informally through consultations and personal interactions or more formally through appointment to advisory bodies. In such circumstances, there is a relationship of trust between a think tank and a government ministry or set of officials where the think tank’s expertise is recognized in return for some policy access (Ullrich 2004). The Overseas Development Institute in London, for instance, has a strong and long-standing relationship with the UK Department for International Development. Additionally, as conveners of conferences and research projects, think tanks represent interlocutors
among business executives, government officials, and other experts, and thereby provide environs conducive for off-the-record discussions. Indeed, a number of think tanks around the world that enjoy the trust of governments have played a quiet but effective behind the scenes role as agents of “track two diplomacy” (Simon, 2001).

As centers for policy analysis, think tanks need to sustain their professional credibility and reputation as repositories of policy knowledge. Chief think tank staff members are usually highly qualified, with a PhD, and continue to participate in the professional meetings of their discipline. Some teach on a part-time basis as adjunct faculty of universities (that also provides opportunity to recruit new talent for the think tank); a small percentage of think tanks are formally linked with universities. However, the primary orientation is the production of policy analysis, not higher education. Nevertheless, think tanks are a vehicle for policy training and a site for political “wannabes” to hone their rhetorical skills and induct themselves into policy communities. Think tanks produce human capital in the form of specialized analysts who often move between think tank, university, and government service. The long-term ramifications indirectly interweave the think tank with government agencies via its former fellows.

Some have spent careers working with governments or international organizations before bringing their professional experience to the think tank while other think tank scholars regularly seek appointment to official committees and advisory boards. Usually, staff can legitimately claim knowledge and detailed awareness of the internal workings of government. Consequently, the mix of staff experiences and formal qualifications is important for the organization to establish credibility with political audiences as reliable “thinking outfits” providing rigorous policy analysis. In short, the human capital of a think tank is its primary asset in producing policy analysis and sustaining reputation.

**TRANSNATIONALIZATION OF THINK TANKS**

Think tanks are an excellent barometer of the transnationalization of policy analysis. The dual dynamic of globalization and regionalization has transformed the research agendas of these organizations. Institutes have been compelled to look beyond primarily local and national matters to address global issues. Many think tanks have been at the forefront of public debate, policy analysis and research into the global reach and ramifications of policy concerns such as the environment, security, trade, refugees and human rights. In conjunction with academics in universities, a notable number of think tank researchers have been leading commentators on globalization. Their transnational research agendas have been complemented by global dissemination of policy analysis via the Internet.

In the evolving shape of global civil society, think tanks are also prominent players. It is common for think tanks to liaise with like-minded bodies from other countries. The Open Society Institute PASOS association in CEE is a regional network that operates in the same field as the Transition Policy Network of think tanks coordinated by the Urban Institute. Global ThinkNet, convened by the Japan Center for International Exchange, hosts meetings of think tank directors and senior scholars. The Global Development Network is an extensive international federal network primarily of economic research institutes. There are many more. These networks provide an infrastructure for global dialogue and research collaboration, but institutes generally remain committed to the nation-state where they are legally constituted. Nevertheless, there is a nascent global marketplace of ideas. Although North American and European think tanks dominate this marketplace, it provides a rich source of radical thinking as well as orthodox policy analysis.

International organizations like the World Bank, European Union (EU), the World Trade Organization (WTO) or UNDP are important financiers and consumers of research and policy analysis.
They have provided capacity building and training programs throughout the world for local elites to establish new think tanks and policy networks (UNDP 2003). They also require independent policy analysis and research. This is not only to support problem definition and outline policy solutions, but as civil society actors or as highly reputed expert organizations, think tanks are often effective bodies to monitor and evaluate existing policy as well as to provide scholarly legitimating for policy development. Moreover, a few think tanks have become transnational in orientation; for instance, the Evian Group revolves in the orbit of the WTO but is an independent body that convenes meetings of, and studies by, trade experts in support of an open world economy.

Think tanks have become key actors in a thickening web of global/regional institutions, regulatory activities and policy practices. Global governance structures such as the Global Water Partnership or UNAIDS are in response to the increasing prevalence of global policy problems that do not respect national boundaries. These contemporary policy problems provide a structural dynamic for research collaboration, sharing of responsibilities, regularized communication, and expert consultation. Global public policy networks are neocorporatist arrangements that act alongside international organizations, government officials, business representatives, and stakeholders to a policy area to provide policy analysis (Reinicke and Deng 2000). Within these networks, selected think tanks have become useful in building the infrastructure for communication between transnational policy actors; that is, Web sites, newsletters, organizing international meetings, and managing the flow of information coming from numerous sources. Consequently, through their policy analysis and participation in global or regional policy dialogue, the transnationalization of think tanks can be regarded as one transmitter of global policy processes.

Think tank activity within the European Union has been considerable, reflecting the deepening of European integration (Boucher et al. 2004). Despite differences between think tanks in relation to specific policy remits, structural and membership profiles, and ideological perspectives on European integration, they have common features such as close relations with the European Commission and a research focus on distinctively European issues (Ladi 2004; Ullrich 2004). CEPS (the Center for European Policy Studies in Brussels) is the exemplar of this style. Think tanks have also been key players in European harmonization of national structures through cross-national processes of policy transfer, where they go beyond detached policy analysis to spread certain European standards and benchmarks (Ladi 2004). Regionalism elsewhere in the world—ASEAN, the African Union, or NAFTA—has also acted as a magnet for think tank activity.

THE INFLUENCE OF THINK TANK POLICY ANALYSIS

One of the most vexed questions concerning think tanks is whether or not they have policy influence. Notwithstanding extensive growth, think tanks do not enjoy automatic political access. Attempting to broker policy analysis to decision makers does not equate with immediate policy impact on forthcoming legislation or executive thinking. Relatively few think tanks make key contributions to decision making in local, national, or regional global fora, or exert paradigmatic influence over policy thinking. Instead, it is more appropriate to view them as cogs in the wider machineries of governance. Furthermore, think tank research and reports do not escape challenges or criticism from other knowledge actors in universities, whilst they may be ignored or patronized at will by governments, corporations, and international organizations. However, this is not to suggest that these organizations are without intellectual authority or policy influence.

First, think tanks appropriate authority on the basis of their scholarly credentials as quasi-academic organizations focused on the rigorous and professional analysis of policy issues. Many use their presumed "independent" status as civil society organizations to strengthen their reputation as beholden neither to the interests of market nor the state. These endowments give think tanks some legitimacy in seeking to intervene with knowledge and advice in policy processes. However,
a recent empirical survey of European decision makers, journalists, and academics’ views about the impact of think tanks discovered critical and cautious perceptions of influence:

All (interviewees) insisted on the importance of a healthy think tank sector for E.U. policy making while criticising their relative lack of strength and ability to provide added-value, sometimes their lack of impact and relevance; and finally an approach seen as too technocratic and elitist. (Boucher et al. 2004, 85)

Nevertheless, these organizations acquire political credibility by performing services for states and for non-state actors. In short, the sources of demand help explain think tank relevance and utility if not direct policy influence. Think tanks respond to demand for high-quality and reputable research and analysis, ideas, and argumentation. In addition, they provide services such as ethics or policy training for civil servants, or by organizing conferences or seminars. Similarly, they have become useful translators of the abstract modeling and dense theoretical concepts characteristic of contemporary social science. For governments concerned about evidence-based policy, think tanks potentially help create a more rational policy process by augmenting in-house research capacities, circumventing time and institutional constraints, and alerting elites to changing policy conditions (Dror 1984). Thus, it may be less the case that think tanks have an impact on government and more the case that governments or certain political leaders employ these organizations as tools to pursue their own interests and provide intellectual legitimation for policy.

Think tanks also contribute to governance and institution building by facilitating exchange between official and other private actors as interlocutors and network entrepreneurs. Networks are important to think tanks both in embedding them in a relationship with more powerful actors, and in increasing their constituency, thereby potentially amplifying their impact. However, such relationships also pull think tanks toward advocacy and ideological polemic or partisanship and politicization. Too close an affinity with government, a political party, or NGOs can seriously undermine their authority and legitimacy as objective (or at least balanced) knowledge providers, and potentially dissolve important distinctions between the research institute and advocacy group.

Rather than organizations for rational knowledge utilization in policy, think tank development is also indicative of the wider politicization of policy analysis. In a few countries, think tanks are a means of career advancement or a stepping stone for the politically ambitious. This has lead to the hollowing out of British think tanks after election of a new government (Denham and Garnett 2004). The revolving-door of individuals moving between executive appointment and think tanks, law firms, or universities is a well-known phenomenon in the United States and is increasingly seen in Central and Eastern Europe and sub-Saharan African countries. In short, rather than the policy analysis papers—or published output—having influence, it is the policy analytic capacity—or human capital—that has long term influence and resonance inside government, and increasingly international organizations.

Some think tanks attract more media than government attention. The capacity to gain funds from foundations, governments, and corporations to undertake their policy analysis is indirect recognition of the value of many institutes. Others value the pluralism of debate that think tanks can bring to liberal democracies, and this is one rationale behind the think tank capacity building initiatives of development agencies. In neopluralist thinking, independent think tanks are often portrayed as creating a more open, participatory and educated populace and represent a counter to the influence of powerful techno-bureaucratic, corporate, and media interests on the policy agenda. Moreover, a more informed, knowledge-based policy process—a role that think tank experts help fulfill—could enlighten decision making (Weiss 1990).

Early American studies of think tanks often adopted power approaches to the role of think tanks in decision making. Elite studies of institutes such as the Brookings Institution (Dye 1978) emphasized how think tanks are key components of the power elite where decision making is
concentrated in the hands of a few groups and individuals. Similarly, some Marxists argued that establishment think tanks are consensus-building organizations developing and debating the ideology and long-range plans that convert problems of political economy into manageable objects of public policy. As the common economic interests and social cohesion among the power elite or ruling class is insufficient to produce consensus on policies, agreement on such matters requires “research, consultation and deliberation” to form a coherent sense of long-term class interests (Domhoff 1983, 82) and maintain hegemonic control (Desai 1994). However, these studies direct analysis toward well-known policy institutions with solid links to political parties or the corporate sector, neglecting the role of smaller, lesser-known institutes which thrive in much larger numbers than the elite think tanks.

In general, contemporary analysts are skeptical of think tanks exerting consistent direct impact on politics (see essays in Stone and Denham 2004). Instead, they develop wider and more nuanced understandings of think tank policy influence and social relevance in their roles as agenda-setters who create policy narratives that capture the political and public imagination. This ability to set the terms of debate, define problems and shape policy perception has been described elsewhere as “atmospheric” influence (James 2000, 163). Moreover, the fluctuating and changing influence of think tanks has much to do with the way in which think tanks interact over time in epistemic communities, advocacy coalitions, and discourse coalitions. The epistemic community concept (Haas 1992) focuses on the specific role of experts in the policy process and the heightened influence of consensual knowledge in conditions of policy uncertainty (Ullrich 2004). In this perspective, think tanks wield their expertise and analysis as objectified scientific input to policy. The advocacy coalition approach emphasizes an alternative view that analysis has a long-term enlightenment function in altering policy orthodoxies, and highlights the role of beliefs, values and ideas as a neglected dimension of policy making (Lucarelli and Radaelli 2004). By contrast, discourse approaches emphasize the role of language and political symbolism in the definition and perception of policy problem. It is a constructivist approach that emphasizes intersubjective knowledge—common understandings and shared identities—as the dynamic for change and in which think tanks are wordsmiths. In these perspectives, it is in the langue duree that think tank policy analysis and activity has achieved wider social relevance and shaping patterns of governance and moving paradigms.

REFERENCES


UNDP (2003) Thinking the Unthinkable: From Thought to Policy, Bratislava, United Nations Development Program.

Part IV

*Policy Decision Making: Rationality, Networks, and Learning*
12 Rationality in Policy Decision Making

Clinton J. Andrews

Policy decisions should be rational but sometimes they are not. The same goes for policy advice, according to critics who use the word “rational” in particular ways. The task in this chapter is to build a concise yet nuanced account of rationality in policy decision making that counters shallower complaints while providing points of departure for deeper critical probing.

The chapter begins by discussing implied links between policy analysis and science. It then explores the substantive and procedural dimensions of policy decision making, and the distinct roles of analysts and decision makers. It reviews progress in developing tools for rational policy analysis, confronts the normative divide between adherents of theoretical and practical reason, shows how public participation can augment the rationality of public decisions, and closes by noting that the status of rationality in public decision making is insecure.

POLICY ANALYSIS AS SCIENCE

Historical perspectives on policy analysis highlight the great modern urge to bring science to bear on society’s problems. This urge has deep roots in the writings of Plato, Bacon, Descartes, Bentham, and Marx, among others, who all advocate variants of a scientifically guided society (Lindblom 1990). Progressive-era think tanks, Great Society systems analysis, and Lasswellian policy analysis are only the most recent manifestations of this ancient impulse. Surely any “good” society will take advantage of new knowledge to promote progress.

If policy analysis has scientific aspirations, then the scientific enterprise itself warrants a closer look. Science has proven to be a wonderfully productive enterprise, generating useful knowledge faster and cheaper than any other social activity the world has ever known. Given adequate resources, the wheel of science spins happily along, cycling from induction to deduction, from gathering evidence, to detecting patterns in the evidence, to formulating conceptual explanations for those patterns, to testing these hypotheses against additional empirical evidence (Wallace 1971). Focused research communities form around particular phenomena and shared conceptual frameworks, thereby promoting rapid progress within narrow domains. Norms of ideal science include universalism (apply only impersonal, objective criteria, disregard the personal and social characteristics of the scientist), communality (freely share new knowledge), disinterestedness (avoid a personal stake in a specific research outcome), and organized skepticism (require empirical and logical evidence for claims) (Merton 1973). In these ways, the scientific enterprise rapidly produces, validates, and disseminates knowledge.

Yet science remains a social activity, as fraught with weaknesses as any other human enterprise. Scientists have suffered from enforced orthodoxies, nepotism and favoritism; and ideal norms have been corrupted so that some science appears biased, proprietary, self-interested, or credulous (Jasanoff 1990). Scientific facts and truths are in any case temporary and provisional, representing
only the current consensus—sometimes very long-lived—within a community of researchers. Thus science has a communicative context, and scientific knowledge claims are contingent.

Science is an elite enterprise that systematically excludes or marginalizes incompetent practitioners. Scientific norms, practices of peer review, and credentialing institutions all work to filter out poorly trained and less talented researchers, although these arrangements can also encourage a stifling orthodoxy. Democracy, it is worth noting, also has elements of exclusivity—madmen, children, and noncitizens do not vote (Guston 1993). Yet it remains true that only a tiny segment of society produces, communicates, and advocates on behalf of the scientific knowledge used in public decision making. Its moral autonomy has “helped create science in an Old Testament style, that is, respect without comprehension” (Toumey 1996, 34).

There are other sources of relevant, elite-based knowledge. The legal expertise of attorneys, the moral authority of religious leaders, the sharp pencils of accountants, and the contributions of many types of professionals all might contribute to better public decision making.

Difficulties emerge when deciding whose knowledge counts the most. Citizens vary in their education, life experience, raw intelligence, and particular knowledge. It makes sense to delegate certain decisions to experts. We ask engineers to design our bridges, neurosurgeons to operate on our brains, and economists to set monetary policy. Yet sometimes the value of elite expertise is less clear. Thus toxicological knowledge may be no more relevant than local fishing lore when setting fish consumption advisories in polluted waters. Experts also have limited domains of expertise, so it is not clear whether a biologist or a priest has a stronger claim in helping politicians decide the ethics of embryonic stem cell research. Some scientific knowledge is uncertain or irrelevant, some relevant knowledge is local rather than general, and some decisions turn on values as much as on the facts.

SUBSTANTIVE AND PROCEDURAL DIMENSIONS

Simon (1976) offers one solution to the dilemma of whose knowledge counts by distinguishing between substantive and procedural rationality. He measures substantive rationality relative to optimal outcomes, and procedural rationality relative to optimal decision processes.

Scientifically produced knowledge contributes to substantive rationality. Such knowledge describes phenomena and explains causal factors. It provides the factual basis for better decisions. It satisfies scientific criteria of validity and reliability, and it justifies authoritative knowledge claims. Scientific knowledge is a key input that contributes to the “best” outcome.

Yet every decision also has a procedural component: Who makes the decision, and what are the prescribed steps in making the decision? Procedural rationality helps improve decisions by specifying their “who” and “how” aspects. Optimal processes are legitimate, reasoned, and transparent.

Simon’s distinction between substantive and procedural rationality maps nicely onto a distinction made decades earlier by Weber (1922) regarding sources of legitimacy. Public decisions are legitimate if they are legal, authoritative, and appropriate for the context. There are two very different sources of legitimacy. First, there is the legitimacy of authority, based in status, as enjoyed by divine rulers, revered elders, and scientific experts. Second, there is the legitimacy of consent, based in civil society, and deriving from following constitutional rules and open, democratic procedures. These distinctions make intuitive sense, but they also raise a troubling question: Are these two sources of legitimacy complementary or does one displace the other? Symmetrically, does increased procedural rationality come at the expense of decreased substantive rationality?

Lindblom (1990) argues forcefully that substantive rationality should not be allowed to displace procedural rationality. Especially regarding social phenomena, he doubts that science ever rises above mere confirmation of common sense. He believes that social scientific expertise should not...
be privileged over lay judgment in public decision making, and he advocates a *self-guided* rather than a *scientifically guided* society. Science should play only a minor supporting role. Lindblom’s argument draws strongly on his famous “muddling through” conception, which asserts that scientific planning frequently fails in decentralized capitalist democracies because power is shared and no one has full information (1959). His solution is to encourage incrementalism in policy-making, and continual, mutual adjustment among policy actors.

Critics of Lindblom assert that incrementalism is the rational procedure sometimes but not all of the time (Breheny and Hooper 1985; Smith and May 1980). There are decisions in which expert contributions to substantive rationality are essential, such as the bridge-building example mentioned earlier. There are also “big” decisions that cannot be easily or cheaply reversed or subdivided, such as damming a major river, starting a nuclear power plant, or going to war. In such cases, the goodness of decisions depends equally on their procedural and substantive elements. However, the critics face a daunting task in explaining which decisions should be incremental and which should not.

**RATIONAL AND REASONABLE**

There is a way to relieve some of the inconsistencies identified in the preceding paragraphs, by distinguishing between decision making and analysis. Decision making is the art of choosing reasonable decision rules, ones that are appropriate for each decision context. Reasonable decision rules are internally consistent and an outcome of moral argumentation, they are values-based. Analysis is the science of applying those decision rules rationally, according to appropriate standards. Rational analysis is logical, valid, reliable, and empirically tested, it is fact-based. Values and facts are distinct intellectual categories although they can be hard to distinguish from one another in practice.

“Irrational” decisions are often nothing more than the rational application of unreasonable decision rules. For example, given a “net social benefit” decision rule, it may seem quite rational to dam a major river like the Yangtze. If a “no losers” test had been applied instead, then the rational choice might be to leave the river alone. Rationality in policy decision making thus requires both reasonable decision rules and rational applications of those rules.

Often the jobs of analysis and decision making are separated because of the scale and complexity of modern society. This opens up the possibility that analysts will not check with decision makers to determine which decision rule is reasonable. Equally, decision makers may not bother to check with analysts regarding the rationality of the rule’s particular application. Rationality in policy decision making thus depends crucially on effective communication between decision makers and analysts.

The troubling word “appropriate” appears twice in this section, raising difficult questions. How does a decision maker know that a decision rule is reasonable, that is, appropriate to its context? Also, how does an analyst know that the logical and empirical standards applied are rational, that is, appropriate to the decision rule and its context? The answer to both questions is that appropriateness is socially determined. Both decision makers and analysts thus must communicate with others—the population at large as well as a range of experts—to confirm that they have acted appropriately.

**SINGLE AND MULTIPLE DECISION MAKERS**

Some decisions *seem* private: you choose your breakfast items, your day’s clothes, and whether to get out of bed in the morning. Yet even despots do not get to make truly independent decisions. If you know that others strongly influence your own choice of food, clothing, and schedule, you also suspect that even Adolf Hitler and Julius Caesar needed to consult with confidantes and mollify the
masses. Almost all policy decisions are truly multi-party decisions. This implies, first, that there must be a procedural component to public decision making that specifies how the parties interact. Second, this multi-party context implies that communication among parties will strongly influence outcomes.

As the next section illustrates, a close look at the tools of rational policy analysis shows that some of the most widely used methods blithely assume a single omniscient decision maker. For example, a hypothetical social planner acts on behalf of the whole population when selecting socially optimal policies by means of benefit-cost analysis. The risk assessor likewise weighs expected aggregate social risks and benefits when selecting optimal regulations. Such tools simplify away the procedural and communicative challenges of public decision making. We need to move beyond them (Andrews 2002).

TOOLS OF RATIONAL POLICY ANALYSIS

The science of public decision making has in fact evolved rapidly over the past century. A quick tour spanning welfare maximization, public choice, multi-agent simulation, and decision support follows.

WELFARE MAXIMIZATION

Starting from a microeconomic notion of individual utility, rationally pursued, Bergson, later extended by Samuelson, developed an additive social welfare function, with optimal public policy being that which maximizes the aggregate utility across members of the population. This individualistic formulation contrasts with competing concepts such as Benthamite utility (“the greatest good for the greatest number”).

Benefit-cost analysis is a widely used tool that attempts to guide policymakers to welfare-maximizing choices. At its heart is the Kaldor-Hicks decision criterion that directs the “social planner” to choose the alternative providing the greatest net social benefits. It depends on two very strong assumptions, first, that it is reasonable to add gains and losses across individuals when calculating the societal net benefit; and, second, that the things individuals gain or lose are easily substitutable so that the winners can, at least hypothetically, compensate the losers. Thus it offers substantive equivalence to the Pareto criterion that underlies the microeconomic conception of free markets, because both can yield efficient outcomes.

However, the Pareto criterion also has a procedural component that promotes fairness as well as efficiency: it requires unanimous and voluntary participation in transactions to ensure that decisions have no losers, only mutual gains. The Kaldor-Hicks criterion is more procedurally coercive, implying majority rule at best, and dictatorship by the social planner at worst. Yet, realistically, many things that civilizations need impose costs on a few in order to reap broad social benefits. Examples include public education, progressive income taxation, highways, power plants, sewage treatment plants, and jails.

Benefit-cost analysis thus has a place in the policy analysis toolkit. As a decision aid, it is teachable, replicable, quantitative, and offers progressive insights that help narrow choices. Done properly, it requires a comprehensive enumeration of costs and benefits—this is both a strength and a weakness, since comprehensiveness is technically impossible even if it is conceptually desirable. Practitioners have attempted to include an ever-broader range of tangible, intangible, and temporally distant costs and benefits.
The microeconomic approach has led to a variety of contributions under the rubric of public choice theory that show how individual interests influence both marketplace and public policy outcomes. Self-interested bureaucratic actors maximize their budgets (Niskanen 1971), and citizens form clubs to collectively provide some forms of public goods (Buchanan 1965), for example. The plausibility of social welfare functions has been challenged by Arrow (1951) on logical grounds, because under reasonable assumptions it is possible to show that any democratic aggregation process leads to inconsistent and unstable results.

Our collective decision-making mechanisms are deeply flawed, so that neither markets nor politics on their own serve us adequately. Markets are sometimes inequitable because they concentrate wealth while making one dollar equal one economic vote, and because future generations get no votes. Also, market imperfections abound, with monopoly power, public goods, externalities, and information problems being the most severe weaknesses. Government failures also abound. Bureaucratic self-interest can encourage agents within government to maximize their budgets or allow regulatory agencies to be captured. Also, as discussed earlier, democratic decision making according to “reasonable” criteria can become arbitrary and unstable (Arrow 1951). Given criteria of collective rationality, a Pareto (no losers) principle, independence of irrelevant alternatives, and non-dictatorship, Arrow presents an impossibility theorem for the existence of social welfare functions. He shows that pairwise voting such as is currently practiced in most elections leads to endless cycling, majority rule can select no winner non-arbitrarily, society’s preferences do not exhibit collective rationality and do not aggregate individual preferences consistently, and that by not counting the intensity of preferences, voting will lead to inconsistent outcomes (Pearce 1986). Formal democratic decision-making mechanisms thus need to be supplemented sometimes.

One solution is to relax some of Arrow’s reasonable criteria. By relaxing the Pareto postulate, we open up the solution domain to allow winners, losers, and compensation. By relaxing the independence postulate, we move from pairwise comparisons to multiple options. By relaxing the unlimited domain postulate (part of collective rationality), we allow efforts to foster unanimity prior to a vote. We maintain transitivity (the other part of collective rationality) and nondictatorship. Public participation is one way to relax Arrow’s criteria while preserving elements of democracy, as will be discussed shortly.

There have been many important extensions to the microeconomic approach that have broadened its reach. Game theorists have usefully characterized responses to governmental interventions as mixed-motive (competitive-cooperative) negotiations (Axelrod 1984). Decision theorists have introduced concepts of risk preference and multi-criteria tradeoffs (Keeney and Raiffa 1976), thereby forcing into daylight the issues of risk and priority associated with policies. Psychologists have demonstrated that individuals rely on heuristics and suffer from systematic biases that are not reflected in standard utility functions (Tversky and Kahneman 1974), thereby weakening the policy optimality claims of microeconomic analysts, and highlighting the roles of communication and perception in public management. Most of these contributions have the effect of making the science more effective in describing, explaining, and prescribing changes in public decision making, in accord with an individualistic, utilitarian form of rationality.

Modern microeconomic theory now explicitly acknowledges both the independence and interdependence of decision makers. Theory now has much to say about the importance of rules and access to information, pinpointing conditions leading to stable, efficient, and (sometimes) equitable outcomes. Equally important, an emerging emphasis on collection of experimental evidence has made microeconomics a more realistic behavioral science.
MULTI-AGENT SIMULATION

Multi-agent simulation is a relatively new modeling approach that seeks to generalize from micro-economic game theory by incorporating more actors, imbuing them with more realistic cognitive limitations in the form of bounded rationality and imperfect knowledge, and investigating out-of-equilibrium conditions. Access to cheap computing power has allowed modelers to explore cases that used to be mathematically intractable, involving heterogeneous actors, evolutionary processes, and emergent structural relationships. In policy simulations, preferred governmental interventions sometimes diverge dramatically from those identified as optimal under neoclassical microeconomic assumptions.

The multi-agent approach has been useful in the innovation, anti-trust, environmental, and security policy domains, among others (Axelrod 1997; Barnett et al. 2000; Epstein and Axtell 1996; Gilbert and Troitzch 1999). One early application shows how a widespread individual preference for having as few as one-third of your neighbors share your own ethnicity will lead to highly segregated housing patterns, even in the absence of discriminatory real estate market actors and policies (Schelling 1978). Another application shows how modeling with adaptive agents can yield results that are at variance with those of neoclassical economics. In particular, in perfectly competitive markets, regulation is either distorting and inefficient or irrelevant. However, when agents—firms in this model—are heterogeneous, boundedly rational, and interact directly with one another out of equilibrium, regulations can be demonstrated to have positive welfare effects (Teitelbaum 1998).

DECISION SUPPORT SYSTEMS

Another important innovation has been to reframe policy analysis as a decision support activity rather than a surrogate for actual decision making. The distinction is important. Traditional policy analysis accepts a request for a study from the decision makers, sets the scope of the research question, establishes key assumptions, carries out the analysis, and delivers policy recommendations back to the decision makers. Decision support systems instead reserve key decisions for decision makers, and plan for repeated interactions between analysts and decision makers. It is a humbler approach but its analytics are often more complex.

An example of a decision support system is a regional electric power planning tool used a few years ago in New England (Andrews 1992). Its purpose was to help break an impasse among utility companies, regulators, environmentalists, and other interested parties regarding public utility investment policy. Analysts built a complex scenario analysis tool for simulating the operation of the regional power system under various assumptions over a multi-decade time horizon, and then they convened a planning process that involved all of these parties. Iteratively, the analysts proposed the scope of analysis and the stakeholders approved it, the analysts offered assumptions for review and the stakeholders approved them, when stakeholders disagreed among themselves about certain assumptions the analysts ran their model both ways and reported back whether their answers diverged, the stakeholders suggested policy alternatives and the analysts evaluated their multi-attribute impacts, the stakeholders evaluated these simulated impacts and drew their own conclusions about which solution was optimal from their point of view, and out of this interaction emerged broad consensus on a new set of energy policies for the region. Decision support systems have found application in an increasing number of fields spanning urban planning, environmental policy, health policy, energy policy, international relations, and military policy, among others (Sauter 1997; Brail and Klosterman 2001).

Readers will detect that the key distinction between traditional policy analysis and decision support systems is that the latter have an explicit procedural component. Decision support analysts...
devote much effort to mapping the points in a decision process at which analysts might helpfully intervene. They then apply themselves to the design of potentially fruitful interactions at those few key points. They are shifting the practice of policy analysis away from a major focus on substantive rationality to giving equal consideration to procedural rationality.

In sum, the tools of rational policy analysis have evolved over a century toward a richer conception of rationality that acknowledges substantive and procedural dimensions, rational applications of reasonable decision rules, an expectation that interested parties hold diverse views, and more limited roles for experts. These tools must appropriately blend facts and values as they produce actionable policy advice.

**Public Participation**

Public participation has several potential roles in policy decision making, and the reasons offered for encouraging it are diverse (Wengert 1976). One can pursue participation as policy, that is, with a normative perception that it is desirable in and of itself because, in the words of Susskind and Elliott (1983), it democratizes, decentralizes, deprofessionalizes, and demystifies public policy. One can pursue participation as a strategy, as a means for achieving other ends. Participation can operate as communication, leading to improved information flows that produce better decisions. Participation can serve as therapy, a way to co-opt alienated groups into the mainstream. It can function as conflict resolution, so that participation may (or may not) lead to reduced tensions and stable outcomes in controversial decisions. More intuitively, the best way to find out what people want and value is to ask them (Feiveson et al. 1976).

There is a spectrum of participation mechanisms available (FEARO 1988):

- Public information (ads, newsletters, exhibits)
- Public information feedback (polls, focus groups, surveys)
- Consultation (hearings, workshops, panels, games)
- Extended involvement (advisory committees, charrettes, task forces)
- Joint planning (arbitration, conciliation, mediation, negotiation, partnership)
- Delegation (citizen control, home rule)

Choosing which mode of participation to solicit is important because each has distinctive strengths and weaknesses. Steps in choosing a mechanism typically include informal early consultation to identify major issues and actors, confirmation of an organizational mandate to proceed in an accountable and open fashion, identification of potentially interested participants including those who are unlikely to receive representation, analysis of the specific situation, setting objectives for the participation process, determining information exchange requirements, planning the length of the activity and the complexity of involvement, implementation, and evaluation of how it worked (FEARO, 1988).

Cultivating public participation as a conscious strategy or policy does not mean that it may not arise “naturally” in spontaneous occurrences. The existing pattern of public interaction sets the stage. Susskind and Elliott (1988) describe patterns of paternalism (elites govern, they inform the public of decisions), conflict (members of the public begin to distrust the elites, they second-guess decisions and demand participation), and coproduction (elites and members of the public share decision-making power and constructively resolve conflicts).

Like other collective decision-making mechanisms, public participation also has flaws. These include potential tyranny of the majority or minority, instability of decisions, poor information, apathy and stakeholder fatigue, adverse reactions to perfunctory involvement, and the nonrepresentativeness of participants in any small group process.
In evaluating the success of public participation processes, Webler and Renn (1995) argue that the key criteria are fairness and competence. A fair process gives all interested parties equal opportunities to participate in the discourse, make validity claims, challenge validity claims made by others, and determine when closure is reached. A competent process operates in direct tension with fairness, however, by setting minimal standards for cognitive and lingual competence, ensuring reliance on appropriate knowledge, using a consensually approved translation scheme, and relying on the most reliable methodological techniques available. In addition to balancing fairness and competence, traditional measures of effectiveness and value also figure into perceived success. Participation increases the rationality of public decision making to the extent that it overcomes the failings of markets and politics, as well as its own internal weaknesses.

THEORETICAL AND PRACTICAL REASON

Philosophers identify theoretical and practical reason as two distinct approaches to the facts-values dichotomy in public decision making. Theoretical reason is the rationality underlying pure science, and it helps us evaluate whether our theories have empirical validity. Practical reason is the rationality underlying decision making, and it helps us evaluate the normative validity of our actions. Marrying facts and values—analysis and decision making—requires integrating theoretical and practical reason.

Is such a marriage necessary or even desirable? Perhaps only one type of reason is enough. Theoretical reason, for example, is a consequentialist, outcome-oriented doctrine that prizes usefulness in linking facts and values. For its disciples, good science generates testable hypotheses and credible data that usefully advance knowledge, and good decision making leads to useful, utility-enhancing outcomes.

Practical reason, by contrast, is a deontological, obligation-oriented doctrine that prizes wide acceptance in linking facts and values. For its disciples, good science produces widely accepted knowledge, and good decision making is also widely accepted.

Unfortunately, neither theoretical nor practical reason offers truly universal lessons. Theoretical reason delivers only temporary truths because science is always contingent. Practical reason delivers only useful norms because experience is never adequate to support the formulation of absolute moral laws. Both doctrines offer plausible ways to integrate facts and values in decision making, as long as one is willing to accept an extremely limited, relative form of rationality.

INSTRUMENTAL, STRATEGIC, AND COMMUNICATIVE RATIONALITY

Jantsch (1975) points out that different contexts demand different rationalities. When the task is simply to rationalize the use of scarce resources in the absence of uncertainty or conflict, an instrumental response is appropriate. Instrumental rationality optimizes the allocation of resources according to an efficiency criterion. For example, a public works manager operates instrumentally to allocate a fixed budget among pipes, valves, filters, pumps, concrete, excavation equipment, and labor when designing a water supply system.

When the task is to rationalize a set of steering principles for managing uncertainty and complexity, a strategic response is appropriate. Strategic rationality optimizes strategies for responding to change induced at least partly by the actions of others, according to an effectiveness criterion. For example, a mayor operates strategically when deciding whether to build a water supply system ahead of or in response to demand, even as developers and prospective residents decide whether to build and buy new homes in her city.
When the task is to rationalize a set of collective preferences—norms—for managing conflict, then a communicative response is appropriate. Communicative rationality optimizes opportunities for achieving consensus, according to a criterion of ethical behavior. For example, the mayor may ask a municipal planning commission to develop, in consultation with stakeholders and the general public, a widely accepted land use plan that represents the community’s vision of where and when future development will happen, including any required water supply system improvements.

A devotee of theoretical reason, say, a utilitarian, will respond instrumentally in a non-social context and strategically in a social, multi-party context. This person will test the validity of scientific facts by considering the empirical evidence. She will test the validity of decision-making values by confirming that her utility increases.

A devotee of practical reason, by contrast, will respond instrumentally in a non-social context but she will act communicatively in a social, multi-party context. She will test the validity of both facts and values with reference to the degree of consensus each enjoys.

So, in a non-social context, devotees of both theoretical and practical reason operate instrumentally. But in a social context—which is far more prevalent—there is divergence because a theoretical reasoner will operate strategically and a practical reasoner will operate communicatively (see Table 12.1). Thus, if the mayor is a theoretical reasoner, she will extend her town’s water supply system strategically, seizing opportunities as they arise, without consultation, and maximizing her own expected benefits along the way. On the other hand, if she is a practical reasoner, the mayor will operate in a more deliberative manner, seeking broad input and acceptance of the water system’s expansion plans and ensuring that neither she nor developers and residents are blind-sided by any aspect of the development process.

Such an argument overstates the differences, however, because there can be utilitarian reasons to operate communicatively. First, conflict can be a source of scarcity and uncertainty, giving communication both instrumental and strategic value. Second, the contingent and socially constructed nature of scientific knowledge implies communication challenges, and highlights the value of achieving consensus on “serviceable facts.” Third, since every public decision has a procedural component, interested parties will have opportunities to reward conformance with widely shared norms of ethical behavior. Fourth, the contemporary common division of labor between analysts and decision makers can impose costly communicative distortions. Distortions also can appear as experts communicate across disciplinary boundaries, or with members of the lay public. Thus, communicative action offers utility for avoiding unintended misunderstandings and needless conflicts. All public decisions need to achieve at least a limited degree of communicative rationality, as every mayor knows.

### Table 12.1

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Utilitarian Perspective</strong></td>
<td><strong>Strategic Rationality</strong></td>
</tr>
<tr>
<td>(consequentialist, optimizing, theoretical reason)</td>
<td>(rationalize steering principles given uncertainty, valid facts are empirically tested, valid values increase expected utility)</td>
</tr>
<tr>
<td><strong>Communicative Perspective</strong></td>
<td><strong>Communicative Rationality</strong></td>
</tr>
<tr>
<td>(deontological, consensus-seeking, practical reason)</td>
<td>(rationalize norms for managing conflict, valid facts enjoy consensus, valid values enjoy consensus)</td>
</tr>
<tr>
<td><strong>Instrumental Rationality</strong></td>
<td><strong>Instrumental Rationality</strong></td>
</tr>
<tr>
<td>(rationalize use of scarce resources, valid facts are empirically tested, valid values increase utility)</td>
<td>(rationalize use of scarce resources, valid facts are empirically tested, valid values increase utility)</td>
</tr>
</tbody>
</table>
Norms of ideal communication include comprehensible, sincere, legitimate, and truthful speech (Forester 1980; Habermas 1979). A typology of communicative distortions distinguishes two dimensions: origins and intentions. Individual and unintentional distortions include poor writing or speaking capabilities, for example. Individual and intentional distortions include such acts as lying and deception. Systemic and unintentional distortions are due to such problems as miscommunication across disciplinary and organizational boundaries. Systemic and intentional distortions are particularly problematic, and examples include propaganda and misleading advertising. Reducing any of these distortions directly increases communicative rationality.

Conflicts nevertheless persist between devotees of theoretical and practical reason because the underlying moral values differ. For the same reasons that we see the tragedy of the commons play out in many policy domains, so we see that strategic action frequently displaces communicative action. Individuals often have too much to gain by strategic action not to pursue it, even if it damages the public good. Consensus has limited value in a world with great scope for independent action.

CONCLUSIONS

The desire to apply rationality to public decision making is a modern desire, bundled in with other tenets of modernity. These include a faith that humankind is making qualitative progress, that there is a definable “public good,” that individual actions matter, and that human inventiveness will create more good things than bad things. These tenets are by no means universally accepted. Some see a grimmer world in which public decision making is purely a pluralistic game, a play of power, an unequal contest whose outcome is determined by social or economic structure, or a simple series of do-able deals. Others see a world in which values are the only essential element of decision making, and the factual element is secondary and perhaps even indeterminate. Rationality in public decision making will be of little interest to partisans and demagogues, and efforts to improve the scientific or procedural basis of public decisions are unlikely to win their support.

This chapter began by linking rationality in public decision making with science, with substance and logic. It then added a procedural dimension that greatly enriched our notion of rationality, by bringing in communicative and legitimacy concerns. It showed that popular tools of policy analysis such as benefit-cost studies are deficient when judged against this broader definition of rationality; hence, better tools are under development. Rationality may even be improved by resorting to procedural solutions such as public participation. Ultimately, rationality is a characteristic of public decision making that some people desire some of the time. It has no guaranteed seat at the table. Its very vulnerability should make us value it and pursue it all the more passionately.
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Rationality in Policy Decision Making

Rational choice theory seeks to generate, from a set of parsimonious assumptions that privilege the instrumental actions of individual policy actors, a predictive and universal explanation of the policy process. This quest for predictive and universal explanation has challenged orthodox accounts across a range of different contexts, problematizing not least group mobilization and the vagaries of collective action (Olson 1962, 1982), coalition building (Riker 1962), the dynamics of bureaucracies (Downs 1967; Niskanen 1971; Dunleavy 1991) and political-business cycles (Nordhaus 1975; Alt and Chrystal 1983). Indeed, rational choice theory has itself become, if not quite the orthodox approach to policy analysis, at the very least the dominant yardstick against which to assess explanations of the policy process. However, this somewhat hegemonic advance of rational choice theory from its origins in party competition and voting behavior has not been without contestation (Lichbach 2003). In recent years, the limits of rational choice have come under increasing scrutiny. Notably, Green and Shapiro (1994) have alleged that rational choice is founded upon concededly unrealistic and inadequately tested assumptions. Others have derided its tendency simply to confirm trivial findings in complex mathematical models, condemning rational choice for simply restating the obvious (Johnson 1997). What generates such critiques, and indeed debate within rational choice theory itself, is not only differential conceptions of the complexity of the policy process that rational choice actually seeks to model (Hay 2004, 46), but also rival conceptions of epistemology and appropriate scientific inquiry often within rational choice theory itself (MacDonald 2003, 551).

This chapter examines the contribution of rational choice theory to our understanding of the policy process. It begins with an investigation of the common assumptions that underpin rationalist approaches before analyzing how rational choice has engaged in debates surrounding institutions and ideas in its quest to explain strategic equilibria in policy-making. In so doing, we seek to problematize the challenges to and limitations of rational choice theory. There are for example divisions within rational choice theory itself over the boundaries to rationality and definitions of self-interest and its applicability to all areas of social inquiry (MacDonald 2003, 551). Indeed, whilst some posit the restriction of rational choice to appropriate domains, others begin to loosen core assumptions or even downgrade rational choice to a partial explanation, to a useful heuristic device or set of tools to be deployed in conjunction with other approaches. The chapter thus concludes by questioning the limits of rational choice theory through bringing to the fore the constitutive logic of all policy theory (Howarth 2000, 130). It is against this background that we first turn to an examination of the building blocks of mainstream rational choice theory and the search for strategic equilibria before addressing the challenges and limits to rational choice theory.
THE BUILDING BLOCKS OF RATIONAL CHOICE THEORY

Rational choice theory is best characterized as a school or an approach to understanding the dynamics of public policy; it is a “family of theories” rather than a single theory (Green and Shapiro 1994, 28). The likes of game theoretical accounts of strategic interactions (Axelrod 1984), social choice critiques of the impossibility of a democratic aggregation of interests (Arrow 1951), and public choice applications of economics to politics (Niskanen 1971; Olson 1982) all sit shoulder to shoulder under the auspices of rational choice. In this opening section, we identify a set of common building blocks that arguably provide the foundations that hold such mainstream rationalist approaches together; foundations that have however been stretched or applied over time with varying levels of consistency as we shall discover below. Our first common building block is the assumption of rationality, which posits that individuals in the policy process are rational, and that the behavior of agents is best explained by imputing rationality on to them (Dowding and King 1995, 1). We then go on to examine further heroic qualities associated with individuals in the form of consistent and rank-ordered preferences before addressing the premises of methodological individualism and deductive reasoning.

THE ASSUMPTION OF RATIONALITY

Within rational choice accounts of public policy, individuals are characterized as instrumental actors, pursuing courses of actions “not for their own sake, but only insofar as they secure desired, typically private ends” (Chong 1996, 39). In this instance, rationality is entwined with utility-maximization. Rational individuals are those individuals who, when faced with distinct courses of action or policy options, choose the feasible course of action, which is most likely to maximise their own utility. Rationality thus emerges from an actor’s capacity to calculate and attach costs and benefits to available policy options, and to select the course of action that best maximises her own utility (Dunleavy 1991, 3; Majone 1989, 13; Elster 1986, 4). Policy actors are constructed as egotistical, self-regarding instrumental actors, “choosing how to act on the basis of the consequences for their personal welfare (or that of their immediate family)” (Dunleavy 1991, 3). As such, mainstream rational choice lends itself towards explanations of policy outcomes grounded in the goal-oriented action of individuals (MacDonald 2003, 552) where the desires, beliefs, and preferences of individual actors are identified as the causes of their actions (Green and Shapiro, 1994: 20). Of course, such rational behavior by individuals will not necessarily produce positive collective outcomes. Rational utility-maximizing individuals will and do deliver collectively unintentional outcomes or socially irrational outcomes (Levi 1997, 20) as the “tragedy of the commons” demonstrates (Hardin 1969). Rational choice thus explains the irrational collective outcomes of the individual actions of rational actors.

RANK-ORDERED AND CONSISTENT PREFERENCES

As we suggested above, this assumption of rationality hinges upon a number of heroic qualities attached to individual actors, not least that rational actors possess, even when faced with complex situations, the capacity (in terms of information, time, and objectivity) to choose the optimum course of action open to them (Ward 2002, 68). Importantly, individual rational actors must, if the assumption of rationality is to hold, possess preferences or wants that are ranked-ordered, and consistent in that they are both transitive and stable over time. First, the rank-ordering of preferences asserts that individuals are able to establish a hierarchy of wants or preferences; preferences of course have to be comparable. Second, the condition of transitivity establishes a particular consistency of
preferences in that if an individual prefers oranges (x) to pears (y) and pears (y) to apples (z), she will prefer oranges (x) to apples (z). Under such conditions, preferences are said to be transitive. Finally, an individual’s preferences are taken to be both stable over time (at least in the short-term), and to be given. In terms of this latter condition, that which assumes the given-ness of preferences, mainstream rationalist accounts are simply saying that for the purposes of explanation, they are not overly concerned with the origins of individuals’ preferences. For Shepsle and Bonchek, rational choice accounts “take people as we find them,” less concerned with “why they want what they want” (1997, 17).

**Methodological Individualism**

Mainstream rational choice builds its explanations of policy outcomes on the actions of individuals, privileging the role of actors over and beyond that of social structures. Social structures are attributed no “independent status apart from the individuals who constitute them. Only actors choose, prefer, believe, learn and so on: society does not act independently of them” (Lichbach 2003, 32–33). This privileging of actors locates the explanation of macro-level phenomena at the micro-level of the individual, or at the aggregated behavior of individuals (Van Thiel 2004, 180). Social structures are thereby conceptualized through the intentional behavior of individuals, interpreted as the aggregate result of the calculations and utility-maximizing strategies of individual actors, such that institutions become “instrumental products used by individuals to maximise their respective utilities” (Blyth 2002, 19). As such, rational choice stresses the production of causal mechanisms, underplayed in structural and functionalist explanations (Chong 1996, 42–43). For, as Laver argues, “the primitive motivational assumptions” of rational choice “relate to the individual as a self-contained unit of analysis” (1997, 9).

**Deductive Reasoning**

In applying deductive reasoning, rational choice explanations of policy outcomes advance through first establishing sets of propositions and statements about real world phenomena and the rational behavior of individuals, and then testing these propositions through comparison with events and the actual behavior of actors (Laver 1997, 4). Indeed, Laver (1997) makes an emblematic defence of the value of what he calls the *a priori* approach of rational choice over and beyond predominant empirical approaches to policy analysis (for another defense see Ward 2002, 69–70). Such predominant empirical approaches, Laver argues, simply extrapolate generalized propositions about political behavior from “systematic observations of what real people actually do,” which “in the last analysis more or less says that the world is as it is because that’s how it is” (1997, 10). Drawing upon the work of Nozick and Rawls, Laver argues, however, that the very value of deductive reasoning in rational choice accounts lies in the fact that the explanation of political outcomes derives from motivational assumptions defined in another realm, that of the individual.

What these building blocks of mainstream rational choice theory offer is a “convenient short-cut which makes possible a naturalist science of the political such as is capable of generating through a process of deduction, testable and predictive hypotheses” (Hay 2004, 40). The complexity of both individual motivations and the decision-making process is thus necessarily mobilised out of rational choice accounts in the quest for universal and parsimonious explanation. Issues of interpersonal variation and personal identity are, for example, neatly sidestepped under the guise of rational instrumental utility-maximising individuals, with preferences given, stable over time, and common across individuals (see below). However, rather than acknowledging the contested nature...
of such oversimplifications, mainstream rational choice theorists laud such interchangeability, for it “constitutes a conscious effort to apply standards of scientific explanation in the social sciences” (Tsebelis 1990, 45).

THE SEARCH FOR EQUILIBRIUM SOLUTIONS

In discussing the building blocks of mainstream rational choice approaches, we have set our analysis within the conditions of parametric decision making. Under the conditions of parametric decision making, individuals calculate the costs and benefits of particular courses of action with no risk or uncertainty over either the outcomes of particular courses of action or over how the actions of others might impinge upon potential outcomes. Particular courses of action are known by individual actors to lead to specific outcomes, and the actions of other individuals are fixed in that they do not affect the relationships between the particular courses of action open to an individual and the outcomes associated with each of these particular courses of action (Ward 2002, 68). Here we now move on from the conditions of parametric decision making to examine the conditions of strategic decision making and the implications of such conditions for our understanding of the motivations of rational individuals in the policy process. Understanding the conditions of strategic decision making brings to the fore the search for strategic equilibria and questions earlier assumptions of methodological individualism. It leads us first to clarify the assumption of rationality, moving from the maximisation of utility to the maximisation of expected utility.

In fact, rather than the simplifying assumptions of parametric decision making, most policy making will take place under the conditions of strategic decision making. Strategic decision-making assumes that actors operate under conditions of interdependence where the actions of others will impinge upon the relationship between courses of action and potential outcomes; such that personal outcomes for individuals will depend upon the collective expectations and action of others. Individual actors are thus obliged to act strategically, to anticipate what from a range of policy options other actors will do and equally what these other actors believe she herself will do (Elster 1986, 7). Under such conditions, and given that rational actors cannot guarantee the outcomes of particular courses of action, or necessarily know the consequences of their actions, individuals will make calculations over the efficacy of particular policy instruments and the probability of particular instruments delivering potential outcomes. In other words, rational individuals will maximise the expected utility attached to policy instruments.

This recognition of strategic independence privileges the conceptualisation of the processes of decision-making as complex interactive games played out between individual policy actors whereby the coordination of the actions of individual actors is at a premium. In such complex interactive games, the primary analytical concern of rational choice theorists is the search for, or identification of, the necessary conditions for optimum strategic equilibrium solutions. Equilibrium solutions occur when individual actors involved “in a recurring course of action are considered as not having any incentives to deviate from this course” (Tsebelis 1990, 41). Equilibrium solutions are thus by definition self-reinforcing. However, there is no single equilibrium solution in any game being played out by rational actors (as the Folk Theorem demonstrates), bringing to the fore the question of why particular equilibrium solutions emerge over others and how stable interactions ensure between policy actors. Indeed, accounting for such patterns of stability challenges assumptions of unstable patterns of competition inherent within mainstream rational choice accounts of public policy.

This search for strategic equilibria is problematized by the logic of collective action, presented as the difficulties of overcoming strategic coordination in multiple actor games. Recurring games do offer actors the opportunity of trial-and-error learning (see evolutionary game theory). However, rational choice theory has tended to couch explanations of stability within the framework of institutions. Institutions, it is argued, place constraints upon actors, lessen information costs, and
offer “nests” for focal points which when taken together facilitate coordination and cooperation between actors and explain the emergence of specific equilibrium solutions over others (North 1990, Goldstein and Keohane 1993). Indeed, Garrett and Weingast (1993, 173–207) demonstrate how the 1979 Cassis de Dijon ruling of the European Court of Justice established the principle of the mutual recognition of goods and services that facilitated moves toward the European single market through its capacity to operate as a focal point to overcome collective action and coordination difficulties between member states keen to guard their domestic interests and uncertain of the outcomes of any further moves towards economic competition. Ideas thus operate in this instance “ex post as auxiliary hypotheses designed to explain disconfirming outcomes” (Blyth 2002, 26).

This search to explain stability fuels questions over how far the assertion of methodological individualism best characterizes rational choice theory. Rational choice accounts of policy making specify prevailing institutional rules of the game such that, as Dowding and King (1995, 1) assert, rational choice theory explains how context informs the preferences of actors, offering explanations of political outcomes “where the reasons for individual action are specified, and the structural conditions under which those reasons of action have been modelled and explained.” The behavior of individuals becomes an optimal response both to other actors and the dominant institutional rules and norms, such that “the prevailing institutions (the rules of the game) determine the behaviour of the actors, which in turn produces political or social outcomes” (Tsebelis 1990, 40); or, in other words, “preferences provide the motivation of individual action; institutions provide the context allowing causal explanation” (Dowding and King 1995, 1). This assertion does not necessarily contest the fundamental assumption of methodological individualism, which is that macro-social outcomes are the product of the micro-actions of individuals whose behaviour and identity are not determined by such structures. However, Ward argues that the existence of multiple equilibria requires actors to coordinate beliefs through common conjectures and that such patterns of beliefs are intersubjective, forming “a system that cannot be reduced to the beliefs of any one player considered as a ‘social atom’” (Ward 2002, 71). Indeed, for Ward, rational choice models, “in ontological terms partly comprise taken-as-given socio-structural elements,” informing us how decisions are taken within social structures (Ward, 2002, 71).

Overall, therefore, the conditions of strategic decision making pose a number of internal challenges to rational choice accounts of the policy process, not least the explanation of the emergence of particular stable patterns of policy making or strategic equilibrium solutions. The predominant response to such challenges has been the turn toward further incorporation into rational choice of the role of institutions and ideas. However, moves toward institutions and ideas strain assumptions of rationality and potentially hamper quests for universal explanation. Indeed, the very acceptance of multiple equilibria weakens the predictive power of rational choice. With these strains in mind, we now examine the challenges and limits to rational choice theory.

**CHALLENGES TO RATIONAL CHOICE THEORY**

The rationality assumption that we have addressed so far parsimonious and universal explanations founded upon the actions of rational utility-maximizing individuals. However, this very assumption of rationality is often challenged as the Achilles’ heel of mainstream rational choice theory, labeled as being reductionist and falsely biased toward economistic arguments, as attributing overoptimistic heroic qualities to individuals, and as lacking empirical foundation (see, for example, the work of Green and Shapiro 1994). At their strongest, such challenges summarily dismiss short-term utility-maximization as historically and culturally specific to capitalist societies, with rational choice theory characterized as “more an ideological expression of the United States’ interests in the post-Cold War period than an attempt at social science” (Johnson 1997, 171). Indeed, it is somewhat ironic for its detractors that such a culturally bound theory as rational choice is “sophomoric […] when
contending that [it] contains a unique capacity to transcend culture and reduce all human behaviour
to a few individual motivational uniformities” (Johnson 1997, 1).

Typically, the alleged primacy of self-interest is said to fail to recognise the complex motivations of individuals in the policy process. As Udehn (1996) argues in an attack on the assumption of self-interest, policy actors are just as likely to be motivated by group interests or altruistic public concerns as their own narrow self-interest; and, as such, self-interest cannot be simply imputed on or read into every action of an individual throughout the process of decision-making. Exploring rationalist explanations of bureaucratic behavior, Udehn thus questions Niskanen’s characterization of bureaucrats (1971) as self-interested budget-maximizers, eager to increase departmental budgets in order to provide themselves with opportunities to award themselves higher salaries, gain promotion, or enhance their own reputation. For Udehn there is “no necessary connection between budget-maximisation and self-interest […] the way to make a career might be to reduce budgets or, at least, to save money” (1996, 75). Budget-maximisation might not necessarily be a case of self-interested behavior, but an example of the altruistic desire to serve the common good.

In fact, the imposition of a utility function in rational choice accounts attributes similar motivations to individuals such that context comes to dominate in explanations over and beyond the agency of individual actors (as we have suggested above). As such, rational choice is charged with ignoring the origins of preferences and over-riding the past history and identity of policy actors, stripping individuals of differences that emerge from their individual personal identity or history; with no account of identity-formation, actors in the policy process become interchangeable (Tsebelis 1990, 43). Whilst prized by mainstream rational choice theorists as a short-cut to scientific explanation, this interchangeability is derided by detractors as a “homogeneity assumption” that “is justified on the grounds of theoretical parsimony” (Green and Shapiro 1994, 17). It elevates the policy context or institutional environment to the exclusion of individuals and choice, such that “it is surely tempting to ask: ‘When is a choice not a choice?’ Answer: ‘When it is a rational choice.’” (Hay 2004, 53).

Such short cuts toward parsimonious and universal explanation are alleged ultimately to underplay the uncertainty and complexity of much of the decision-making process. Here, policy making is far removed from the strategic cost-benefit calculations of informed and instrumental individuals. Rather, it is characterized by the politics of ambiguity and uncertainty where the information available to policy-makers is inconclusive, where their capacity to process such information remains limited, and where consequently policy making becomes less about problem-resolution and more about persuasion, communication, advocacy, and the setting of norms (Majone 1989). Indeed, uncertainty, unlike complexity and risk, hampers the definition by individuals of both interests and distinct courses of action. It obliges actors to operate within policy frames that establish norms and codes for making sense of problems and guiding their behaviour through the policy process (Griggs and Howarth 2002). Under such conditions of ambiguity, individual policy actors are thus best conceived of as satisfiers rather than maximizers, operating under the conditions of bounded rationality (Simon 1957) or following institutional logics of appropriateness (March and Olsen 1989).

In fact, methodological pathologies and inadequate empirical testing are, in the work of Green and Shapiro (1994), said to fuel these untenable rationalist characterisations of the dynamics of policy-making. Labelling rational choice as method rather than problem-driven, Green and Shapiro do indeed argue that rational choice theory betrays a bias towards post hoc theory development (1994, 34–39), epitomized by the process of retroduction whereby rational choice theorists deliver post hoc explanations of known facts. Such post hoc theorizing undermines the empirical testing of rational choice inspired models, for as they argue:

Data that inspire a theory cannot, however, properly be used to test it, particularly when many post hoc accounts furnish the same prediction. Unless a given retroductive account is used to generate hypotheses that survive when tested against other phenomena, little of empirical significance has been established. (Green and Shapiro 1994, 35–36)
Indeed, Green and Shapiro claim that this absence of empirical testing is amplified by the recourse to a comparatively large number of unobservable entities in rational choice explanations (1994, 39–41). Thus, they posit that when rational choice models confront unexpected outcomes or patterns of behavior, they are able to dismiss such outcomes as some unobservable thought process or “offsetting tendency or temporary aberration”; evidence for which it is difficult to establish empirically (1994, 40).

What holds such methodological and theoretical challenges together is the argument that rational choice fails to address the empirical, both in its methodological pathologies, which constrain its empirical testing, and in its parsimonious and universal assumptions over the motivations and roles of individuals, which fail to conceptualize the complexity of the decision-making process. Nowhere is this more clearly illustrated than in the debates surrounding the veracity of rational choice theories of collective action. Here Olson’s problematization of collective action and the requirement to offset the tendency of rational actors to free-ride through the generation of selective pecuniary incentives are simply said to be refuted empirically by the range of established patterns of group mobilization and social movement protest and contestation across political systems (see, for example, the work of Jordan and Maloney 1997). Such forms of mobilization are not temporary aberrations, but point arguably to the limitations of instrumental accounts in modelling the complex motivations of individuals and the need for rational choice theory to address rival explanations of group identity and its expression if it is to understand the limits to its universalist aspirations. It is to the response of rational choice theorists to such challenges that we now turn.

**MEETING THE CHALLENGES TO RATIONAL CHOICE**

All research communities are composed of “pragmatists,” “synthesizers,” and “competitors” (Lichbach 2003, 4–7). Whilst “pragmatists” work solely within the confines of their chosen approach, “synthesizers” complement their chosen approach with the insights of rival theories in the desire to converge towards a unified centre, and “competitors” advance the engagement and evaluation of their chosen approach against other theories, stressing the incompatibility of fundamental competing assumptions between approaches. In this section, drawing on the work of Lichbach (2003), we present three stylized accounts of such potential responses to the challenges to rational choice theory. Protectionist pragmatists, the default position of much of rational choice theory, seek to ward off challenge and maintain the fundamental building blocks of rational choice intact. Expansionist synthesizers start from the assumption that rational choice should deliver an effective portrayal of the reality of decision making and thus seek to rearticulate the assumptions of rational choice theory to ward off claims of simplification and lack of complexity. Finally, confrontational competitors privilege the fundamental assumptions of rational choice, but call for further engagement of rational choice theory with its rival approaches based upon a dynamic testing of rival predictions; a process that has the potential to reach a substantive amelioration of rational choice theory. Let us begin our analysis by examining the responses of pragmatic protectionists.

**PRAGMATIC PROTECTIONISTS**

The standard defense of such pragmatic protectionists is to adopt what is termed the Friedman defense (Friedman 1953). Here advocates of rational choice acknowledge that the simplifying assumption of rationality in no way mirrors or represents the complexity of policy making. However, they argue that this is somewhat immaterial for the strength of any theory lies not in the accuracy of its basic assumptions, but rather in its predictive and explanatory power (Green and Shapiro 1994, 30–31; Hay 2004, 48). And against these evaluative criteria, rational choice has demonstrated its value,
not least through the problematization of collective action. In addition, however, such pragmatic protectionist responses tend to draw upon the “covering law” defense. Here, rationalists deny the complexity of the policy process and argue in fact that the assumption of rationality does indeed represent the actual practice of decision-making (Green and Shapiro 1994, 30–31; Hay 2004, 48). Finally, a further pragmatic protectionist defence is to invoke the defence of domain restriction. Tsebelis typically argues that rationality is best defined as a “subset of human behaviour” (1990, 32). Thus rational choice cannot claim to explain all political phenomena. Rather, in a relaxation of its universal aspirations, rational choice should be confined to episodes where “the actors’ identity and goals are established and the rules of interaction are precise and known to the interacting agents” (1990, 32).

Such responses tend to keep the fundamental assumption of rationality intact in that they either dismiss challenges as to the requirement of any theory of the policy process to portray the reality of decision making, deny the complexity of the decision-making process, or limit the applicability of rational choice to particular domains of decision-making. However, these pragmatic protectionist rebuttals are far from complementary and draw upon contradictory justifications (see below). More importantly, they all run the risk of ignoring disconfirming evidence, being biased in other words towards the privileging of evidence that simply reinforces the assumption of rationality (Green and Shapiro 1994, 42–43). Indeed, domain restriction abandons whole areas of the policy process to alternative explanations, which is not without implications for both the applicability and empirical testing of rational choice models: “If the appropriate domain within which a theory is to be tested is defined by reference to whether the theory works in that domain, testing becomes pointless” (Green and Shapiro 1994, 45).

**Expansionist Synthesizers**

Expansionist synthesizers, in what could be construed as a hegemonic move to expand the boundaries of rational choice (Lichbach 2003), rearticulate the fundamental assumptions of rationalist accounts in order to offer an effective portrayal of the reality of decision making. In so doing, they adopt to varying degrees the position of the expansionist synthesizer. Thus, on the one hand, Dunleavy (1991) enriches the work of Niskanen by refining the utility function of bureaucrats and the conditions associated with the following of budget-maximizing strategies by bureaucrats, arguing that budget-maximization will depend upon the position or rank of the bureaucrat within the bureau and the nature of the budget that is to be maximised. Where conditions are not opportune, senior bureaucrats will bureau-shape rather than budget-maximise. On the other hand, other rational choice models begin to re-articulate conceptions of self-interest further away from the pursuit of narrow pecuniary benefits in order to portray more effectively the reality of the motivations of individuals in the decision-making process. In the words of Ward, such accounts remove the straitjacket of rational choice and allow for the likes of bounded rationality, choice under uncertainty and nonegotistical and “moral motivations” (Ward 2002, 84). Typically, work on collective action has thus come to privilege the role of ‘soft’ selective incentives, such as expressive or social incentives that can only been gained from participation (see the work of Chong (1991) and Opp (1986) and Opp and Gern (1993)). Altruism thus becomes a dominant utility-function, although rational choice theorists have recognized its importance in the past (Ward 2002, 79).

Such moves toward identity-based interpretative explanations are firmly endorsed by the work of Ferejohn (1991). His starting point is to claim that both rational and interpretative accounts of public policy are incomplete, unable on their own to offer a full account of social action. Indeed, a complete account of social action, he argues, is only possible if we are to view rational and interpretative approaches as complementary (1991, 279). Rational choice is thus defined for Ferejohn
as “an interpretive theory that constructs explanations by ‘reconstructing’ patterns of meanings and understandings (preferences and beliefs) in such a way that agents’ actions can be seen as maximal, given their beliefs” (1991, 281). Indeed, the logics of rational choice and interpretative approaches are similar in that they are both intentional accounts that start with observed data (behaviour including documents and letters, practices and institutions) and reconstruct actors and their inner attributes (meanings, beliefs and values) in such a way that the data are as fully explained or accounted for as possible. (Ferejohn 1991, 281)

And, as for interpretative accounts, they require a form of rationality embedded in them (1991, 281). This expansionist account is thus that of a fully-fledged “synthesizer” Underpinning such responses is the distinction between “thin” and “thick” accounts of rationality. Mainstream rational choice accounts of policy change “posit not only rationality, but some additional description of agent preferences and beliefs” (Ferejohn 1991, 282), imputing onto agents a dominant utility function so that for example all politicians across different contexts will seek to maximize votes whilst bureaucrats will seek to maximise budgets. However, “thin” accounts assume no more than instrumental accounts of rationality that agents “efficiently employ the means available to pursue their ends” and impute no dominant utility function onto individuals (Ferejohn 1991, 282). Indeed, as we said above, what these accounts are doing is not so much loosening the assumptions of rational choice, as questioning how far self-interest has to be defined in terms of narrow “selfish” or hard pecuniary benefits. They thus focus upon the re-articulation of self-interest as utility maximisation in order to problematize the rationalist conception of individuals as selfish individuals. The conception of self-interest comes to mean simply that individuals pursue preferences in pursuit of benefits that may or may not be “selfish” or material in nature. Indeed, utility replaces the notion of self-interest, such that “formally speaking, self-interest is not required for rational choice, utility maximisation can suffice” (Dowding and King 1995, 14). In short, what this means in practice is that utility is to be privileged over self-interest, but also that the very conception of utility itself is to be stretched. Such accounts run the risk of tautological explanation for there is no course of action that cannot be explained away as some form of utility-maximisation once rational choice accounts move away from the preoccupation with hard pecuniary benefits. Equally, claims to universalism and prediction are further weakened.

CONFRONTATIONAL COMPETITORS

Negating the potential hegemonic drives of expansionists, confrontational competitors call for the further engagement with, and testing of rational choice theory against, its rivals. Thus, Lichbach (2003, 209) asserts that the “success of rational choice depends on how it treats its foils.” Rational choice theory should tackle concrete problems, establishing sets of competing predictions against which it can engage in “creative competitions” (2003, 209). This is not to negate the fundamental assumptions of rational choice, for as Lichbach suggests (2003, 62):

Rational choice theorists should begin with thin theories (that assume pecuniary self-interest) as their baseline model, determine how much of the phenomena under question can be explained by such theories, and only then adopt thicker theories to account for phenomena that remain inexplicable. […] But before they attempt to synthesize their major competitors, rational choice theorists should initially remain consistent with the core of rational choice theorizing.
Rather it is ultimately to call for a more “modest modelling tradition” of rationalist narratives: “the historical and comparative analysis of strategic decision-making” (Lichbach 2003, 211).

In fact, through the construction of analytic narratives, Bates and colleagues (1998) bolster rational choice explanations of events and outcomes through drawing systematic explanations from “thick descriptive” case studies, which underline the importance of social context and history. In doing so, Bates and colleagues move toward a problem-driven approach that employs deductive reasoning and thin accounts of rationality, but retreats from the production of universal laws of human behaviour (Bates et al. 1998, 11). Such an approach offers a narrative approach that both examines “stories, accounts and context” and “extracts explicit and formal lines of reasoning, which facilitate both exposition and explanation” (Bates et al. 1998, 10). It establishes the origins of individual preferences and dominant rules and patterns of strategic interaction, building up from the contextual reconstruction of events as observed and interpreted by actors. As such, it combines inductive qualitative and descriptive methods to establish actors’ preferences and perceptions with deductive methods to understand the behavior of actors within the game being analysed (Bates et al. 2000, 697). The pursuit of analytic narratives thereby addresses the tendency of mainstream rational choice to “take people as we find them” (see above), deploying narratives in the context of actor-centric extensive-form games.

The employment of analytic narratives responds directly to challenges over the tendency of rational choice accounts to impute beliefs and preferences onto actors in the policy process. Indeed, the recourse to “thick descriptive” case studies becomes a central step in rational explanation, for it produces in the words of Bates and his colleagues “such intimacy with detail” that “we argue, must inform the selection and specification of the model to be tested and should give us a good grasp of the intentions and beliefs of the actors” (Bates et al. 2000, 698). Like the approaches discussed above, however, the construction of analytic narratives is not without its criticisms. First, it leads to the questioning of the actual value that the assumption of rationality adds to explanations. Second, it is claimed that the approach is prone towards tautological explanations (Elster 2000). For as Bates and his colleagues argue, “Should we possess a valid representation of the story, then the equilibrium of the model should imply the outcome we describe—and seek to explain” (Bates et al. 1998, 12).

Overall, therefore, rational choice has tended to generate three types of responses to the challenges posed by alternative accounts or indeed generated by its own internal contradictions. Whilst default responses have sought to keep the assumption of rationality broadly intact, other responses have sought either to reinterpret the primary assumptions of rational choice to adopt a more synthetic approach that brings together rational and interpretative approaches. What these more expansionist accounts, as with confrontational accounts, deliver is the relaxation of the universalist and parsimonious aspirations of rational choice through the investigation of the origins of preferences and individuals’ conceptions of utility. However, as we suggested above, we have to be wary of the potential to confuse the different epistemological positions of instrumental-empiricism and scientific-realism that underpin such accounts. Although often grouped together, the Freidman inspired “as if” defense builds upon instrumental-empiricism whilst domain restriction is based upon scientific-realism. These different epistemological positions in rational choice theory require clarification (MacDonald 2003).

Equally, we have to guard against the metaphorical reduction of rational choice theory to the status of a neutral or pliable toolkit within the armoury of policy analysts; albeit a more than useful tool in the armoury open to analysts. Indeed, in pursing the development of analytic narratives, Bates and his colleagues challenge Elster, one of their critics, to “offer us a better set of tools” (Bates et al. 2000, 702). This position is not without its detractors. Udehn argues that such a tactic of reducing rational choice to a heuristic device is undoubtedly limited “unless it is argued that the failures of a simplifying assumptions are as enlightening as its success” (1996, 93). However, rather than enter
into further discussion of the validity of the assumption of rationality, we argue that the conception of rational choice as a heuristic device or a “set of tools” misunderstands the constitutive nature of policy theory. It is to this misunderstanding that we turn in our conclusion.

**ASSESSING THE LIMITS OF RATIONAL CHOICE: IT IS WHAT IT IS, ISN’T IT?**

Theories of the policy process constitute the social reality they seek to describe and to interpret, offering particular explanations of the research problems and data they themselves have constituted (Howarth 2000, 130). Policy theories do not exist outside of the data. This starting point places limitations on rational choice theory and its responses to its internal and external challenges. First, it questions the empiricist methodology of mainstream rational choice accounts and undermines its claims to predictive universal explanation. Second, it challenges specifically recent attempts to relegate rational choice to a toolkit or partial explanation to be deployed in conjunction with other approaches, for these accounts of the limits of rational choice are predicated upon the existence of empirical data that somehow exists as valid outside of theory and neglect how particular theories selectively determine the definition of what is data and indeed what are the relevant research questions to be explored. In fact, this flaw can arguably be associated with the arguments of Green and Shapiro in their seminal critique of rational choice theory. Green and Shapiro condemn rational choice because in rational choice accounts “evidence is projected from theory rather than gathered independently from it” (1994, 42). Thus, they themselves fail to acknowledge the constitutive logic of policy theory. There is not a set of empirical data that can be generated by neutral tools independent of theory and that can then be subjected to different theoretical approaches. To even approach explanation requires some initial or partial understanding (Howarth 2000, 131).

What does this mean for the limits of rational choice? In short, it offers an understanding of rational choice that is best summarized as “it is what it is.” This is not to call for the absence of dialogue between different approaches to the explanation of policy outcomes. Neither is it to necessarily adopt the Freidman defense or that of the covering law or domain restriction. Rather, it is to argue that rational choice theory, like all policy theory, offers a particular explanation of research problems and data it itself has constructed. It cannot be reduced to a neutral toolkit or heuristic device or integrated into other approaches. Its limitations are thus to be judged through debate within the community of policy analysts through the likes of creative confrontations. After all, there is no neutral body of data that can be constructed through the use of impartial tools and against which we can test theories. Rational choice is what it is, isn’t it?
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Taking Stock of Policy Networks: Do They Matter?
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INTRODUCTION

Almost two decades of research in public policy using the concept of policy network has resulted in considerable output. A great number of articles on policy networks can be found in major journals in political science and public administration and even more chapters in edited volumes, special issues of journals (Marin and Mayntz 1991; König 1998) or more specialized policy journals. Therefore, the concept can be regarded as being one of the major analytical concepts in the field of public policy partly competing, partly complementing other major approaches like veto players/game theory (Tsebelis 1999), ideas (Weir 1992), or the advocacy coalition approach (Sabatier and Jenkins-Smith 1993). The concept has been used to analyze policy making at the local and regional (Melbek 1998; Schneider et al. 2003), the national (see, among others, Laumann and Knoke 1987; Rhodes 1991; Schneider and Werle 1991), the European (Bretherton and Sperling 1996; Héritier 1993; Nölke 2003), and the international level (Grundmann 1997; Reinicke 1998). Moreover, the concept has been applied in the analysis of policy making in many different industrial sectors such as nuclear energy (Zijlstra 1979), chemicals, and telecommunications (Schneider 1992), and policy fields such as environmental (Carpenter et al. 2003) or science policy (Grande and Peschke 1999).

If we look at the nationality of the authors, however, it seems that the concept has been used much more frequently by European than by North American, especially U.S., scholars. This can be largely attributed to different research traditions but also to different political cultures of European welfare states with coalition governments and a consensus oriented policy style which make the development of policy networks much more likely than in a political system that is characterized by majority voting rule, party competition, and a pluralistic interest intermediation system as in the United States (Peters 1998, 32). Moreover, as we will see below, the policy network concept followed and largely replaced the framework of corporatist interest intermediation (very popular in the 1970s and 1980s in Europe) as a more general analytical framework. The policy network concept has widely been used in the 1990s to analyze policy making within the European Union, which is now frequently characterized as a new system of governance based on negotiations between national governments, the European Commission, the European parliament, large companies and national or European associations (Börzel 1997).

Common to all studies in this area is a relational perspective, i.e., a focus on actors, their interests, and especially their relations as the key explanatory factors, whether they are conducted qualitatively or quantitatively, whether they use network as a mere metaphor or with a clear definition that is subsequently operationalized.

The role of networks in policy making became an important issue on the research agenda in the late 1980s. Policy researchers began to both theoretically and empirically focus on how networks

---

1. A search for the term “policy network(s)” on the ISI Web of Science covering ISI journal articles from 1988 to July 2006 resulted in 155 hits for titles only and 323 hits as a general topic.
between public, private and non-profit actors shape processes of policy making and governance. This increasing popularity can be attributed, first, to a transformation of political reality, second, to a subsequent transformation of the conceptual and theoretical framework in policy analysis, and, third, to the development of a methodological apparatus for structural analysis (Kenis and Schneider 1991, 33). As a consequence, scholars not only started to describe these more horizontal forms of governance that developed out of a changed distribution of power, but also tried to argue normatively why these forms of governance were the most effective and efficient for certain types of policy and organizational problems. The term “network” was claimed to becoming the new paradigm for the “architecture of complexity” (Simon quoted in Kenis and Schneider 1991, 26) or the major device to reintegrate differentiated systems of actors in modern societies (Mayntz 1993a). At the beginning of the 1990s, it was stated that policy network analysis was not just a “new fad,” but was employed “due to the growing insight that public policies emerged from the interaction of public and private actors” (Windhoff-Héritier 1993, 143). It was further seen as a “promising instrument of political research” because different theoretical approaches could be combined and because it offered the possibility to go beyond the mere description of formal institutional structures and to investigate which actors dominate the political decision-making process in different policy fields (Windhoff-Héritier 1993, 143).

These were high hopes, but to what extent were they fulfilled? Using a network perspective, policy researchers have been able to describe the various formal and informal structures of policy making in different policy fields. In some but still rather rare instances, quantitative network analysis was used in order to gain a more detailed description and analysis. Describing these policy-making structures is no little achievement, since the description of the nature of the beast is a fundamental step for any further inquiry. But how much progress was there beyond the mere description? Have more insights been gained into how certain structural configurations influence policy processes and outputs, i.e., did scholars manage to go beyond network as a metaphor or an analytical tool? In short, do policy networks matter?

In answering this question, we will look at where and how the concept originated. Then we will discuss what progress has been made toward a network theory of policy and what further steps could be taken in order to further advance such a theory.

WHERE DOES THE POLICY NETWORK CONCEPT COME FROM?

Looking at the literature the term policy network is used with different meanings and analytically with different purposes. One can identify at least three dimensions of the concept: (1) network as an analytical framework and as an empirical tool, (2) network as social structure, and (3) network as a form of governance. Network theory is often talked about as a fourth dimension. However, there is still a lot of uncertainty as to what exactly a network theory is. At times, network is the object of the study (dependent variable) in network theories (comparable with organizations in organization theories). At other times, one can also find network as the independent variable, and policy outcomes, organization behavior, etc. are explained by its characteristics (Kenis and Knoke 2002). In this second form, however, one should not talk about network theories but about a network theory of policy or a network theory of organizations.

NETWORK AS AN ANALYTICAL FRAMEWORK AND AS AN EMPIRICAL TOOL

The network concept is often used merely metaphorically in policy analysis. However, even in those instances, the researcher takes a particular perspective, namely focusing the analysis on the actors,
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their interests but especially on the existing and non-existing ties among each other. Therefore, the policy network approach takes a middle position between undersocialized approaches like rational choice or oversocialized approaches like Marxist approaches (Granovetter 1985).

Network analysis as an empirical tool has been one of the major innovations in the social sciences in the last 30 years and has recently been applied more and more in policy analysis. Three reasons have lead to the success of network analysis as a paradigm and an empirical tool. First, concepts were based on relations rather than attributes. By concentrating their attention on the ties between social entities, rather than on the qualities possessed by them, it forces social scientists to think in terms of constraints and options that are inherent in the way social relations are organized (van Poucke 1979, 181). Network analysis is therefore based on an “anticategorical imperative, which rejects all attempts to explain human behavior or social processes solely in terms of categorical attributes of actors, whether individual or collective” (Emirbayer and Goodwin 1994, 1414).

At the center of analysis are not attributes such as age, gender, social status, political affiliation, religious beliefs, ethnicity, or psychological predisposition, but the relations between social entities as a means of explaining why people behave the way they do and why certain outcomes come about (Emirbayer and Goodwin 1994, 1414). The two basic components of all network analyses are a set of objects (called nodes, positions, or actors) and a set of relations among these objects (called edges, ties, or links) (Knoke 1990). Network analysis is not a neutral statistical method, nor is it a theory. It is an empirical tool to describe social structure on the basis of relations between social entities (Kenis and Schneider 1991). It is nonetheless analytically formal in that it mandates systematic and replicable routines, requires strict coding rules and has an internal logic or algorithm that produces descriptive or inferential results (Griffin and van der Linden 1998). The strength of the methodology is based first on well-developed data collection procedures. Second, standard methods are available for analyzing and measuring the structural properties of whole systems (centralization, hierarchization, density, etc.) as well as of the social positions of the single social entities within these systems (centrality, clique membership, prestige, structural equivalence, etc.). Third, the statistical procedures to calculate these measures are implemented in standard calculation and visualization software. Based on this “toolbox,” the principal achievement of network analysis “has been to transform a merely metaphorical understanding of the embeddedness of actors in networks of social relationships into a more precise and usable tool for social analysis” (Emirbayer and Goodwin 1994, 1446). It is now possible to operationalize and measure the relational properties of social and political systems and the encompassing units by collecting data on virtually any social relation between the units of interest to the researcher.

Besides the formalized quantitative approach, a second more qualitative direction evolved in political science arising from the discussion on interest intermediation and corporatism (Schmitter and Lehmburch 1979; Börzel 1998), the coordination of industrial sectors (Hollingsworth et al. 1994), as well as the discussion on political planning and implementation (Scharpf 1993; Mayntz, 1996) all of which were later integrated in the general analytical approach of policy analysis. Here, “network” is applied as an analytical framework, which guides the empirical perceptions in research on policy making and directs the researchers’ perception and attention towards the actors and their relations. Laumann and Knoke’s study of the U.S. energy and health policy domains (1987) can serve as a classical example for the formalized approach on a large scale as well as Schneider and Werle’s research in the German telecommunication domain (1991) on a smaller scale. In these studies, quantitative information is rigorously collected about the actors and their relations within a certain policy field. These data are then used to gain insight into the (power) structure of a policy field by using indices such as density, centrality or influence reputation or by analyzing the cliques (coalitions) that were formed in a policy process. The advances in computer hardware and software now make it possible to use quantitative data for elaborate visualizations of networks (Brandes et al. 1999). Examples for the qualitative branch of the policy network approach include case studies...
such as Toke and Marsh’s study on genetically modified food (2003) in which they describe the network structure and how it changed over time and use these insights to explain how network were mutually affected by each other in this case.

**NETWORK AS SOCIAL STRUCTURE**

One of the fundamental assumptions in network analysis is the belief that structures have a certain stability, which leads to its rather static character. When applying the “network” notion in the analysis of economic, political, and social processes and outcomes, it is assumed that after some time actors have built more or less stable exchange relations, which are not changed fundamentally by “superficial” every day events (Windhoff-Héritier 1993, 144). In most cases, the nodes within a policy network represent corporate or collective political or administrative actors like ministries, government agencies, or societal actors like associations, unions, or even private actors like companies which occupy specific positions or roles. “Network” in this respect, is seen as a social structure with very specific features. In policy making it is regarded as an arrangement characterized by a predominance of informal communicative relations, a horizontal as opposed to a hierarchical pattern of relations and a decentralized pattern of actors’ positions (Kenis and Schneider 1991, 32). The difference between the first and the second understanding of network is that in the first it is possible to conceptualize any social structure (even pure hierarchies) as a network and apply the analytical toolbox of network analysis, but that the second dimension reveals specific structural features.

**NETWORK AS A FORM OF GOVERNANCE**

Starting with Williamson’s *Markets and Hierarchies* in 1975, in which he elaborated Coase’s basic ideas about the determinants for the organization of economic activities, a rich body of literature has developed on different forms of governance over the last two decades (Williamson 1975). For some time, transaction costs as the major factor to explain special forms of social organization was applied only in economics. It was only some years ago that the discussion in economics, organization theory, and political science converged in a common literature. Central to this discussion were the questions about the factors leading to hierarchical, network, or market arrangements and about the conditions under which the different forms have comparative advantages (Hollingsworth et al. 1994). An important point in this discussion was the question whether networks are simply a combination of elements of market and hierarchy—and could therefore be placed on a continuum somewhere between market and hierarchy—or whether they are better understood as unique forms of governance in their own right (Powell 1990).

Parallel to the Anglo-Saxon discussion in economics, an independent discussion about networks and other governance forms started in Germany in political and administrative science. Since the beginning of the 1970s, a debate about steering (*Steuerung*) had been developing. Originally, scholars were interested in understanding and improving policy planning and implementation processes through the state. But the high hopes were profoundly disappointed. The state as the central actor lost more and more of its strong and independent position and had to face the claims of the ever stronger societal actors, which made it impossible to hierarchically implement policy decisions especially in complex policy fields. As a consequence, scholars not only started to describe these more horizontal forms of governance, which developed out of a changed distribution of power, but also tried to explain normatively why these forms of governance were the most effective and efficient for certain types of policy problems. Central to this discussion is the understanding of network as an emergent organizational entity, i.e., as a new form of social organization. Although
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network as a form of governance is characterized by a plurality of autonomous actors, as they are found within markets, and the capability to pursue collective goals through deliberately coordinated actions, which is one of the major elements of hierarchies (Mayntz 1993b), it is claimed that a new form of governance develops. This new form is more than the sum of the actors and their links and more than a combination of elements of hierarchy and markets (Mayntz 1993b). In this approach, “network” is conceived and interpreted as a discrete form of governance and together with market and hierarchy as an ideal type of coordination. The characteristics of this ideal type are not only seen in a specific structural feature of the system of production and exchange, but also for example in the mode of conflict resolution, the basis of legitimacy, the general (cognitive) orientation and incentives of the actors.

It is claimed by the proponents of this approach (Schneider and Kenis 1997) that it is not only possible to achieve more conceptual clarity but also to develop a refined analytical instrument with which actor coordination in concrete policy or economic systems can be modeled as a specific mixture of these ideal types (Schneider and Kenis 1997, 20).

The integration of the discussion in economics, organization theory, and political science has had two consequences. First, scholars now have a less normative and more flexible notion for the description of new arrangements in policy making. Second, the discussion on and comparison of markets, hierarchies, and networks, which was taken from economics, had a strong functionalist and economic touch (Perrow, 1981). A major concern was effectiveness and efficiency and the classical questions of political science were more and more superseded. In empirical policy network studies one rarely reads about power and influence, legitimacy, interests, democracy, etc. This was substantively different in the early network studies such as the community power studies (Laumann and Pappi 1973). They focused explicitly on the analysis of political structures, especially on power structures. Therefore, it is necessary to separate the discussion on network as a governance form, network as a specific social structure, and network as an analytical tool in order to address questions of power, influence, and responsibility more accurately. With network as an analytical tool, influence and power can be operationalized in terms of centrality or prestige of actors. On the other hand, thinking in terms of governance and not only in terms of social structure opens up yet another perspective. Systems of governance made up of different organizations, whether their features come close to a network or rather represent a mixed type, can be seen as an organization of “higher order” (Teubner 1996) or “emergent” (Scharpf 1993) form of organization, which produce outcomes that cannot be attributed to any single organization alone. Moreover, the process and therefore the outcome cannot be completely controlled by any individual organization. The different views on networks, therefore, have great implications not only for the analysis of the structure and the processes but also for the evaluation of the outcome.

TOWARD A NETWORK THEORY OF POLICY?

Despite the frequent talk in the literature about network theory, we claim that the utilization of such a theory regarding policy making is a long way off. Strictly speaking, we should be able to demonstrate that a difference in structural network characteristics, i.e., the presence and absence of ties, has a significant impact on the policy output. Only in this instance could something be explained other theories are not able to and only then could one seriously talk about a network theory of policy (see Salancik 1995) with regard to a network theory of organization. Network analysis might be used as a descriptive tool to collect data but that does not automatically lead to a network theory if the data is used to develop or test other theories.

In the literature on policy networks, ample attention has been given to the conditions for the development of policy making. Some of the case studies mentioned before tried to explain why a
specific policy network has developed. Others set out to explain why policy networks as a specific form of governance developed since the 1970s (e.g., Kenis and Schneider 1991; Mayntz 1993b). Here, policy network is seen as the dependent variable.

If we look at publications from the second half of the 1990s and in the last few years, we can observe that scholars try to bring together at least some of the different perspectives on governance (the German and American version), interorganizational networks, interest intermediation, and studies in political sociology sometimes using quantitative network analysis beginning with the community power studies in the 1970s (Dowding 1995; Klijn 1997; Raab 2002).

However, despite the achievements mentioned earlier, we feel that we are not really making enough progress in creating empirical generalizations especially when it comes to explaining policy outputs or outcomes with network characteristics. Using the framework of scientific inquiry proposed by Wallace (1969) as a heuristic tool it will therefore be evaluated what building blocks of a network theory of policy are already assembled and what is still missing. The model by Wallace distinguishes five components of scientific inquiry: theories, hypotheses, observations, empirical generalizations, and methods. The first four components form the major steps of the research cycle, while methods play a role in and connect all transitory steps between the components, from logical deduction through operationalization and measurement to logical induction. Scientific work is hereby conceptualized as a succession of manipulations of information each of which is controlled by a particular kind of method. Whereas methods are seen here as the principal controls over the way in which scientific inquiry is pursued, theories are the most important informational product of this pursuit. Wallace points out that individual observations contain only very small amounts of information about a given phenomena, and that empirical generalizations and hypotheses are limited to moderate amounts of information but that theories (insofar as each theory is synthesized from several different generalizations, and each empirical generalization is synthesized from several different observations) can contain the maximum amount of information (Wallace 1969, x).

In his perspective, theory is not just a storehouse of information, but theory itself actively performs two crucial roles in generating the information that is stored within it: first, it specifies the factors one should be able to measure before doing research, and, second, it serves as a common language into which the results may be translated for purposes of comparison and logical integration with results of other researchers after the research has been completed. In order to arrive at a network theory of policy making, a “theory storehouse” (Wallace) can therefore only be developed by recurrently going through the research cycle as described above.

Consequently, the policy network literature will in the following be assessed on the basis of what has already been assembled in each of the components “observation,” “empirical generalizations,” “theories,” and “hypotheses.” Before we can start however, we first have to identify that part of the policy network literature that falls within the definition of “network theory of policy making,” since we are interested in the information in the literature on how and why networks influence the structure, process, and outcomes of policy making. Only the literature in which network is considered the explanans and policy is considered the explanandum, can logically contribute to the development of a network theory of policy making. As we will see, the so-called policy network literature is a miscellany of analytically quite different approaches. Consequently, the literature identified can, following the principal logic of the model presented, be assessed on how and whether information is produced which can be added to the “network theory of policy making”-storehouse. Such a contribution can be made, again according to the logic of the model, by any of the four “method”-steps presented: developing theory from empirical generalizations, developing empirical generalizations from observations, developing observations from hypotheses, or developing hypotheses from theory. If we look at the literature, the vast majority of contributions being published so far contain empirical observations. This is no surprise, because usually after a phenomenon is discovered the natural first step is to describe it as thoroughly as possible. We will therefore start with “observations.”
MAIN OBSERVATIONS IN THE LITERATURE ON POLICY NETWORKS

Numerous quantitative and qualitative studies describing networks were published in the 1980s until the mid-1990s. Important publications in this regard were the *Organizational State* (1987) and subsequent work by Pappi, Knoke, and colleagues (Knoke et al. 1996) in which the importance of large formal organizations for policy making in modern industrialized countries was demonstrated and analyzed what kind of structures had developed in certain policy fields like energy, health, and labor.

Other empirical articles that were influenced by the “Organizational State” but came from a European tradition and were published in the edited volume *Policy Networks* by Marin and Mayntz (1991), i.e., Schneider and Werle (1991), Jansen (1991), and Kenis (1991). A somewhat different strand developed in the British context (Rhodes 1990; Rhodes and Marsh 1992).


Studies that combine a policy network and a rational choice/game theoretic approach, i.e., that attempt the integration or reconciliation of structure and agency related approaches encompass among others König and Bräuninger’s study on network formation in the German labor-policy domain (1998), Pappi and Henning’s study on the organization of influence on the EC’s common agricultural policy (1999), Stokman and Berveling’s study on decision outcomes and network dynamics in Amsterdam (1998), and van Assen et al.’s (2003) study on decision making in the EU regarding support for fishery infrastructure.

Although or because we, meanwhile, have a myriad of empirical studies using network as a concept to describe structures in policy making, it is very hard to come up with some robust and consistent findings (see below) that go beyond some superficial descriptions. However, some notable patterns emerge.

First, in the roughly first two decades of research and discussion on policy networks it was demonstrated that policy making structures indeed existed in which corporate actors negotiated solutions for certain policy fields. The strong involvement of private and societal actors led to a wider perspective from a state centered to a more encompassing perspective of public policy making.

Second, despite the very different usages of the concept “network,” almost all studies see organizations or parts of them as the main actors and conceptualize them as corporate actors and more technically as nodes in the network. Thus organizations are generally accepted as boundedly rational actors and are characterized by intentional actions that have a certain consistency and stability (Jansen 1997). They are seen as being able to control collectivized events (Coleman 1990) and to follow a long-term strategy (Jansen 1997).

Third, there are only few studies in which “network” is used as the independent variable, i.e., in which policy outputs or outcomes are explained with certain structural features of the policy making arrangement. Moreover, there are—in our view—hardly any studies in which the outputs or outcomes are evaluated in terms of effectiveness whatever the criteria might be. If we, therefore, have to answer the question “what do networks do?” we have to come to the conclusion that we know very little based on empirical research when it comes to their effectiveness. This might be due to the fact that one of the—sometimes implicit—assumptions by network scholars has been for a long time that policy networks produce better policies and are, consequently, a better form of policy making compared to more traditional forms. Accordingly, the quality of policy outputs or
outcomes and especially the democratic quality of policies made in and through policy networks has rarely been questioned (for some exceptions see Schneider 1999 and Guéhenno 1994).

Fourth, most of the studies have a static character, i.e., the policy networks are seen as stable and the structural characteristics are described for a certain period or in a snapshot mode for multiple periods or points in time. This involves a methodological and a theoretical problem. In network analysis, it is generally assumed that these structures, i.e., the actors and their relations, should have a certain stability. However, it is common knowledge that social structures, including policy networks, are nothing else than repetitive patterns of social interactions (Giddens 1979) that are slightly changed every time they are repeated.

Besides the methodologies difficulties, there is also a theoretical problem. Because agency, structure, process, and outputs are so closely linked in reality the question arises whether the sequence of structural configurations makes a difference for an ongoing policy making process and the subsequent output. For example, does it make a difference if a policy network first develops a high internal density and a high internal legitimacy and then maximizes external ties and external legitimacy as has been suggested by Human and Provan (2000) for interorganizational networks?

Furthermore, there are hardly any studies that try to track policy networks for a longer time either retrospectively or through repeated measurements. This is partly due to the fact that the approach is relatively young, but, also partly, because data requirements are considerable, retrospective data collection is problematic, and repeated collection of network data is risky and very expensive.

**EMPIRICAL GENERALIZATIONS IN THE LITERATURE ON POLICY NETWORKS**

According to the model by Wallace presented above, it is possible to arrive at a general theory through logical induction by first making empirical generalizations over a multitude of observations. Unfortunately, to our knowledge, no encompassing meta-analysis has yet been conducted, that tries to come up with more general and more abstract categories and indicators for the dependent as well as independent variables, count the observations and make statements about the effects (consequences, outputs, outcomes, results), for example, in terms of the number and types of actors, the types of relationships, clique structure, density, centralization, etc.

In general, we have not gone beyond some very preliminary attempts to summarize some results by constructing descriptive categories (see, for example, van Waarden 1992) that have resonated in the field only to a limited extent.

What we would need, on the one hand, are studies in which the questions should be addressed how networks influence outputs/outcomes (performance) and how particular aspects of networks matter (assuming that the basic question—do networks matter?—has already been answered affirmatively). On the other hand, as it was stated before, the number of studies reporting specific effects of policy networks is rather limited so far. Therefore, at this time it is doubtful whether a comprehensive meta-analysis with a limited number of cases will already lead to meaningful results.

**THEORETICAL BUILDING BLOCKS IN POLICY NETWORK RESEARCH**

In our view, which seems to be the general opinion in the field (among others König, 1998; Peters 1998, 26; Peterson 2003, 8), a consistent body of hypotheses does not exist that could be called a network theory. To be precise, since a theory is defined by its dependent variable it is likely, if there is progress in that direction at all, that different theories will be developed that might share some important traits but would be considerably different from each other. They could be called a network theory of policy, of effectiveness, of organizations, etc., depending upon what the main phenomenon-to-be-explained is.
The decisive question in this endeavor, however, is whether it is possible to come up with more general categories both for the dependent and independent variables compared to the ones constructed for the step “empirical generalizations.” The question to be asked at this point would be “of what factors are the structural features of a network a special case?” and “of what categories are the different policies a special case?” (see Wallace 1969, ix). The three categories usually used to categorize policies, i.e., distributive, redistributive, and regulative, might be a good starting point in this respect. This should then allow us to formulate causal relationships of a more general kind between structural features of the policy making arrangements and policy outputs/outcomes.

**HYPOTHESES IN POLICY NETWORK RESEARCH**

If we start with making empirical observations and through empirical generalizations manage to formulate a theory, the next step is to come up with hypotheses derived from the theory that can subsequently be tested by making empirical observations. Hypotheses in this respect are concise about what is expected to occur, not why it is expected to occur (Sutton and Staw 1995, 377).

Since there is no unified theoretical body, it is logical that we hardly find specific hypotheses making statements about what to expect in terms of policy outputs or outcomes given certain structural features of the network in the literature. There are, however, bits and pieces in the literature that formulate propositions based on a range of theories, using network as a dependent or an intervening variable.

A sober evaluation of the research and findings in terms of developing a network theory of policy so far reveals that the situation seems to be rather bleak. Despite the multitude of observations, we have not been able to really go beyond the merely metaphorical use of the network concept. From this perspective, the strategy to start at empirical observations and arrive at a theory through logical induction from empirical generalizations seems highly doubtful. Also, most of the studies reporting empirical observations do this without any hypothesis. Therefore, it is no surprise that the results seem to lack the necessary consistency in terms of time, institutional frame, number of actors, importance of the policy, and the like in order to come to empirical generalizations. Given the effort especially necessary in conducting comparative quantitative network studies, it does not seem very promising to engage in studies that simply add empirical observations without any hypotheses based on a network theory of policy. Therefore, we will evaluate in the next section, how such a theory could be developed as a starting point for further empirical research.

**WHERE TO GO FROM HERE?**

From the analysis above it can be concluded that the “network theory of policy-making” storehouse is rather empty. There seems to be hardly any knowledge on the effects of network attributes on the characteristics of policy making. In order to hold the claim that networks are relevant in policy making, one has to demonstrate that the presence and absence of relationships between actors in a policy-making setting makes a difference to the policy making (i.e., its structure, processes and outcomes). Only if we can demonstrate the types of effects of interactions or links between actors on policy making, can we create a genuine and exclusive basis for a network theoretical approach to policy making. Rather than claiming again and again that relations are important, one should arrive at theoretical propositions about whether interactions make a difference with respect to policy making, i.e., linking structural characteristics to outcomes. Studies in adjacent fields such as sociology, organization studies, or public management could hereby serve as guiding examples that look at the influence of network characteristics, for example, on innovation (Owen-Smith and Powell 2004) or on the quality of service delivery in health and human services (Provan and Milward 1995).
Instead of using the network terminology just as a tool, one should use it for understanding policy making per se. How do interactions support policy making? How does policy-making function in terms of interactions? How does adding or subtracting an interaction in a policy setting change the policy making? How should interactions be structured ideally to increase, for example, innovation in policy making. An information rich theoretical storehouse should be able to answer these types of questions.

But what happens in the absence of such a storehouse or better, how could the storehouse be filled? Here again, the classical model of Wallace might be useful. On the basis of this model, we can identify what has to be achieved in order to develop theory.

Since network theory building on policy making is in such a premature state, the most logical place to start at in the Wallace model is “observations.” This might, at first glance, appear to contradict the earlier remark that claimed that we have an abundance of observations but a deficit of theories. The issue seems, however, that we need different types of observations. Since we are primarily interested in the effects of a specific independent variable (i.e., the absence and presence of relations) and not just in the dependent variable (i.e., traits of policy making), we cannot just start collecting information about policy-making cases, which vary on a specific trait. The reason being, that we are at this point not so much interested in explaining differences in certain traits of policy making (e.g., its degree of innovation) but are interested in the effect of a specific explanation (i.e., the absence and presence of relations).

Therefore, in order to develop a network theory of policy making we need to select observations in function of the operationalization of hypotheses. These hypotheses on their part should be logically deduced from some kind of theoretical statement, which proposes that the presence or absence of interactions between policy actors affect a specific characteristic of policy making. For example, a hypothesis could be: The higher the density within a policy field, the higher the chance that it produces an innovative outcome. This hypothesis does obviously not result from a strong or sophisticated network theory of policy making, but it is at least consistent with the general theoretical claim that networks play an important role in policy making. Moreover, such a hypothesis can be operationalized and thus guide our empirical observations.

On the basis of these observations, the hypothesis can be falsified or rejected and thus leads to an empirical generalization: policy fields with high density rates have higher innovation rates compared to policy fields with low density rates. In order to transform this type of information to the level of “theory,” the “why” question must be answered. Why is it that the degree of density in a policy field increases its level of innovation? This question can be answered by first finding an answer to the question what other distinctive characteristics policy fields do have in common, because they either have a high or low level of density (which can explain differences in the level of innovation). Second, one needs to answer the question of what the degree of innovation is a special case of. In other words, in which way can the phenomenon-that-explains (i.e., the density of the policy field) and the phenomenon-to-be-explained (i.e., innovation in policy fields) be inductively generalized beyond its original formulation and thus increasing the scientific information.

CONCLUSION: ARE WE EXPECTING TOO MUCH?

The answer is yes and no. We are not expecting too much for at least two reasons. On the one hand, there is a constant and increasing stream of claims from the academic and practice literature that relations and networks are important in the functioning, process and outcome of policy making. As our review of the literature has demonstrated, however, the evidence for this claim is hardly present. On the other hand, network analysis has been providing more and more sophisticated and widely used methods for describing and analyzing relational structures (also in the field of policy making). But in order to be productive in understanding policy making, network analysts will also need to
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become more theoretical about the study of policy making. As convincingly argued by Salancik (1995), network analysts tend to use other theories (such as resource dependency theory or diffusion theory) to explain phenomena but often do not ask how their perspective addresses a theoretical problem. In line with Salancik, it seems that we are not expecting too much that if network analysis is used, its theoretical advantages should go beyond other well-developed theories. Consequently, in case networks are considered important in policy making and network analysis wants to be productive in describing policy making arrangements and in explaining policy outputs or outcomes, we do expect two things: first, the formulation of propositions about how adding or subtracting a particular interaction in a policy network will change the policy coordination among the actors; and second, the formulation of propositions on how a network structure enables or disenables the interactions between two parties in a policy setting (see e.g., Kenis and Knoke 2002).

But, at the same time, we could also say that, at least at this time, we are indeed expecting too much. The main reason being that developing a theory as a rich “information storehouse” in the sense of the Wallace model is an extremely complicated journey. It assumes that we study a substantive number of policy-making cases, agree on the most important independent variables, use comparable operationalizations and measurements, concentrate on comparable traits of policy making, develop causal reconstructions that will ultimately have to be based on a theory of action, etc.

We have to admit that this chapter has not contributed much to this journey, except, perhaps, by demonstrating how such a journey could look (and, as we all know, real journeys always look different than those in travel catalogs).
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15 Theories of Policy Learning: Agency, Structure, and Change

John Grin and Anne Loeber

1 INTRODUCTION

In the Big Quest for an appropriate model of the policy process that has been driving policy science since its inception, theories on learning form a recurrent theme. Learning as a concept showed up in the policy process debate in reaction to the primeval approach to understanding policy making, that is, to Easton’s (1953, 1967) system theory. Basically, the system model portrays the policy process as a “conveyer belt” (Stone 1998, x). Pressures from society are turned into inputs (demands and supports) for the political system, within which politicians authoritatively order and translate the societal pressures and requests into problems to be processed by policy makers. It is the latter’s task to thereupon transform them into policies that, after having been politically sanctioned, are to yield policy outputs that resolve the problems as experienced. Subsequently, governmental administrators implement these policies according to their best potential. In return, society may respond by a new round of demands being articulated and pressures building up.

This stagist depiction of the policy process over the past few decades has been the dominant interpretation in the otherwise widely diverging field of the policy sciences, aptly characterised by Edella Schlager as a landscape of “mountain islands of theoretical structure, intermingled with, and occasionally attached together by foothills of shared methods and concepts and empirical work, all of which is surrounded by oceans of descriptive work not attached to any mountain of theory” (1997, 14). The systems approach mountain riffs hold in common the rather strict analytic distinction between the realm of politics, located exclusively in the governmental institutions of the nation state, and society at large; as well as an emphasis on power and conflict in explaining policy change. Learning theories entered the scene when cognition and knowledge utilisation were taken into consideration to rival power as an explanatory factor of policy change. As Hugh Heclo (1974, 305) put it in what may justifiably be called the earliest seminal study on policy-oriented learning: “Tradition teaches that politics is about conflict and power. This is a blinkered view of politics… Politics finds its sources not only in power but also in uncertainty… Policy making is a form of collective puzzlement on society’s behalf.” By focusing attention to, and opening up the hitherto black box of “puzzling on what to do,” learning theories have sought to address the complex relation between power and knowledge in the policy process and to consider changes in ideas as a central factor in understanding policy change.

Learning theories drew much attention between about 1980 and the late 1990s. In an often cited “midterm review” of learning theories, Bennett and Howlett (1992) showed that different approaches employ different conceptualisations of learning which cannot be easily reduced to one umbrella definition. They formulated three descriptive questions to usefully distinguish between the prevailing approaches: what are the subjects of learning in an approach, what are the objects of learning, and what is learning supposed to contribute to? Now that the attention cycle for policy-oriented learning seems over its top, we think it is time to go beyond identifying the varieties of approaches and clarifying the insights gained. In this chapter, we wish to identify the upshot of
learning literature for the literature on governance, which seems to be the next major mountain isle in policy science’s evolving landscape.

It is our contention that the governance perspective involves more than changes in the actual institutional design and organization of the governing process to which many authors limit their focus (e.g., Kickert et al. 1997; Rhodes 1997). Rather, a change can be observed in the dominant way in which the relation between state and society is conceived of and acted upon, which comes out in a change in institutions in the realm of the political and elsewhere in society (Hajer 2003; Grin 2006). To assess the merits of the learning approaches to conceptualizing governance as a process of transforming relations between government and society, we will go beyond, or, maybe better, behind, the questions singled out by Bennett and Howlett. We will take their first question (who learns?) beyond the straightforward question of who are included as learning actors, into an investigation of how these actors are situated in relation to each other and to social and political institutions. In discussing the final question (learning to what effect?), we will pay attention not only to the relation between learning and policy change, but, more specifically, to the relation between learning and the reproduction and transformation of institutions. Thus, in our discussions, we will give particular attention to the way in which the relation between agency and structure is depicted—an issue that any social science theory should address, but which is particularly important to theorizing “governance.”

The learning theories discussed in this manner are organized into three broad categories. First, theories are discussed that focus on learning from one domain to another, that is, on the transfer of insight and information produced within some context to a policy area located elsewhere in space and/or time (section 2), and on theories that focus on the relation between learning and policy change within one particular domain (section 3). Strikingly, while both types of policy-oriented learning theories typically focus on governmental institutions as the locus of change resulting from learning processes, the organizational aspect of learning often remains implicit. Section 4 addresses approaches that deal with a core aspect of learning that the former two categories of theories leave largely undiscussed: what does it mean to consider (governmental) organizations as learning actors? In conclusion, we will draw inferences from the upshot of this variety of learning approaches in terms of their contribution to the evolving literature on governance.

2 LEARNING BETWEEN DOMAINS: LESSON DRAWING AND POLICY TRANSFER

One major branch of literature on learning concerns processes of lesson drawing between policy domains that are at some distance from each other in time and/or space. As we shall see, these approaches have gradually evolved from accounts with limited explanatory power (and ambition) to something close to a full-fledged theory of learning and policy change. We therefore wish to pay attention to them as approaches that may contribute to governance literature, much of which emphasizes the need to confront the fact that “the constraints of social time and geographical space no longer impose fixed barriers to many forms of social interaction” (Held and McGrew 2000, 3).

2.1 DIFFERENT APPROACHES

At the cradle of the literature on lesson drawing is the work of Richard Rose (1991, 1993, 2004), who in his theorising starts from the claim—which he considers self-evident (cf. Page 2000 for some critical remarks)—that policy makers in their work increasingly make use of insights gained elsewhere. Convinced that “problems that are unique (…) are abnormal,” Rose holds that policy makers can draw lessons from the experiences of their counterparts in other cities, regional or na-
tional governments regarding comparable problems that will help them deal better with their own issues (Rose 1991, 4). To Rose, the agents of learning are civil servants (and maybe their external advisers, but certainly not politicians). The author conceives of these agents not as political theorists but as social engineers seeking to apply knowledge instrumentally to improve the feasibility of policy programs (Rose 1993, 2004). They engage in lesson-drawing, when they experience a “gap between present aspirations and achievements” (1991, 11) or when there is “uncertainty in the minds of policymakers” (1991, 12).

In the attention paid to the motives of actors in the policy formation process to produce and apply practical knowledge lays the merit of Rose’s work. By focusing on the ways in which policymakers draw lessons and improve their practices, Rose emphasizes the unique status of practical considerations and experience in policymaking. This focus his work shares with that of Anne Schneider and Helen Ingram who, however, differ from Rose in taking a less technical stance on lesson drawing and pay more attention to explaining the ways in which experiences shape processes of policy formation. A more fundamental difference is their central concern with the biases introduced in policy designs.

Schneider and Ingram (1988) discuss the notion of “systematically pinching ideas” by exploring the rules of thumb employed by policy makers during policy design, that is, by studying what Simon (1945) called the decision heuristics. The authors argue that policy design is “less a matter of invention than of selection” (1988, 63). Biases in design result from the ways in which past experiences and experiences in other domains are called upon by policy makers through associative reasoning, the reconstruction of memories, and the anchoring of incremental reasoning in some particularly chosen starting point. Examples from very different contexts are supposed to help in deliberately mitigating the biases introduced by decision heuristics, thus promoting opportunities for nonincremental policy change. In later work, Schneider and Ingram (1990; cf. 1997) have proposed “learning tools” for that purpose.

The “sequential adoption of the same program by two or more independent states,” lies at the heart of Colin Bennett’s work on policy transfer. Building on the conceptual notions and empirical findings of Rose, Bennett (1991) seeks to explain policy “import” on the basis of system-level socio-economic characteristics, existing interdependence between the two states involved, and transnational communication. In regard to the third factor, Bennett distinguishes five types of motives for utilizing evidence from other contexts, varying from mollifying political pressure by using foreign experiences to searching for the best policy to deal with a problem. On basis of a case study, Bennett claims that in most cases a mix of motives will be present, depending on the interests of the “importer.” Other case studies (e.g., Tavits 2003) have provided further evidence for this finding.

Building on the work of Bennett and Rose, David Dolowitz and David Marsh (1996) have further explored the notion of policy transfer as “a process in which knowledge about policies, administrative arrangements, institutions etc. in one time and/or place is used in the development of policies, administrative arrangements and institutions in other time and/or place” (1996, 343). Knowledge transfer may concern policies, institutions, ideologies, or justifications, attitudes and ideas, and negative lessons (Dolowitz 1997). Treating it primarily as the dependent variable, they seek to understand knowledge transfer as the result of strategic decisions by actors inside and outside government. They pay specific attention to policy entrepreneurs and experts as well as to intergovernmental and international organizations, which may encourage exchanges of ideas. In a later article, they add think tanks, transnational corporations and nongovernmental institutions and consultants, arguing that the latter two are increasingly important because they “tend to offer advice based upon what they regard as ‘best practice’ elsewhere” (Dolowitz and Marsh 2000, 7).

According to Dolowitz and Marsh, there are three types of transfer. Voluntary transfer is driven by dissatisfaction with current policy, for instance because of policy failure or elections (cf. Rose’s “lesson drawing” and Schneider and Ingram’s “systematically pinching of ideas”; and also Cox’s (1993) policy borrowing or Ikenberry’s (1990) policy band-wagoning). Direct coercive transfer
results less from learning than from obligations imposed by international or transnational treaties or entities (cf. Bennett’s (1991) “penetration” notion, or Ikenberry’s (1990) “external inducement”). Indirect coercive transfer is driven by externalities that result from interdependence, such as regional or global environmental problems or migration patterns, by global economic constraints, or by rivalry or emulation considerations. In their 2000 article, the authors note that the role of international corporate or NGO consultants blurs the distinction between voluntary and coercive transfer. Furthermore, they extend their analytical scope by considering policy transfer as a variable explaining policy failure or success. They mention three factors explaining policy failure: uninformed transfer, when sufficient information about the foreign policy’s institutional context and its conditions for success is lacking; incomplete transfer, when policies are adopted without the crucial contextual and institutional conditions in place; and inappropriate transfer, when a policy is included in a wider program that is based on a very different set of values. This resonates with their earlier conclusion that—contrary to what Rose holds—more attention to institutional factors is needed, especially because policy transfer may simply reinforce existing power relations unless a less pluralist, state-centric stance is taken. Moreover, a less positivist conceptualisation is needed, to pay more attention to the role of judgement in the definition of problems and solutions (Dolowitz and Marsh 1996, 10–11).

These important conclusions on policy transfers/lesson-drawing approaches are pushed further, and put into a more fundamental light, by Diane Stone. Much of the earlier lesson-drawing literature, Stone argues, too easily assumes that policy transfer may lead to an increased rationality in policy making, ignoring the tendency that policy transfer will privilege lessons which are in line with the fundamental assumptions underlying current policies. Directly related is her claim that “lesson-drawing is not politically neutral” (Stone 1999, 52). While this claim is shared by Dolowitz and Marsh, Stone adds the corollary that “the value of lessons lies in their power to bias policy choice” (ibid.), suggesting (like Schneider and Ingram) a more critical stance on methodical-prescriptive aspects. In addition, she remarks that policy transfer literature has the potential to contribute not only to comparative public policy, but to “global policy studies” and public policy studies “attempts to directly address globalisation.” Here, Dolowitz and Marsh’s claim resonates that students of policy processes always need to consider policy transfer. Yet, Stone suggests a deeper understanding by observing that “the policy transfer concept problematises the division between the domestic and the international” (cf. Rose 2004, 9–101). Her discussion on how global phenomena impinge upon the nation state suggests a more fundamental interpretation on Dolowitz and Marsh’s (2000) finding that voluntary and coercive transfer may be difficult to distinguish, and suggests that this should not be seen as an analytical problem, but rather as an analytical clue.

Stone argues that contextual and institutional factors deserve more attention than they now get in policy transfer literature, implying a need for a less ahistorical treatment of policy learning. She conceives of policy transfer as one type of policy change. Taking it as a consequence of policy learning (1999, 51; 2004, 548), she emphasizes that the transfer not only consists of policies per se, but also of “ideas, ideals, expertise, programmes and personnel” that may significantly influence “the development and implementation of public policy” (Stone 1999, 55). Regarding the agents of learning, she focuses on the “third sector”: NGOs, foundations, pressure groups, think tanks, and so on. In later work, Stone has further elaborated what she calls the “privatisation of policy transfer,” particularly focusing on think tanks (Stone 2000) and on global networks (Stone 2004), which are epistemic communities (Haas 1989; 1992) that can create and disseminate policy knowledge.

Another attempt at synthesizing earlier approaches to policy transfer and lesson-drawing has been made by Mark Evans and Jonathan Davies (1999). With Stone they share an understanding of policy transfer as one particular form of (or input in) policy change, and an interest in the interaction of structure and agency. An important addition is that they subsequently develop a framework for the latter, building on Wendt’s (1987) elaboration of Giddens’ (1984) structuration theory, which conceives of structure as both the medium of action and as its outcome. The framework also builds on literatures on globalization, internationalization, transnationalization, and policy transfer. It identi-
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2.2 In Sum

As approaches to theorizing the policy process and, especially, as contributions to the emerging governance literature, lesson drawing/policy transfer concepts seem to be coming of age lately. First, the role of non-governmental agents has become included and elaborated in especially the later approaches (Dolowitz and Marsh, Stone, Evans and Davies; but cf. Schneider and Ingram 1988). Second, an important advance has been the work by Stone who not only draws attention to agency and, more particularly, the role of different types of agents, but also to the need to overcome methodological nationalism. A third crucial development has been Stone’s call for, and Evans and Davies’ elaboration of, the interaction between structure and agency. Taken together, these elements offer a good basis for a full fledged theory of policy change through policy transfer between different domains—of obvious importance in a transnational world.

An emphasis on social construction, such as found in the work of Stone and Evans and Davies, will also help to meet criticism (e.g., James and Lodge 2003) that the focus on the relation between policy transfer and policy failure (in Dolowitz and Marsh 1996) neglects the connecting processes. These will codepend on the “theories-in-use” (Schön 1983; Argyris 1990, see below) of the actors involved as they deal with contextual and structural factors. Only an explanatory theory of this kind will provide a basis for the “prescriptions for practice” that Stone seeks, and to which Schneider and Ingram’s (1997) notions of “systematically pinching ideas” and learning tools provide a contribution. Such a theory may contribute to an important issue in governance literature: the understanding of institutional change as both a condition for, and an outcome of, policy change.

3 Learning Within Domains: Social Learning and the Advocacy Coalition Framework

While literature on policy learning across domains has gradually evolved into an increasingly comprehensive theory of the policy process, as the previous section shows, work on learning within a particular policy domain has been motivated from its onset by the intention to provide an integral theory of the policy process, taking into full consideration the role of ideas and arguments.

3.1 Social Learning

A major contribution to the field of policy learning within domains is the work on social learning by Peter Hall. His oeuvre grew out of an attempt to understand long-term policy change in British economic policy between the 1930s and the emergence of Thatcherite policies. His objective was to conceptualise policy making in a way that pays due attention to both societal developments and the active role of the state “apparatus” (1993, 275). Building on the work by Hugh Heclo, he outlined an image of learning with three central features. First, Hall argues, “one of the principal factors affecting policy at time-1 is policy at time-0” (1993, 277); second, the key agents who push forward the learning process are the experts within the state or those located at the “interface between the bureaucracy and the intellectual enclaves of society” (1993, 277) in a given policy domain; and, third, of key importance is the capacity of states to act autonomously from societal pressure. Hall defined social learning as “a deliberate attempt to adjust the goals or techniques of policy in response to past experience and new information,” adding that “learning is indicated when policy changes as the result of such a process” (Hall 1993, 278).
Crucial in Hall’s theory is the distinction between three forms of learning:

- First order learning, which leads to a change in the “levels (or settings) of the basic instruments of (…) policy, such as the minimum lending rate or fiscal stance”;
- Second order learning, leading to a change in both policy instruments and their settings;
- Third order learning, leading to not only a change in policy instruments and their settings, but also to a change of the “policy paradigm,” that is, the “framework of ideas and standards that specifies not only the goals of policy and the kind of instruments used to attain them, but also the very nature of the problems they are meant to be addressing” (1993, 279). The policy paradigm is conceived of as part of the context in which policymaking takes place.

Hall draws on the Kuhnian image of scientific development to hypothesise on the conditions for third order change. First, change depends on the arguments of competing factions, their positional advantages within a broader institutional framework, the ancillary resources they can command and exogenous factors affecting power relations. Second, Hall argues, “the movement from one paradigm to another is likely to be preceded by significant shifts in the locus of authority over policy” in the eyes of politicians. Third, “third order change is likely to involve the accumulation of anomalies, experimentation of new forms of policy and policy failures that precipitate a shift in the locus of authority over policy and initiate a wider contest (…) [which] will end only when the supporters of a new paradigm secure positions of authority (…) [and] institutionalise the new paradigm” (Hall 1993, 280–81).

Various authors have applied Hall’s social learning approach and significantly added to it. Criticizing an article by Hall and Taylor (1996), Colin Hay and Daniel Wincott (1998) stress the need to pay better attention to the relation between structure and agency (a point largely accepted by Hall and Taylor 1998). Stressing the dialectic nature of the relation between structure and agency, Hay and Wincott (1998, 953) consider it quintessential to go beyond rational choice approaches into theorizing “institutional innovation, evolution and transformation capable of linking the subject in a creative relationship with an institutional environment.” As a corollary, (policy) “[c]hange is seen as the consequence (…) of strategic action (…). Since individuals (and groups of individuals) are knowledgeable and reflexive, they routinely (…) monitor the consequences” (1998, 954) of, e.g., the developments in British economic policy (cf. Hay 2001).

This trail has been further followed by Hugh Pemberton, who proposes and explores further adaptations of Hall’s model. Pemberton (2000) proposes a synthesis between Hall’s social learning model and policy network approaches (e.g., Marsh and Rhodes 1992), making up for the network theory’s alleged capability to explain change, and at the same time providing the structural dimension (based on network theory) that is inadequately represented in social learning theory. His model of the “policy making terrain” encompasses a range of possible policy actors linked to one or more networks (e.g., the cabinet ministers, industry networks, think tanks and issue networks). The policy terrain is embedded in a three-level environment: organizational culture, international context, and the broader historical-sociological-political context. Interestingly, the schematic representation includes a feedback loop, indicating how actors and networks in turn change the environment through policy output and implementation. Empirically, Pemberton (2000, 789) finds that “policy networks can change their configuration and that different networks are associated with different orders of policy making.”

In a later article, Pemberton (2003) elaborates on Hall’s (1993, 288) suggestion that it may be interesting to explore the link between networks and third order change. Reanalysing Hall’s case, he finds that networks “were a particularly important intermediate variable in a recursive process. Policy change was brought about by learning in policy networks, but networks were also shaped by changes in the policy environment. Negative feedback from past policies brought the new ‘growth’ network into being.” Furthermore, this new analysis confirms that “peripheral actors with little
obvious power may exert great influence over policy through the medium of a policy network.”
Maybe most fundamental is the finding that third order learning may occur and lead to changes in
the terms of the debate, but not necessarily to lasting policy changes. This may be explained by
the fact that implementation may escape the changes in the world of policy making, and by the
fragmentation of the polity.

Using the same case, Oliver and Pemberton (2004) show that “the paradigm change seems to
be far more evolutionary than Hall’s typology of change allows” (2004, 435). They suggest “punctu-
tuated equilibrium” as a more fitting metaphor than “revolution,” and posit a more sophisticated
understanding of “the mechanics of policy learning and policy change.” Third order change oc-
curred, they argue, through a “complex iteration” of first and second order changes over a decade,
which, while involving an ideational battle in which outsiders played a key role, primarily took
place within government.” Full institutionalisation of a new paradigm required an “exogenous shock
[namely a war announcing itself] capable of destroying confidence in the possibility of stabilizing
the existing policy framework” (ibid.).

3.2 POLICY-ORIENTED LEARNING: THE ADVOCACY COALITION FRAMEWORK

Probably the most debated and employed approach to understanding policy-oriented learning has
been the Advocacy Coalition Framework (ACF). Its primeval version grew from Paul Sabatier’s
(1986) attempt to synthesize “bottom-up” and “top-down” approaches in implementation studies.
From the bottom-up approaches it first and foremost borrows its unit of analysis. Rather than on a
policy program, the focus of an analysis should be on a policy problem, Sabatier argues, so that the
unit of analysis should be the variety of policy makers (including e.g., opinion leaders), policy imple-
menters and target groups involved in dealing with a particular problematic—the policy subsystem.

From top-down approaches, he maintains the attention devoted to the ways in which social,
and other factors, events and processes, that are exogenous to the subsystem, affect the
policy process. In addition, the ACF imports from top-down approaches the idea to account for
“the attempts by various actors to manipulate (…) governmental programs in order to achieve their
objectives over time, and actors’ efforts to improve their understanding of (…) the problem (…) as they learn from experience.” Obviously, “[a]ttention thus shifts from policy implementation to
policy change over periods of 10–20 years.”

To the first outline thus emerging the ambitions were added to “integrate the hitherto largely
separate literatures on (1) knowledge utilization and (2) policy change” (Sabatier 1987, 650). This
reflects Sabatier’s (1978) recognition that technical information may have a significant influence
on the policy process, through its role in advocacy, as well as through its enlightenment function.
The ACF thus meets a major criticism against the stagist model, by fully appreciating the role of
ideas and arguments in policy evolution (Sabatier 1993, 15).

The ACF conceives of the policy subsystem as comprising a wide range of actors, aggregated
into advocacy coalitions (AC) that by definition share a policy belief system and “often act in
concert” (Sabatier 1987, 652) or, in a more recent formulation, “engage in a non-trivial degree of
coordinated activity over time” (Sabatier 1999, 120). Advocacy coalitions interact to produce policy
programs. Their actions are mediated by so-called brokers, and influenced by the constraints and
resources implied by their contexts. The composition of coalitions is assumed to be relatively stable
over periods of a decade or so. A coalition’s policy belief system comprises “deep-core beliefs”
that include basic ontological and normative convictions considered relevant across virtually all
policy domains; policy core beliefs which “represent a coalition’s basic normative commitments
and causal perceptions across an entire policy domain,” and “secondary aspects” that is, a narrower
set of beliefs that pertain to a particular policy problem and its context (Sabatier 1999, 121–22; see
chapter 9, this volume).
The policy programs that evolve from the (inter)actions of various advocacy coalitions reflect the way in which these “seek to understand the world in order to further their policy objectives.” This is called **policy oriented learning** which, following Heclo (1974, 304), is defined as “relatively enduring alterations of thought or behavioral intentions that result from experience (. . .) [and] involve (. . .) perceptions concerning external dynamics, and increased knowledge of the state of the problem parameters and the factors affecting them” (Sabatier, 1987, 654). Conceptually, learning is conceived of lasting changes in the policy belief systems. As a consequence, three types of learning are distinguished, pertaining, respectively, to changes in the various layers of policy belief systems.

Of the extensive debates triggered by the ACF, a crucial one concerns the heart of the framework: the definition of the policy subsystem. Sabatier (1993) considers it quintessential that, as the unit of analysis, it must be stable over the prolonged period (10–20 years) over which policy change is to be studied. Thomas (1996) has disputed this notion, arguing that literature shows an evolution of the concept from a mostly static interpretation based on the iron triangle metaphor, to a more dynamic interpretation that recognises the potential for significant changes in the order and organization of subsystems over time. Grin, Hoppe, and Van de Graaf (1997) pick up on this point, arguing on theoretical and empirical grounds (Loeber and Grin 1996 [2006]; Eberg 1997), that a policy subsystem can never be defined without some historical-institutional analysis. They point to examples (e.g., Hoppe and Peterse 1993; Hoppe et al. 1987) in which policy problematics arise in the interstitches between two or more established policy subsystems, which may compete over new policy problems, to conclude that policy subsystems are under continuous political (re)construction. The relations between policy subsystems, agency and policy change have more recently been developed further by Howlett and Ramesh (2002), who show that subsystems shape the policy process, and conversely, that policy learning and policy change may contribute to subsystem transformation.

In response, Sabatier and Jenkins-Smith (1999, 135–37) acknowledge the interaction between related subsystems along functional and territorial lines (cf. also Zafonte and Sabatier 1998), recognize the possibility of “nested” and of “overlapping” systems and introduce a welloperationalized distinction between a nascent subsystem and a mature one. They do, however, not wish to adopt the more fundamental claim that subsystems must be seen as continuously under construction. This stance is rooted in their critical-rationalist methodological position: as a unit of analysis, the subsystem is a researcher’s construct that must be held stable over the period investigated. Denying the stability of a subsystem would undermine the possibility to define, and distinguish between, the three layers of relevant policy belief systems.

Not surprisingly, against this background, Sabatier and Jenkins-Smith are even less tempted to adopt Hajer’s (1995, 68–72) fundamental contention that the idea of a policy belief system as the basis of action of advocacy coalitions reflects an individualist ontology. In Hajer’s view, individuals are characterized by and through the practices they engage in. Action is not rooted in beliefs that are a priori given. Rather than holding stable values, Hajer (1995, 71) argues, people hold “vague, contradictory and unstable ‘value positions’” that may be influenced by new discourses “for instance because [these create] new subject and structure positionings.” Fischer (2003, 94–104) shares this position, and criticizes the ACF’s emphasis on causal argumentation in “professional forums” that is informed by pre-given policy beliefs. Closely related, both authors criticize the ACF’s presumption that policy core beliefs are resistant to change. Because of this erroneous view, Fischer argues, and because of its neglect of the role of strategic action, the ACF seems to explain policy stability better than policy change.

It is interesting to view this debate in the light of empirical work on long-term policy change, which combines a nonrationalist, interpretive, epistemological position with the assumption that action is being informed by policy beliefs. Eberg’s (1997) comparative study of waste policy change empirically shows that core beliefs indeed are stable over a prolonged period and that learning re-
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... regarding core beliefs is mainly induced by crises and surprises; but also that the likelihood of learning on core beliefs, and thus of radical policy change, codepends on (social and physical) structural elements, among which discursive elements such as images of nature. In a comparative study of the development of wind energy policy and practices, Van Est (1999) empirically finds coalitions that are based on shared core beliefs and, through their interaction, shape policy development. Interestingly, their interactions strongly depend on the learning alliances that these coalitions form, which reflect (and shape) dominant discourses.

3.3 IMPLEMENTATION AS LEARNING

John Grin and Henk Van de Graaf have extended the notion of policy learning to the realm of policy implementation. Their point of departure is that—ironically, in view of the ACF’s roots—policy implementation processes are obscured in the framework. If, as implementation literature suggests, implementation may transform policy, it is important to understand how implementation may be conceived of as learning—and to use that insight to further elaborate Elmore’s (1985) idea of policy design as a combination of “forward and backward mapping” (Grin and Van de Graaf, 1996a).

Central to Grin and Van de Graaf’s (1996b) depiction is the idea that policy target populations do not necessarily share a policy belief system. They may be characterized by belief systems (“theories of action”) which are rooted in the sort of practices they are professionally engaged in when contributing (or not contributing) to policy implementation: managing a firm, farming, developing technology, and so on (Grin and Van de Graaf, 1996a). The finding from implementation studies that policy implementation generally implies policy change (Majone and Wildavsky 1979), Grin and Van de Graaf can thus explain empirically, showing that implementing actors, from their own context and theories of action, are likely to attribute to policy objects and objectives a meaning that differs from that of policy makers.

In contrast to Sabatier, Grin and Van de Graaf assume a constructivist ontology and a hermeneutic epistemology. Consequently, even though they (1996a, b) too conceive of belief systems as structurally layered, they do not assume a hierarchical relation between the layers. Building on Fischer’s (1980; 1995) idea of the four layers of evaluative discourse and Schön’s (1983) empirical-phenomenological work on “reflection-in-action,” they conceive of action as being guided by an actor’s (four-layered) “theory of action,” which comprises notions regarding the evaluation of solutions (empirical-analytical arguments), problem definitions and the meaning of solutions (phenomenological arguments), empirical and normative background theories (hermeneutic-interpretive arguments), and normative-ontological preferences (philosophical arguments).

The idea is that this structure applies to theories of action of policy makers, implementers, and target groups alike, yet that these actors’ theories of action are substantively different. This has an important implication. Rather than shared meanings or value consensus, effective implementation of policy plans in line with policymakers’ intentions merely requires a congruency of meaning regarding the main policy objects or artifacts. Actors attribute congruent meanings to an artifact “if they perceive the artifact’s properties in such a way that the artifact has a sensible meaning to all of them. Congruency or incongruency of meaning is what determines the degree to which artifacts (…) impede or facilitate joint action” (Grin and Van de Graaf, 1996b, 304).

Learning during the “implementation game” (in a process of “communicative action”) is supposed to contribute to achieving congruency. In analyzing the conditions for such learning, Grin and Van de Graaf, following Schön (1983) and Argyris et al. (1985), distinguish between first and second order learning and describe the conditions under which the latter, most fundamental type of learning is possible. Several of the hypotheses on these matters that the authors formulated have been tested in an empirical study on 66 cases of implementing environmental policy plans in the Netherlands.
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(Van de Graaf and Grin, 1999). This study yielded an understanding of the precise ways in which the proper use of policy instruments may induce learning that may help produce a congruency of meaning between policy makers, policy implementers, and target groups and thus contribute to the realization of policy goals.

3.4 In Sum

The ACF deserves credit for being theoretically comprehensive, rigorous, and integrative. However, its contribution to understanding policy processes is essentially limited by its underlying positivist epistemology and methodology (cf. Fischer 2003, 100). Approaching its constitutive elements from a constructivist-hermeneutic view, the ACF is seen to synthesize various crucial insights in the relation between learning, action and structure. It holds that theories-in-use (policy beliefs) guide action, and posits that the relations between action, learning, structural context, and policy change must be understood from the broader perspective of the mutual shaping of structure and agency. When viewing the ACF in this light, it follows that (other than Hajer and Fischer seem to suggest) discourse analysis is not an alternative to the idea of learning by coalitions that share theories of action, but rather that discourses are an element of the structures that shape learning, and that learning is part of the processes through which discourses (like other structural elements) are being reproduced and transformed. Taking this perspective, the ACF is however exposed as undervaluing the role of strategic, reflexive action (which is both shaped by and a shaping structure) in these processes and thus in policy change. It is here that insights from (Hall’s) social learning tradition—especially analyses from authors like Hay and Wincott and Pemberton, who give adequate attention to the relation between structure and agency, may essentially add to the ACF.

From the perspective set out in our introduction, the main pitfall of Peter Hall’s social learning approach is that it adopts a rather classical picture of a polity, namely as separated from society at large. Society mainly enters the policy process through exerting pressure and through the contribution of experts and other elite players to policy making. While this point is partly repaired by the merger with network theory, a more comprehensive solution is provided by the ACF’s more inclusive notion of a policy subsystem. Still, both approaches have in common that they treat implementation as exogenous to the polity. This conceptual isolation of the implementation process, that learning theories share with many other theories of the policy process, not only describes but also shapes policy practice and thus may interfere with the relation between learning and policy change, as Pemberton’s (2003) work shows. The main merit of Grin and Van de Graaf’s work on implementation—understood as a dynamic process of mutually making sense of policy objects between policy makers, implementers and target groups—may well be that it remedies this lack of attention to the well-known fact that “implementation is the continuation of politics with different means” (Majone and Wildavsky 1979, 175). To fully comprehend implementation as an integral part of policy making, we must take into account the relations between learning, policy change, and organizational dynamics.

4 Theories on Organizational Learning in a Public Setting

The theories on learning discussed above typically focus on governments as the loci of change and presuppose the individual policy maker or policy analyst to be the learning subject. Remarkably, the organizational aspect of learning in these theories remains largely implicit. Since processes of policy-oriented learning generally imply a change in organizational action, this aspect arguably deserves due attention (Argyris and Schön 1978; Huber 1991; Busenberg 2001). The theories discussed are unclear about the implications that learning at the level of the individual may have for
higher levels of aggregation in an organization. In addition, little attention is paid to the manner in which the context influences an individual’s learning potential.

The need to focus on the dynamics in organizations is the more pressing when the original focus on governmental agency in the policy sciences is broadened to include “non-state” actors as well (as in e.g., Schneider and Ingram, Dolowitz and Marsh, Stone, Evans and Davies, Sabatier and Grin and Van de Graaf). As we have seen above, in these theories, there is a development toward understanding policy change as the resultant of learning processes among and between governmental and non-governmental actors, be they members of a policy target group (cf. Grin and Van de Graaf), a policy network (cf. Pemberton) or an advocacy coalition (Sabatier). Such inclusive approaches imply a need to take the institutional contexts of all learning subjects, state and non-state, into consideration.

4.1 The Learning Government

One of the first political scientists to address the phenomenon of the learning government as an organization is Lloyd Etheredge. In his early work, Etheredge couples an ambition of developing a full-fledged theory of governmental learning to detailed empirical work on American domestic and foreign policy making (Etheredge 1981, 1985; Etheredge and Short 1983). What makes this work of particular interest to the study of policy change is that the author unravels the concept of the “learning government” into a kaleidoscope of theoretical and empirical building blocks which he then sets out to explore.

Etheredge distinguishes between five types of learning which each correspond to a different academic literature. Of these, the first (“scientific method learning”) refers to the dominant interpretation of learning in cognitive developmental psychology as the effective mastering and processing of new and explicit knowledge. The other four types of learning involve an increase in the tacit knowledge and personal skills of an individual. By emphasising the noncognitive and nonexplicit elements in learning processes, Etheredge is ahead of his field. The importance of skills to implement intentions is underscored, for instance, some 15 years later by Scott (1998) who invokes the Greek notion of μήτις to make this point. Likewise, a decade after Etheredge, the policy philosophers that gave a name to the argumentative turn in policy analysis (see Fischer and Forester 1993) rekindled the interest in the aspect of judgement and wisdom in government—with reference to the Aristotelian notion of phronēsis (Torgerson 1995; Flyvbjerg 2001; Loeber 2004)—in line with the pragmatist tradition of the 1920s and 30s (cf. Dewey 1991 [1927]; Merriam 1931). In the field of organizational learning, the distinction between codified and tacit knowledge (Polanyi 1967) was later elaborated by Lam (1998).

Another aspect of governmental learning that Etheredge sets out to unravel is the relation between the learning individual and the learning organization. Etheredge clearly posits the often assumed tenet that organizational learning may be defined “by analogy with individual learning” (Etheredge and Short 1983, 48). He proceeds to distinguish between three aggregation levels at which such learning may occur: the level of the individual decision maker, of a team, and of the collective. Characteristic of the latter type of learning in an organization is that it cannot be reduced to the accumulated learning of “any of its constituent parts” (1983, 49). With this three-tier conceptualization, Etheredge can be said to have outlined the contours of a comprehensive program on learning, which has yet to be implemented integrally. Separately, the identified levels correspond to a strand in organizational learning literature, which each has its counterparts in the literature on the public sector. Below, these are discussed in view of the policy-oriented learning theories described above.

1. A comparable yet not specifically government-focused attempt at providing a comprehensive overview of concepts of learning vis-à-vis organizations at the time was provided by Shrivastava 1983.
4.2 LEARNING INDIVIDUALLY IN AND BY “THE LEARNING ORGANIZATION”

Theories on learning at the level of the individual in an organization are of relevance to the theories discussed above, as many of these treat (policy) organizations as singular learning actors. Grin and Van de Graaf’s invoking of the work of Donald Schöon is a case in point. In the latter’s work on learning, which in regard to organizations he elaborated with Chris Argyris (Argyris and Schöon 1974, 1978, 1996; Argyris 1990, 1993, 1999), the “theories-in-use” that Grin and Van de Graaf refer to, form a central tenet. They are understood as a mental map of theoretical, normative, and empirical considerations that professionals bring to bear on their problem-solving activities. This map is what is being reviewed in the process of learning: when through observation and experience unexpected problems (surprises) are detected that indicate a misfit between the specificities of the problem situation and the theory-in-use, the latter is adjusted accordingly. Such adaptations Argyris and Schöon refer to as “single loop learning,” a type of learning that leaves intact the map’s fundamental notions. Consequently, this type of learning generally results in incremental changes in an actor’s problem-solving strategies. In the case of “double loop learning,” the core elements themselves are the object of reflection, as a result of which major changes in an actor’s strategic choices, objectives, and preferences may occur.

Insights into the conditions under which single or double loop learning may occur are relevant to policy-oriented learning theories. On the basis of such insights, governments can draw and implement inferences from policy and program evaluation. Under the straightforward title “Can governments learn?”, Leeuw et al. (2000) bring together a large number of studies that relate policy evaluation to organizational learning, understood as a change in a governmental body’s theory-in-use. Conceptualisations of organizational learning are linked to the knowledge utilization literature (e.g., Weiss 1977, 1980; Knott and Wildavsky 1980) and amount to a focus on the conditions and institutional arrangements under which learning in the public sector may be promoted (e.g., Rist 2000; Busenberg 2001).

Building on Agyris’ and Schöon’s conceptualization of the relation between the learning individual and his or her organizational context, is a literature that addresses the organization itself as a learning entity. Of this body, notably the work of Peter Senge on the “learning organization” (1990) has fed into policy-oriented literature.

The core theme in Senge’s work is the exploration of the prerequisites required for organizations to successfully and effectively adapt to, and anticipate, a changing environment. In order for engaging in the “adaptive learning” and “generative learning” required, Senge argues, an organization must master five basic competences (“disciplines”) such as the ability to facilitate its employees to elucidate their deeply held images and assumptions and to have employees develop a joint understanding of a desirable future. The possibility of successfully applying all of these disciplinary requirements crucially hinges on the organization’s ability to master the “fifth discipline,” the capacity to view and appreciate the organization as a whole rather than as an accumulation of its constituent parts.

It is notably for this latter focus on systems dynamics that Senge’s work has found a receptive audience among policy scientists, policy makers, and representatives of the business sector who engage, separately and jointly, in experimenting with strategies to realize public policy ambitions by tapping into the dynamics of private organizations (e.g., Cramer and Loeber 2004). In search for a new role of the state vis-à-vis major environmental and societal problems in late-modernist network society, of recent, literature on learning and societal change speaks of a shift in the teleology of...
of learning. The initial focus in policy-oriented learning theories on the intelligence of government and, in the learning organization approaches, on the flexibility and adaptability of enterprises converge in a concern with improving the learning capabilities of society as such (see e.g., Loeber et al. forthcoming). The traditional focus on the learning individual-in-context hence shifts to addressing learning processes at the level of the collective.

4.3 Learning Collectively

When Etheredge addressed the issue of “systems intelligence”—an intelligence that cannot be reduced to a system’s individual components or even to “any set of its members”—over two decades ago, he did so in then-prevailing terms. Criticizing governments’ attempts at rational and synoptic planning, he praised the market system for its intelligent efficiency (e.g. in regard to the long-term allocation of resources). In the current discussions on systems innovation in the light of environmental and social goals (see e.g., Beck 1999; Grin 2006), it is precisely the “intelligence” of the market system of the past epoch that is called into question. The challenge now is to organize for a systems intelligence at the level of the collective that comprises both market and public sphere.

With this shift, also the basic premises of the dominant approaches to learning (the idea that an individual, rational actor is the locus of learning, and that organizations that operate as more or less coherent agents are equally capable of acting rationally) have become subject to critical reflection. Learning theorists in search for new ground have come to realize that “perhaps more than learning itself, it is our conception of learning that needs urgent attention” (Wenger 1998, 9; italics in the original).

Of recent, learning theories have been articulated that, for all their differences, share the view that the learning process is situated (and observable) in social interaction, and that it involves more than a mere change in cognition in the actors involved. Among the most radically innovative is Etienne Wenger’s interpretation. Starting from the premise that human knowing is fundamentally a social act, Wenger (1998) perceives of learning as a process of transforming meanings and identities in what he dubs “communities of practice.” Such a community is an identifiable group of people who interact regularly in regard to some shared concern or passion “for something they do,” and who learn from their mutual engagement about how to improve their practice. In contrast to earlier interpretations of learning, in Wenger’s depiction the dichotomy between individual learning and collective learning is non-existent, as is the distinction between tacit and explicit knowledge.

This line of reasoning links up with the discourse-analytical tradition in policy-focused literature that emphasizes the embedding of individually held beliefs and problem frames (theories-in-use) in their wider social context. Emphasized in particular are the linguistic systems (vocabularies, repertoires, narratives) through which an individual’s perception of a concrete situation is understood to be given shape (e.g., Potter and Wetherell 1987; Radaelli 1999). The reciprocal relationship between individuals’ attempts at constructing meaning and reality, and the contextual dynamics that coshape their perceptions, is captured aptly in Wenger’s notion of reification: “We

3. Senge’s notions on the learning organization have strongly affected the coining of such concepts as “Sustainability Focused Organisational Learning” (Molnar and Mulvihill 2003), not in the least as Senge himself in later publications and through the establishment of the SoL Sustainability Consortium promotes the belief that “non-systemic ways of thinking and acting” are at the core of unsustainable practices, and that these can be tackled by “building [learning] enterprises that operate in greater harmony with larger social and ecological systems” (Senge 2000). Senge’s work thus oddly connects cutting-the-red-tape approaches to public administration (cf. Aucoin 1996, Osborne and Gaebler 1992) which root predominantly in conservative political perspectives, to thoughts on a new ‘governmentality’ to use a Foucaultian phrase, notably to those with an ideological orientation toward the pursuit of a sustainable development.
project our meanings into the world and then we perceive them as existing in the world [in the form of abstractions, tools, symbols, stories, terms and concepts] as having a reality of their own” (1998, 58–59).

A comparable conceptualization of organizational learning is provided by S. D. Noam Cook. Cook (Cook and Yanow 1993; Cook and Brown 1999; Wagenaar and Cook 2003) links up the notion of learning to practice, that is, to doing and knowing in an organizational or group context. By approaching organizations as a culture in the anthropological sense of the word, the author argues, a researcher may conceptualize learning beyond the traditional reductionist focus on the changing actions and views of an organization’s individual members. Rather, learning is to be understood in terms of continuity and discontinuity of practices over time (which may, for instance, involve learning not to change but to maintain one’s identity in the face of new developments).

Such an interpretivist view, with emphasis on the social, interactive dimension of learning and its situated and collective nature, may provide useful insights in practices of, and possibilities for, governance. While underlining the limits to control (see Yanow 1996), it directs the attention to the potential of any actor irrespective of his or her affiliation with formal government, to operate as active creators of meaning, to take initiative and to engage in independent thought and action in regard to collective problems. It also implies a need to reconsider the stagist depiction of implementation which assumes a sharp distinction between policy makers and target groups, that is, between government and society.

5 CONCLUDING REMARKS

Learning theories in the policy sciences present a highly dynamic domain of thought. Several major changes can be observed since Bennet and Howlett’s (1992) mid-term review of the field. First, the initial focus on governmental actors was broadened to include societal actors in the theories. Second, in more recent theory, learning has come to be looked at as a collective rather than an individual act. A third major development is the more adequate account given of the relation between agency, structure, learning, and societal change.

Underlying these changes, two paradigmatic shifts may be observed to take place. First, underlying the change in focus from the learning individual to the learning collective, and the growing attention for the relation between agency and structure, is a shift away from the individualist ontology implied in the focus on the intended meanings (as in the theories-in-use of a professional, or in the belief system of an advocacy coalition), to a relational understanding of interpreted meanings. Second, interdependently, a shift can be observed in the methodological orientation of research on learning. The original learning theories that took the stagist depiction of the policy process as a point of departure (e.g., Etheredge; Sabatier) adopted a neopositivist, hypothesis-testing approach to analyzing learning and policy change. With the recent changes toward a relational interpretation of the construction of knowledge and meaning, an interpretivist (phenomenological, constructivist) perspective on learning is winning ground (Grin and Van de Graaf; Wenger; Cook).

Given these changes and shifts, learning theories may arguably contribute largely to the development of a full-fledged theory on governance. At the heart of such a theory, then, would be an understanding of ideas and (espoused and tacit) knowledge, as well as the symbolic artefacts (language, acts, objects) in which these are embedded, that are no longer projected as a rival to power as an explanatory factor of (policy and societal) change, or as mere conveyors of power, but as an expression of power itself. Furthermore, because theories of learning in a policy context are inevitably linked up with an understanding of action, they may be crucial to understanding governance in present-day networked society. In the absence of clear-cut demand-and-control options of a central government, “constructive action that moves the community from a flawed present toward an improved future” (Jennings 1987, 129) may be perceived of as being planned,
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discussed, and implemented in (society-centered) practices that exist as situated expressions of the connection between agency and structure. Learning, then, may hold the key to enabling mutually shaped, collective change.
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Part V

Deliberative Policy Analysis: Argumentation, Rhetoric, and Narratives
Deliberative Policy Analysis as Practical Reason: Integrating Empirical and Normative Arguments

Frank Fischer

During the past two decades a growing number of policy scholars have focused on the role of argumentation in policy analysis, giving rise to what has been described as the “argumentative turn” (Fischer and Forester 1993) and the practice of “deliberative policy analysis (Hajer and Wagenaar 2003). The argumentative turn in policy analysis emerged to deal with the epistemological limitations of “neopositivist” or empiricist policy analysis and the technocratic decision making practices to which it gave rise. After examining the limits of technocratic policy analysis, in particular its difficulties in supplying “usable knowledge” to policy decision makers, the essay takes up the argumentative turn and the processes of policy argumentation. It then offers a dialectical communications model of policy decision making and supplies it with an informal logic of practical reason, presented as an alternative to the formal logic of neopositivity. Practical reason, as an informal logic of evaluation, is delineated as four interrelated levels of policy discourse that systematically connect facts and values, empirical and normative inquiry in framework for policy deliberation. The ability of the methodological framework to organize policy discourse is briefly illustrated with a particular policy issue.

Technocratic Policy Analysis: The Limit of Neopositivism

The practice of policy analysis that emerged in the 1960s and 1970s was, in large part, technocratic in form. It was, as such, narrowly designed to serve managerial practices of public agencies. Toward this end, the field was mainly shaped by a methodological framework derived from the neopositivist/empiricist methods that dominated the social sciences of the day. The result was an emphasis on rigorous quantitative analysis, the objective separation of facts and values, and the search for generalizable findings whose validity would be independent of the particular social context from which they were drawn. Such a policy science, it was argued, would be able to develop generalizable knowledge and tested solutions applicable to a range of policy problems in different political contexts. In no small part, this was driven by the dominant influence of economics and its positivist scientific methodologies on the development of the field.

Policy analysis thus emerged to inform a “rational model” of decision making, or what Stone (1988) has called the “rationality project.” In this model, rational decision makers are seen to follow steps that closely parallel the requirements of scientific research. Decision makers first empirically identify a problem, and then formulate the objectives and goals that would lead to an optimal solution. After determining the relevant probabilities and consequences associated with the alternative
means to the solution, analysts assign numerical values to the various costs and benefits related to the predicted outcomes. Combining the information and evidence about probabilities, consequences, and costs and benefits, they select the most efficient, effective alternative.

Basic to the approach has been an effort to sidestep the partisan goal and value conflicts generally associated with policy issues (Amy 1987). Policy analysis, in this model, seeks to translate political and social issues into technically defined ends to be pursued through administrative ends. Difficult economic and social problems are treated as issues in need of improvement management and better program design; their solutions are to be found in better collection of data and the application of technical decision approaches. Much of policy analysis has thus been a matter of applying empirically-based technical methodologies, such as cost-benefit analysis and risk assessment to the technical aspects of all policy problems.

Despite the devotion of a large amount of time, money, and energy to this form of policy analysis, it has confronted considerable difficulty supplying policy decision makers with the kinds problem-oriented knowledge that was expected from policy analysis. Missing have been the often promised solutions to pressing economic and social problems. The field is seen to have generated far too little “usable knowledge” (Lindblom and Cohen 1979; Fischer 1995). This concern first emerged as a problem of “knowledge utilization,” with new journals and discussions emerging to examine the gap between policy research and the needs of policy makers. Why did policy makers so often express frustration with both the forms and relevance of the finding offered by such policy analysis (Fischer 1995)? From other quarters it gave rise to the argumentative turn.

The “postpositivist” argumentative turn does not hold that policy science has had no impact on public issues. Rather, it recognizes that its role has been more to stimulate the political processes of policy deliberation than to provide answers or solutions to the public problem facing contemporary societies. Although deliberation is generally acknowledged to be important to effective policy development, the field’s reliance on neopositivist, empirical approaches has done more to hinder than facilitate deliberative processes. In this view, it has impeded policy analysis’s ability to more directly do what it can do well—improve the quality of policy argumentation in public deliberation. The argumentative turn is in significant part an effort to revive and strengthen this policy-analytic function by setting it out on its own epistemological footing. It has developed as an effort to both understand the nature of the problem and to find new and more relevant ways of dealing with policy analysis and advice giving. Anchored to an alternative epistemological orientation that understands knowledge to be the product of interaction—even conflict—among competing interpretations of a policy problem, it brings empirical and normative inquiry together in a deliberative framework. At the same time, it is seen to provide a better description of what real-world analysts and policy makers actually do when they examine a particular problem—namely bring together the relevant considerations and argumentative deliberations about both their relationships to one another and their resultant implications for action.

THE ARGUMENTATIVE TURN

The argumentative turn starts from a recognition that multiple perspectives are involved in the interpretation and understanding of social and political reality and the competing definitions of policy problems to which they give rise. Toward this end, an argumentatively-oriented deliberative policy analysis seeks to disarm epistemologically the one-dimensionality objectivity of conventional policy analysis, often advanced as value-neutral scientific policy analysis (Fischer 2003). As Hawkesworth (1988, 191) puts it, recognition of “the theoretically constituted and essentially contestable character of empirical claims requires policy analysis to understand its task in terms of identifying the diverse dimensions of debate pertinent to particular policy questions.” From the argumentative perspective, moreover, the identification and clarification of contentious issues related
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... theoretical assumptions and empirical findings of policy inquiry also facilitates political choice and thus democratic decision making.

Beyond serving the needs of administrative policy makers, the deliberative practitioner seeks to represent a wider range of interests, arguments and discourses in the analytical process. This is done in part by emphasizing citizen participation, including the examination of the ways in which citizens’ interests are discursively constructed, as well as how they come to hold specific interests. For the argumentative orientation, this means exercising much more political insight in the processes of policy definition and formation. By getting more deeply involved in the discursive and symbolic sides of politics, argues such theorists, policy analysts help decision makers and citizens develop alternatives that speak to their own needs and interests, rather than those defined and shaped for them by others.

Toward this end, such theorists and practitioners stress the need for participatory democracy and the development of techniques of participatory policy analysis, approaches that emphasize deliberative interaction between citizens, analysts, and decision makers (Fischer 2000; Hajer and Wagenaar 2003). In so far as the goal is to provide access and explanation of data to all parties, and to empower the public to understand analyses, it promotes democratic governance. By supplying citizens with the information citizens need about their circumstances to make intelligent choices about the actions they can take, deliberative policy analysts adopt a methodological stance designed to dispel the technocratic mystique of conventional policy analysis through greater citizen involvement. Argumentative analysis, as such, focuses on the crucial role of language, rhetorical argument, and stories in framing debate, as well as on structuring the deliberative context in which policy is made. It also brings in the local knowledge of citizens—both empirical and normative—relevant to the social context to which policy is applied.

POLICY AS ARGUMENT

This discussion elaborates a particular aspect of deliberative policy analysis—the need to integrate empirical and normative analysis and how that can be done. From this perspective, it is the argument that constitutes the basic unit of real-world policy analysis. As Majone (1989, 7) has explained, most of the work of the policy analyst “in a system of government by discussion . . . has less to do with the formal techniques of problem-solving than with the process of argument.” As he writes, “the job of the analyst consists in large part of producing evidence and arguments to be used in the course of public debate.” In view of this discursive nature of policy analysis, policy itself is thus best understood as “crafted argument” (Stone 1988). In an attempt to improve policy arguments, writes Hawkesworth (1988, 191), the goal of policy analysis is to illuminate “the contentious dimensions of policy questions, to explain the intractability of policy debates, to identify the defects of supporting arguments, and to elucidate the political implications of contending prescriptions.” Such a task involves both empirical and normative analysis.

The interest in argumentation in policy analysis draws from both theoretical and practical perspectives. On the one side, its diverse theoretical influences run through British ordinary-language analysis, the Frankfurt School of critical social theory, French poststructuralism, and a renewed appropriation of American pragmatism. On the other hand, it is based in practical terms on experiments on the part of policy analysts and planners, from stakeholder analysis and participatory research to citizen juries and consensus conferences. These rich sources have assisted “postempiricists” in recognizing how language and modes of representation both enable and constrain their work. They have come to appreciate how their practical rhetoric depicts and selects, describes and characterizes, includes and excludes. The discussion here is oriented around a particular line of development in the argumentative turn—a dialectical communications approach based on the informal or good-reasons logic of argumentation. The productive capacities of the approach is emphasized, in particular its...
ability to generate ways of thinking and seeing that open new possibilities for problem-solving and action.

Persuasion and justification play important roles in each stage of the policy process. Starting with the problem-setting stage of analysis, well before recommendations and alternatives can be delineated, the very determination of what “the problem” is depends on deeply rhetorical and interpretive practices. Even after acceptable alternatives have been selected and implemented, political justification has to receive continual attention. New arguments have to be constantly made to give “the different policy components the greatest possible internal coherence and the closet fit to an ever-changing environment” (Majone 1989, 31). Policy development is thus guided by a discursive process of developing and refining ideas.

Although these processes are not well understood, they are basic to the construction and reconstruction of policy problems. To better understand them, the argumentative policy analyst turns from the study of abstracted epistemological problems of analysis to the political and sociological significance of actual practices. Emphasizing the context-specific rhetorical character of analytical practices—the ways the symbolism of language matters, the ways audiences needs to be taken into account, how solutions depend on problem construction, and so forth—the argumentative approach recognizes that policy arguments are intimately involved with the exercise of power. Beyond an emphasis on efficiency and effectiveness, it calls attention to the inclusion of some concerns and the exclusion of others, the distribution of responsibility as well as causality, the assigning of praise and blame, and the use of particular political strategies of problem framing as opposed to others.

At times the discursive role is explicit. This is particularly the case when policy analysts are asked to assume the role of advocate. In the advocacy role, the analyst is generally asked by the client to go beyond the issues of efficiency and offer advice about what the objectives themselves should be. Given the uncertainty of many policy problems, often including the very definition of the problem, the job also involves, as Majone (1989, 35) puts it, not only finding “solutions within given constraints” but also taking the initiative and pushing “out the boundaries of the possible in public policy.”

Given that policy problems can be represented in many languages, discourses, and frames, the connection between the language of the analyst’s arguments and the language of the political setting is necessarily important. Moreover, the ways in which analysis has to be sensitive to the shifts in political power—from election to election, elite to elite, or coalition to coalition—are reflected not only in policy decisions but in the very language in which policy issues and choices are made available to the public. In so far as policy makers and affected publics alike can be stymied or mystified by technical languages of expertise, the argumentative approach is put forward to help refine both public understanding and ethical imagination.

Thanks to the careful inquiries of writers like Forester (1999) and Hoch (1994), such discursive practices are documented in the everyday work of policy analysts. By exploring policy argumentation in concrete institutional settings, this research calls attention to the kinds of organizational networking that analysts must do to forge working policy relationships. A narrow focus on technical evaluation of the content of the final document misses the kinds of work that precede and follow the presentation of outcomes and proposals—including the scanning of the political environment for support and opposition to potential recommendations, anticipating the counter-reactions that policy measures might provoke, as well as being alert to the subtle form of negotiation that transpires among agency staff interested in maintaining their own strategic work relationships. The argumentative approach, in this respect, counsels the analyst to move beyond the separation of the political and the rational. Working in complex organizations structured by political processes, policy analysts are—or have to become—political actors, whether or not they wish to. Confronting messy issues involving diverse populations with multiple and conflicting interests, they have to learn to balance the technical and the political components of the assignment.
And, not least important, the argumentative turn draws attention to the democratic potential of policy analysis. Policy arguments cannot be presumed to be optimally clear, cogent, true, and free from political and institutional biases. Democratic deliberation, to be sure, is always precarious and vulnerable. But through thoughtful, informed and passionate argumentative processes citizen can learn. Policy analysis, in this respect, can facilitate the process by promoting communicative competencies and social learning. To do this, though, it has to take into account the ways policy arguments can be skewed by inequalities of resources and entrenched relations of power.

**ARGUMENTATIVE POLICY ANALYSIS: THE COMMUNICATIONS MODEL**

Various efforts have been made to develop procedures for an argumentative policy analysis. An important case in point is the “communications” approach to policy analysis that began to evolve in the late 1970s and early 1980s. This orientation has turned the analytical problem on its head (Churchman 1971; Fischer 2003). Recognizing that the normative dimensions of policy questions cannot be dealt with through the empirical analysis—that is, by converting them into variables to be operationalized—these scholars have sought a viable alternative by reorienting the task to begin from the normative perspective and fit the empirical in. Indeed, as they demonstrate, this is how policy deliberation actually works. In politics, politicians and policy decision makers put forth proposals about what to do based on normative arguments. Empirical analysis comes into play but only when there are reasons to question or explore the factual aspects of the argument.

In this perspective, normative-based analysis can be facilitated by an organized dialogue among competing normative positions. Designed to identify and create potential areas of consensus, the approach emphasizes the interactive and productive role of communication in cognitive processes. Unlike the process of pure or abstract thinking, the power of critical judgment depends on potential agreement with other participants. In fact, such judgment anticipates such communication.

One influential approach to such a communications model has been to follow the example of law and legal argumentation. In such a scheme, policy analysts and decision makers each take on the assignment of preparing arguments for and against particular policy positions. As Rivlin (1973, 25) suggested, they would “state their side of the argument, leaving to the brief writers of the other side the job of picking apart the case that has been presented and detailing the counter evidence.” Such policy argumentation begins with the recognition that the participants do not have solid answers to the questions under discussion, or even a solid method for getting the answers. With this understanding the policy analysts and decision makers attempt to work out a meaningful synthesis of perspectives. Churchman and his followers have suggested that the procedure follow the form of a debate. They maintain that the problem presented by the absence of appropriate evaluative criteria can be mitigated by designing rational procedures to govern a formal communicative exchange among the various points of view that bear on the decision-making process.

In such a policy debate, each party would confront the others with counterproposals based on varying perceptions of the facts. The participants would organize the established data and fit them into the world views that underline their own arguments. The criteria for accepting or rejecting a proposal would be the same grounds as those for accepting or rejecting a counterproposal and must be based on precisely the same data. Operating at the intersection where politics and science confront practice and ethics, both policy analysts and decision makers would explore and compare the underlying assumptions being employed.

This involves a different approach to empirical and normative inquiry. Where conventional social science attempts to build in qualitative data about norms and values to an empirical model through quantification, the communications model reverses the task by fitting the quantitative data into the normative world view. In this case, pragmatic validity is tested, criticized, and interpreted
by qualitative arguments based on world views and their value orientations. The locus of the interpretive process shifts from the scientific community to the practical-world of the public realm. In the transition, the outcome of an evaluation is pursued by the giving of reasons and the assessment of practical arguments rather than scientific demonstration and verification. As in interpretive explanation generally, the valid interpretation is the one that survives the widest range of criticisms. In the proposed debate model, each party would cite not only causal relationships but also norms, values, and circumstances to justify a particular decision. As practical arguments, such interpretive evaluations connect policy options and situations by illuminating those aspects of the situations that supply relevant grounds for policy decisions.

In this scheme, the formalized debate itself is taken to be the most instructive part of the assessment process. The technique is designed to clarify the underlying norms and goals that give shape to competing world views, and enables the exercise of qualitative judgment in as unhampered a way as possible. The free exercise of normative judgment, released from the constraints of the formal policy model, increases the chances of developing a synthesis of normative perspectives that can provide an acceptable, legitimate basis for decisions and actions based on the strongest possible argument. Even if analysts cannot agree on the final assessment, a communicative approach supplies a procedure for probing the normative implications of recommendations and for indicating potentially consensual conclusions that offer productive ways to move forward. In the process, it also clarifies the basic points of dissensus that stand in the way of reaching agreement.

At minimum, then, the technique goes a considerable distance toward removing the ideological mask that often shrouds policy analysis. Such a communications approach, moreover, would not need to be limited to the interactions between organizational policy makers and policy analysts. Ideally, it could be extended to the full range of differing interests and political perspectives drawn from the larger policy environment (George 1972; Porter 1980). The communications approach is thus an important step toward the development of a methodology designed to facilitate complex dialectical explorations of facts and values throughout the policy-analytic process. As with any step forward, however, it only brings us to the next set of hurdles. The inevitable question that arises is this: if both decision makers and analysts are to employ the same criteria in their respective policy arguments, what are these criteria? Here the technique encounters the basic fact-value problem: are there criteria or grounds for mediating normative-based practical discourse? Practical debate brings the value dimensions of policy argumentation into sharper focus, but this is not to be confused with methodology per se. Given the long history of arguments about value judgments in philosophy and the social sciences, it is reasonable to assume that the methodological success of a communications model ultimately rests on the elaboration of rules that govern the exchange of normative arguments. Rational inquiry—whether scientific or normative—depends on the availability of rules and standards that can serve as grounds for valid judgment (i.e., operational rules permitting the formulation of more or less general propositions or conclusions that are not included in the data but legitimately deduced, inferred, or extracted from them). In a normative exchange, it is often easy to agree that one argument is more persuasive than another, but it is not always easy to say how that is known. Indeed, the absence of such normative judgments that has long contributed to the epistemological demise of normative theorizing in the contemporary social sciences.

**Argumentation: The Search for Rational Procedures**

Other writers have sought to deal with the problem of rational procedures by further extending the legal-oriented analogy of brief writing to include the concept of “rules of evidence.” By examining the rules and procedures that govern legal arguments in the courtroom, the policy sciences might gain insight into rules of argumentation that can be adapted to the policy deliberation process. Such an approach would allow analysts to concede the limitations of empirical decision-making methods...
but, at the same time, salvage the contributions that they do offer. By combining empirical analysis, policy deliberation and the development of rules of evidence, policy scientists can, in this view, move the policy evaluation process toward a judicious mix of pragmatism and rigor.

Duncan MacRae, Jr., for instance, has emphasized the value of supplying policy analysis with a regulated discourse that commands the kind of rigor characteristic of legal argumentation. The advantage of regulated communication, in MacRae’s (1971; 1976, 85) view, is that it stands “apart from the discourse of ordinary life in several attributes such as precise definitions, stress on written rather than oral communication, and limitation of meaning to what has been specified in advance.” A statement or judgment in such a discourse can be given a precise definition and interpretation by a larger audience. For example, a legal essay written by trained lawyers directs the attention of similarly trained readers to statements and conclusions that can be systematically re-examined by shared rules and methods.

The concept of rules of evidence in law suggests the development of logical rules of evidence for policy argumentation (Majone 1989, 49). Both MacRae and Anderson have urged policy analysts to examine the possibility of borrowing and adapting the rules of normative analysis employed in political philosophy. As Anderson (1978, 22) states, policy analysts typically fail to appreciate that “their concern with cost-benefit analysis is only an episode in a long Western tradition of defining principles appropriate to judge the legitimacy and propriety of political activity.” As a suggestive attempt to bridge this gap, MacRae (1976, 93) has introduced three logical tests basic to political philosophy: logical clarity, logical consistency, and generality.

More systematically, Dunn (1981) has presented a model for policy argumentation founded on Toulmin’s “informal logic” of practical reason and argumentation. This scheme offers a more dynamic picture of policy argumentation that moves from empirical data to the conclusions via a normative warrant and its backing. Of special importance is the model’s incorporation of rebuttal arguments and qualifications to the concluding claims or recommendations. Nonetheless, it fails to supply a sufficiently detailed delineation of the line of argument that supports the backing of the normative warrant. Without this line of argumentation, the scheme is unable to clarify the full integration of empirical and normative judgments. But this problem can be remedied, as we outlined below.

The critical question, then, is how to develop a practical framework that integrates both empirical and normative components of a policy argument. Although the basic task of epistemology and methodology in philosophy and the social sciences is to analyze and clarify the basic concepts and rules that govern the logic of the discourse in which humans do their thinking, the realm of normative discourse, as we have seen, is far less developed than the logic of empirical discourse. Theorists working in this tradition have been unable to offer sufficient precision about these rules to make them useful. The contribution of ordinary-language philosophers has been an important exception. Examining practical discussion in everyday life, they have shown the study of practical reason to offer a useful avenue of methodological exploration for policy evaluation (Fischer 1995). From this tradition we gain insight into two fundamental questions: what does it mean to evaluate something? And how can such evaluations be justified?

PRACTICAL REASON: THE LOGIC OF POLICY ARGUMENTS

The logic of practical reason pertains to the systematic study of the rational processes related to human reason about action. It deals with cases in which decisions have to be taken among various action alternatives. The concern is with the justification of real-world decisions, rather than with a formal system of logic applied to action. Practical reason, also called the “theory of argumentation,” holds that a decision depends on the person making it, and that formal rules of decision-making cannot be abstracted from persons and their actions into formal systems of demonstration modeled on deductive logic, as attempted by the methodologies of positivist social science. Reasoning refers
here to a method for convincing or dissuading adversaries, and for coming to an agreement with others about the legitimacy of a decision.

Practical reasoning operates between the logic of demonstration and theories of motivation and action. Not only does it include an empirical assessment of the situation, it also takes into consideration the actor’s motives for an action. In practical reasoning, motives that have successfully undergone the test of argumentation can count as “good reasons.” In contrast to positivist theories of behavior, which downplay or deny the importance of the reasons people give for their actions, practical reasoning takes seriously the arguments offered for a particular action. An argument as to whether position A or position B can be accepted and used as the basis for an action is judged on the merits of the evidence in the case, rather than as an acting out of the psychological or sociological forces that are behind the debate.

Practical arguments are, in this regard, propositions that seek to establish if particular acts are good and should be performed. Practical reasoning takes into account, however, the conditions under which actors in real life accept these implied norms as meaningful and commit themselves to them personally. In seeking a decision on which action should be taken, a practical argument begins with the norms to which the participants in the controversy are committed and then seeks, by means of argument, to ground the decision on them. Practical reasoning thus requires normative commitments. Such norms are never universal or ever-lasting; all that is necessary in practical reasoning is that they be recognized by the audience—larger or smaller—to whom the discourse is addressed at the specific time of the argument. Practical reasoning, as such, takes place among individuals or groups in a social context and in historical time. In contrast to the timelessness that is fundamental to deductive reasoning, the notion of temporality is essential to practical reasoning.

Practical reason is thus basic to deciding among the interpretations of various subject matters and activities. This applies to both empirical and normative inquiry. As a social practice, empirical social science is itself related to the judicial-rhetorical mode of inquiry as much as or more than to formal demonstrative logic. Whereas a mathematical or logical proof is either true or false (and if it is true, purportedly accepted by those who understand it), practical arguments are only more or less convincing, more or less plausible to a particular audience. What is more, there is no unique way to construct a practical argument: data and evidence can be chosen in a wide variety of ways from the available information, and there are various methods of analysis and ways of ordering values.

Practical argumentation thus differs from formal demonstration in three important considerations. Whereas formal demonstration is possible only within a formalized system of axioms and rules of inference, practical argumentation begins from opinions, values, or contestable viewpoints rather than axioms. It employs logical inference but is not exhausted in deductive systems of formal statements. Second, a formal demonstration is designed to convince those who have the requisite technical knowledge, while informal argumentation always aims to elicit the adherence of the members of a particular audience to the claims presented for their consent. Third, practical argumentation does not strive to achieve purely intellectual agreement but rather to offer acceptable reasons for choices relevant to action (such as a disposition to act at an appropriate moment).

Writers such as Toulmin (1958) and Perelman (1984) point to legal reasoning as the exemplifying case of practical reasoning. An analysis of legal reasoning, they demonstrate, provides important insights into the process of practical reasoning. Judicial procedures and proceedings, including the arguments of counsel and the decisions of judges and legislative decisions regarding the formation of laws, represent forms of practical reasoning that help to clarify principles of argumentation. Drawing as well on traditional procedures of rhetoric, Perelman’s offers his theory of argumentation as a “new rhetoric” that avoids the negative image long associated with rhetoric by supplying it with a more complete theory of practical reasoning.

Thanks to these scholars, the neglected study of rhetoric has more recently returned to the social sciences. After having long been denigrated as a negative concept referring to verbal manipulation, theorists such as McClosky (1985; 1994), and Nelson, Megill, and McCloskey (1987) have labored
to restore rhetoric’s traditional meaning and to employ it in fields such as economics and political science. In this regard, as Battistelli and Ricotta (2001, 7) put it, rhetoric is characterized by a form of argumentation and practical reason “that is not driven by apodictic syllogisms, but rather uses probable premises to develop relativized arguments, pragmatically oriented to obtain the consent of the receiver.” Respecting the rules of conversation, issues of fact and value in this “new rhetoric” are judged in the broader light of historical context, affective influences, and motivational factors. Most important, it recognizes the partiality of the premises in practical argumentation and their dependency on situational circumstances.

POLLICY ARGUMENTATION AS PRACTICAL REASON

One of the first policy theorists to call for such a reorientation is Majone. The structure of a policy argument, Majone (1989, 63) explains, is typically a complex mix of factual statements, interpretations, opinion, and evaluation. The argument supplies the links that connect the relevant data and information to the conclusions of an analysis. Majone’s conceptualization of the features of a policy argument are an important contribution to the development of an argumentative policy analysis. But his efforts do not sufficiently account for or clarify the normative dimensions that intervene between findings and conclusions. From the preceding discussion, we can formulate the task as a matter of establishing interconnections among the empirical data, normative assumptions that structure our understandings of the social world, the interpretive judgments inherent in the data-collection process, the particular circumstances of a situational context (in which the findings are generated or the prescriptions applied), and the specific conclusions. The scientific acceptability of the conclusions depends on the full range of interconnections, not just the empirical findings. While neopositivists social scientists see their approach as more rigorous and therefore superior to less empirical, less deductive methods, this model of policy argumentation actually makes the task more demanding and complex (McClosky 1994; Fischer 1995a; 1990). Not only does it include the logic of empirical falsification, it encompasses the equally sophisticated normative questions within which it operates. The researcher still collects the relevant data, but now has to situate or include them in the interpretive framework that gives them meaning. No longer is it possible to contend that such normative inquiry can be ignored, as if it somehow relates to another set of concerns.

In Evaluating Public Policy (Fischer 1995b), I have outlined a multimethodological framework for integrating these empirical and normative components. The approach takes its initial insight from Toulmin’s informal logic of argumentation. It begins by sketching out the logical connection between the empirical data collection process, the measurement of the data against a warrant, which leads to the statement of a concluding claim. But the defining feature of a postempiricist policy analysis is the elaboration of the normative line of argument involved in justifying the backing of the norm or standard employed as evaluative criterion. Toward this end, the framework provides a logic of four interrelated discourses that outlines the concerns of a postempiricist policy evaluation. Extending from concrete questions related to efficiency of a program up through its situational context and the societal system to the abstract normative questions concerning the impact of a policy on a particular way of life, the scheme demonstrates how empirical concerns can be brought to bear on the full range of normative questions. Facilitating a dialectical communication between the policy analyst and the participants relevant to a deliberation, the discourses organize and illuminate the discursive components of a complete policy argument.

As guidelines for deliberative inquiry, these four discourses are broken down into twelve more specific questions designed to probe policy arguments. The first two discursive phases of the logic of policy discourse, constituting the first-order level of evaluation, are technical verification and situational validation. First-order discourse focuses on the specific action setting of a policy initiative, probing both specific program outcomes and the situational (or circumstantial) context in which
they occur. The second two discursive phases of the logic, or the level of second-order discourse, are societal vindication and ideological choice. Here argumentation shifts to the larger social system of which the action context is a part; it focuses on the instrumental impact of the policy goals on the societal system as a whole, and an evaluation of the normative principles and values underlying this societal order. Each of these discourses has specific requirements that must be addressed in rendering a complete justification of a practical judgment. For a reason to be considered a “good reason,” it must satisfy all four discursive phases of this methodological probe.

The logic of policy argumentation thus works on two fundamental levels, one concretely concerned with a program, its participants, and the specific problem situation to which the program is applied, and the other concerned with the more abstract level of the societal system within which the programmatic action takes place. The evaluation of a policy argument, in this sense, must always look in two directions, one micro, the other macro. For instance, a policy to introduce a multicultural curriculum in a particular university should not only indicate specific course offerings, but also address the larger requirements of a pluralist society, such as the need for a set of common integrating values capable of holding the social system together.

It is important to emphasize that the logic of policy argumentation organizes four interrelated discourses rather than a single methodological calculus per se. The task is not to “plug in” answers to specific questions or to fulfill prespecified methodological requirements. It is to engage in an open and flexible examination of the kinds of concerns raised in the various discursive phases of the problem. In this respect, the questions do not constitute a complete set of rules or fixed requirements that must be dealt with in any formal way. Rather, they are designed to orient argumentation to a particular set of concerns. Within the discursive framework, deliberation may follow its own course in the pursuit of understanding and consensus. Policy argumentation, moreover, can commence at any one of the phases. Choosing the place to begin is determined by the practical aspects of the policy to be resolved.

Toward this end, the questions serve as guideposts for deliberative inquiry. The methodological orientations accompanying each of the discursive phases are tools that can support and assist the deliberative process, but need be brought into play only where deemed appropriate. It is, for instance, in no way mandatory to carry out a cost-benefit analysis in the verification of a program outcome. Cost-benefit analysis is understood to be a methodological technique that addresses empirical concerns of verification, but need be employed only when deemed suitable to the specific concerns to hand. There are, in this sense, no hard and fast rules that have to be followed. Rather, the goal is to initiate and pursue reasoned dialogue and consensus at each of the four discursive phases of deliberation. Short of consensus, the objective is clarification and mutual understanding among the parties engaged in deliberation.

TECHNICAL-ANALYTICAL DISCOURSE: PROGRAM VERIFICATION

In the policy sciences verification is the most familiar of the four discursive phases. In the logic of practical discourse it is addressed to the consideration of facts; in policy research it pertains to the basic technical-analytical or methodological questions that define empirical policy analysis. Concerned with the measurement of the efficiency of program outcomes, the methodologies typically employed to pursue questions of verification are the established tools of conventional policy analysis (Sylvia, Sylvia, and Gunn 1997). The basic questions of verification are:

- Does the program fulfill its stated objective(s)?
- Does the empirical analysis uncover secondary or unanticipated effects that offset the program objectives?
• Does the program fulfill the objectives more efficiently than alternative means available?

The task is to produce a quantitative assessment of the degree to which a program fulfills a particular objective (standard or rule) and a determination (in terms of a comparison of inputs and outputs) of how efficiently the objective is fulfilled (typically measured as a ratio of costs to benefits compared with other possible means.

**Contextual Discourse: Situational Validation**

From the empirical verification of program outcomes, first-order policy argumentation leads to questions of validation. Validation focuses on whether or not the particular program objectives are relevant to the situation: that is, in the language of informal logic, it takes up the question of situational relevance. Instead of measuring program objectives per se, validation examines the conceptualizations and assumptions underlying the problem situation that the program is designed to influence. Validation centers around the following questions:

• Is the program objective(s) relevant to the problem situation?
• Are there circumstances in the situation that require an exception to be made to the objectives?
• Are two or more criteria equally relevant to the problem situation?

Validation is an interpretive mode of reasoning that takes place within the frameworks of the normative belief systems brought to bear on the problem situation. It draws in particular on qualitative methods, such as those developed for interpretive sociological and anthropological research geared to the situation (Farr 1987).

**Systems Discourse: Societal Vindication**

At this level, the logic of policy argumentation shifts from first-order to second-order discourse, that is, from the concrete situational context to the societal context as a whole. The task here is to show that a policy goal (from which the program objectives were drawn) addresses a valuable function for the existing societal arrangements. As such, it engages the issue of instrumental or contributive consequences in the informal logic of practical reason. Societal vindication is organized around the following questions:

• Does the policy goal have instrumental or contributive value for the society as a whole?
• Does the policy goal result in unanticipated problems with important societal consequences?
• Does a commitment to the policy goal lead to consequences (e.g., benefits and costs) that are judged to be equitably distributed?

Here evaluation might ask if a focus on particular programs designed to achieve particular objectives tends to facilitate a particular type of social order. Second-order vindication, as such, steps outside of the situational action context in which program criteria are applied and implemented in order to assess empirically the consequences of a policy goal in terms of the system as a whole. Coming to grips with unexpected consequences often involves testing the policy’s underlying assumptions about a system’s functions and values.
IDEOLOGICAL DISCOURSE: SOCIAL CHOICE

The fourth discursive phase of the logic of policy deliberation turns to ideological and values questions. Here the informal logic criteria of consistency and transcendent values come into play. Social choice seeks to establish and examine the basis for making rationally informed choices about societal systems and their respective ways of life. Social choice raises the following types of questions:

- Do the fundamental ideals (or ideological principles) that organize the accepted social order provide a consistent basis for a legitimate resolution of conflicting judgments?
- If the social order is unable to resolve basic values conflicts, do other social orders equitably accommodate the relevant interests and needs that the conflicts reflect?
- Do normative reflection and empirical evidence support the justification and adoption of alternative principles and values?

Social choice involves the interpretive tasks of social and political criticism, especially as practiced in political theory and philosophy. Most fundamental are the concepts of a “rational way of life” and the “good society.” Based on the identification and organization of a specific configuration of values—such as equality, freedom, or community—models of the good society serve as a foundation for the adoption of higher-level evaluative criteria. Although the task of such discourse is to tease out the value implications of policy arguments, it involves more than mere value clarification. It is also concerned with the ways in which ideological discourse structures and restructures the social order.

A critical judgment in the logic of policy argumentation is presented here as one that has been pursued progressively through the four phases of evaluation. The logic of an empirical assertion moves from the data to the conclusion, mediated by a warrant backed by normative and empirical assumptions. In normal discussion, these assumptions typically serve as part of the background consensus and are called into question only during disputes. The goal of a comprehensive-critical evaluation is to make explicit these assumptions through a progressive critique extending from societal validation to ideological choice (or from ideological choice to validation). As reflected through the logical link of an empirical assertion to the level of ideological choice, a full delineation of the logic of an evaluation discloses its meaning and implications for the pursuit of a particular conception of the ideal society.2

The starting point for an evaluation generally depends on the particular policy issue and the debates that it has generated. Typically, the contentious issue relates most specifically to one of the levels, potentially expanding to one or more of the others as an argument progresses. In highly contentious policy issues, however, there can be arguments emerging at all levels at the same time (Fischer 1995, 47–68).

The ability to logically analyze policies offers insights into the construction of acceptable alternative policies. After organizing a policy argument into its component parts, analysts can turn their attention to political consensus formation. The process involves an attempt to convert a static conception of a policy position into a dynamic argument with persuasive power. After identifying the potential areas of policy consensus and conflict, analysts can design an alternative policy proposal that addresses the key issues of conflict. The test of the alternative argument is how well it stands up to the criticisms and objections of the political audiences it has to persuade, the breadth of its appeal, the number of views it can synthesize, and so on. In many cases, this means the analyst has to attempt to dialectically move the proposal beyond a narrow defense of a particular argument in order to present a more comprehensive picture of the political situation. As a narrow argument can be defended only within a limited context of belief, the policy analyst must at times try to offer a new or reformulated view to replace or revise a belief system that impedes the construction of consensus.
The development of such policy proposals remains as much an art as a science. The process involves conjecture, analogy, and metaphor, and logical extrapolation from established causal relationships and facts. Unlike the scientist’s analysis based on a closed, generalized model, the policy analyst’s proposal is of necessity open and contextual. Where the former model follows the formal principles of inference, the latter is geared to the rules and procedures of informal logic.

CONCLUSION

This chapter has explored the “argumentative turn” in policy analysis. Policy analysis is understood here as “crafted argument.” The task is to improve policy argumentation by illuminating contentious questions, identifying the strengths and limitations of supporting evidence, and elucidating the political implications of contending positions. In the process, the task is to increase communicative competencies, deliberative capacities, and social learning.

Drawing on several related theoretical perspectives—in particular ordinary language philosophy and the informal logic of good reasons—the discussion presented a dialectical communications model of policy analysis that reverses the standard approach by fitting empirical findings into normative argumentation. Guided by the informal good-reasons logic of policy discourse, such policy analysis is organized around four interrelated discourses, taken here to be levels of argumentation. Extending from the concrete questions concerning programmatic efficiency up through the situational context of action and the societal system to the questions involving the relation of a policy to the good life, the levels constitute the discursive components of a comprehensive or complete policy judgment. Working across two fundamental levels of discourse, the four levels are as such concerned both with the level of the program (its participants and the specific problem situation to which the program is applied) and with the more abstract level of the societal order within which the programmatic action takes place. Each of the four discourses has specific empirical and normative requirements that must be addressed in making a complete justification of a policy argument. For a reason to be considered a “good” one, the analyst must convince the discursive participants that it satisfy all four discursive phases of the methodological probe.

The approach is designed to help the analyst and other participants to better understand the structure of the policy argument—as a complex blend of factual statements, norms, interpretations, opinions, and evaluations—than does the empirical approach to policy analysis. At the same time, it also more closely links the analytical task to the ordinary-language policy argumentation of real-world politicians and policy makers. Indeed, the argument here is that the approach is a more accurate representation of how politicians, policy analysts, and citizens actually argue and deliberate about policy in the real world of politics. It offers, as such, an approach better suited to real world policy making than the conventional positivist model which emphasizes empirical analysis at the expense of normative investigation. By demonstrating how both the empirical and normative concerns that emerge in policy argumentation are interrelated, the model is offered as way forward in the search for a more socially relevant postpositive alternative.

NOTES

1. A longer version of this chapter appears in chapter 9 of Reframing Public Policy: Deliberative Politics and Discursive Practices by the author.
2. The basic types of empirical knowledge that can be brought to bear on normative judgments can all be located across the four levels of discourse: knowledge about the consequences that flow from alternative actions and knowledge about alternative means available (basic to technical verification); the particular facts of the situation and knowledge of the established norms that bear on the decision (situational
validation); the general causal conditions and laws relevant to the problem (systems vindication); and
knowledge about values that bear on the decision and about the fundamental needs of humankind
(ideological social choice).
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INTRODUCTION

How can we develop a better understanding of the public policy process, its actors, modes of decision making, outcomes and consequences? This question lies at the heart of contemporary public policy research. Different schools of thought in policy research give different answers to this question. Whereas neopositivist approaches embrace the rationality model of policy making and attempt to provide unequivocal, value-free answers to major questions, argumentative policy analysis rejects the focus of policy studies being the application of scientific techniques and rationality, instead moving language and the process of utilizing, mobilizing and weighing arguments and signs in the interpretation and praxis of policy making and analysis into its center.

But it is stunning to realize that neither “rationalistic” nor “post-rationalistic” approaches in policy studies have paid much attention to a number of phenomena that, no doubt, play crucial roles in many policy-making processes: phenomena such as trust, credibility, virtue, emotions, feelings, and passions (Putnam 1993). Many key policy decision processes seem to be neither the outcome of the application of scientific rationality nor the result of deliberation processes, but can only be explained by the appeal and impact of the personality of a key decision maker and his or her skills to persuade, the credibility of certain actors, or the anxieties or hopes that influence the dynamics of decision making. Some policy topics are endlessly negotiated with armies of stakeholders; other policies are simply imposed onto the citizenry without much discussion. Both types of policies (and many others) occur simultaneously in the same policy context, such as on the local level, in a particular country, or on the transnational/global level. Whereas certain policy-making processes, such as the reform of banking regulations, seem to be dominated by the exchange of rational argumentation and deductive reasoning, other policy-making processes, such as the introduction of a law dealing with aspects of global warming or legal measures dealing with abortion, are characterized by impassioned speech, expressions of anger or language ridden with anxiety. A style of arguing that would cause consternation in one policy milieu might be perfectly legitimate in another.

It is not far-fetched to assume that such differences in dealing with policy issues must significantly affect the dynamics, composition of actor networks and outcomes of policy processes. Although policy analysts surely are aware of the role of such factors in policy making, and history provides countless examples of the importance of passion and ethos in the political world, policy analysis has not yet found an adequate analytical language to deal with them. The growing irresolvable nature of many contemporary policy questions, the crisis of scientific rationality, the new

1. I am grateful to Anna Durnova for research assistance and Ursula Naue for comments.
politics of religion, and the rise of a new culture of uncertainty further emphasize the need to develop a policy analysis well suited for increasingly complex policy settings. In this chapter I will suggest that argumentative policy analysis and some traditions in the study of rhetoric provide important connecting points to extend our notion of argumentation and bring back passion and ethos to the study of policy making.

POLICY ARGUMENTATION, RATIONALITIES, AND COGNITIVISM

Conflicting views about the role and nature of rationality in policy making are at the root of different strategies of theorizing about the public policy process. “Rationalistic” models emphasize the importance of scientific, instrumental rationality in the study and solution of policy problems. However, one of the most important alternative directions in current, critical policy analysis in the last decade is argumentative policy analysis. The term *argumentative policy analysis* subsumes a group of different approaches toward policy analysis that share an emphasis on language as a key feature and thus as a necessary key component of policy analysis. Argumentative policy analysis links post-positivist epistemology with social theory and methodology and encompasses theoretical approaches such as discourse analysis, frame analysis and interpretative policy analysis. Although these different approaches are hardly synonymous, they nevertheless share the special attention they give to argumentation and language and the process of utilizing, mobilizing and weighing arguments and signs in the interpretation and praxis of policy making and analysis (Fischer 2003; Gottweis 2006).

Proponents of argumentative policy analysis do not believe that policy analysis can be a value-free, technical project, and argue that both policy making and policy analysis involve argumentation that needs to be at the center of policy. One of the key characteristics of argumentative policy analysis is its conceptualization of the role of policy analysis and of the policy analyst in the policy process. This viewpoint sweepingly rejects the idea of the “neutral” and “objective” policy analyst qua social technician and, rather, espouses the idea of the policy analyst as something like a lawyer (Majone 1989), an advocate, deeply engaged in the policy process itself. Although authors such as Majone and Stone (1988) have not gone further than rejecting the “objectivist” idea of the policy analyst, in the wake of Fischer and Forester’s *Argumentative Turn* and Dryzek’s *Discursive Democracy*, the notion of argumentative policy analysis as fostering and encouraging political participation and deliberation has become very influential. With the departure of the idea that the main task of the policy analyst is to identify solutions for objective problems, the image of the professional expert is reconstructed as one of the facilitators of public learning and political empowerment (Fischer 2003). Torgerson argues that “just as positivism underlies the dominant technical orientation in policy analysis, so the post-positivist orientation now points to a participatory project” (1986, 241). Forester, Healy, and Innes (1999; 1996; 2003) have advocated communicative policy analysis, the idea that the main task of the policy analyst is to facilitate process of deliberation and to help planners to critically reflect on their own discursive practices.

Underlying this “policy model” is an approach toward communication and argumentation strongly influenced by the late work of Jürgen Habermas. In his *Theory of Communicative Action* (1985, originally in German 1981), Habermas has developed the idea of “communicative rationality,” which he defines as rational what is communicatively, intersubjectively justified or justifiable. Rationality comes into existence via intersubjectively grounded argumentation. This advocacy for a “communicative policy analysis” is elaborated in greatest detail in Dryzek’s *Discursive Democracy*, which discusses Habermas’s critique of instrumental rationality: the idea to devise, select, and effect good means to clarified ends; and the alternative model of a communicated rationality, oriented toward the coordination of interactions via communication (Dryzek 1990). This idea of policy analysis as a deliberative, participatory, communicative project can be followed from Torgersen, via
Dryzek, the “Argumentative Turn” and, most recently in Deliberative Policy Analysis by Hajer and Wagenaar (2003), who bluntly state that policy analysis is deliberative (21–23).

Through the Habermasian “Communicative Action” model, another important feature of argumentative policy analysis has been introduced in argumentative policy analysis: a certain tendency toward cognitivism. Discourse ethics in the Habermas tradition starts from the assumption that moral problems are capable of being solved in a rational and cognitive way. However, it needs to be questioned whether policy disputes are always solved or settled by appeal to reason. Although argumentative policy analysis clearly recognizes this phenomenon, much of the analysis in this tradition pays only scant attention to phenomena such as passion and emotions in policy making, probably because of an understanding of discourse and argumentation that reduces argumentation to the operation of logos rather than a tendency to integrate pathos and ethos into argumentation, to phenomena that have received much attention in the tradition of Greek rhetoric. In fact, there seems to be a propensity in argumentative policy analysis to confine reasoning to deliberative and judicial reasoning, as apart and separated from manipulative, negative rhetoric. Propaganda is clearly differentiated from “genuine argumentation,” and, in this respect, argumentative policy analysis seems to be closer to the Platonic ideal for science as a search for truth than to the Aristotelian/Sophistic tradition (Turnbull 2005). In its attempt to avoid what is seen as one of the main mistakes in neopositivist policy analysis, namely the confusion of reason with instrumental rationality, the communicative model suggests communicative rationality as the democratic version of bringing reason into the world. But the underlying construction of the policy process is guided by rationality assumptions, in particular, by the idea that the policy process needs to be structured in a way to allow for the operation of communicative rationality. This, however, constitutes a new form of constraint for the notion of reason—and narrows down the scope of application of this policy model.

**BRINGING IN EMOTIONS AND ETHOS**

It is probably not exaggerated to argue that major strands of reasoning in contemporary political science and political philosophy are obsessed with the idea to eliminate passion and anything remotely irrationally sounding in politics. There is a line in reasoning about politics from Plato to Kant and Hegel that emphasizes reason as the sound foundation of politics, versus uncontrolled, passionate behavior leading to disaster. Historically, the image of the wild and uncontrolled passions as a deep threat to humankind and civilization is deeply rooted in Western philosophy. For Plato, passion is the name of a problem for which reason is the answer (Meyer 1991, 38). Nagging philosophical suspicion concerning the dark powers of passion continue in the history of thought also in philosophers such as Kant or Hegel, for whom reason was the path to freedom and truth, and passion threatened the moral and society order (Meyer 1991; Svasek 2002, 13).

However, we might also interpret passion in a more benign fashion. And this conceptualization of passion has also important implications for opening up argumentative policy toward a new understanding of the policy process. For Aristotle, emotions were “all those feelings that so change men as to affect their judgement” (Aristotle 1991). No contradiction existed for him between reason and emotion. Aristotle construed thought and belief as the efficient cause of emotion and showed that emotional response is intelligent behavior open to reasoned persuasion. As W. W. Fortenbaugh puts it in his classic study on Aristotle and emotions: “When men are angered, they are not victims of some totally irrational force. Rather, they are responding in accordance with the thought of unjust result. Their belief may be erroneous and their anger unreasonable, but their behaviour is intelligent and cognitive in the sense that it is grounded upon a belief which may be criticised and even altered by argumentation” (1975, 17). Thus, it might be useful to return to a close reading of the Classical tradition of rhetoric in order to advance a more comprehensive model of argumentation.
Much later in Western philosophy, this tradition of reasoning was further developed by David Hume in his *Treatise on Human Nature* (1739). Hume famously argued that reason itself could not motivate us to act and, further, that it could not oppose the only true motive of the will, our desires, or what Hume calls the passions. No doubt, despite its negative image in the history of philosophy, emotions have figured largely as a topic of interest in a variety of scientific contexts, such as in psychiatry and psychology.

But much of the work on emotions in this direction has been characterized by an essentializing attitude toward emotions, as they are conceptualized as predictable outcomes of universal psychobiological processes or “things” the social systems must deal with (Abu-Lughod and Lutz 1990, 2–3). In contrast, emotions could also be conceptualized as a discursive practice. Emotions belong to the repertoire of rhetoric, and emotional display and the language of passion may very well coexist with argumentative and ethical discourse. This rhetorical position allows us to explore how speech and language provide the means by which emotions have their effects and therefore take on significance. Thus, this view emphasizes the interpretation of emotions as pragmatic acts and communicative performances, and thus as modes of argumentation. Emotions, then, should not be seen as “things” being carried by the vehicle of discourse and rhetoric, but as a form of rhetorical praxis that creates effects in the world (Abu-Lughod and Lutz 1990, 11–3; Lutz and White 1986).

Emotional discourse is always bound up with structures and hierarchies of power. It is part of complex scenographies (see below) in which argumentation takes place. Power relations determine what can or what cannot be said about self and emotion, and emotional discourse can establish, assert, or reinforce power or status differences (Abu-Lughod and Lutz 1990, 14). In a congressional debate about the pros and cons of human embryonic stem cell research, when a member of the U.S. Senate tells a moving story about his son who suffers from diabetes, when scientists invite wheelchair-bound Christopher Reeve to tell his story of despair and hope, or when pro-life advocates talk about baby farms producing organs, we see not only the classical instruments of rhetoric being used to move the passions of audiences, but also efforts to stabilize or destabilize existing structures and practices in research and medical practice. Policy analysis needs to pay attention to such aspects of political decision making. To some extent in subfields of political science, such as in public opinion or electoral research, doubts are few that emotions and persuasion matter in politics. However, as uncertainty become more pronounced in many policy fields, it might be useful to reconsider pathos and emotion not as a “force” in its own, as a “fact of political life,” but as being intrinsically linked to the everyday practice of policy making, as a rhetorical device that takes considerable impact in many policy areas and is a key element of policy argumentation (Gottweis 2006).

**RHETORIC AND ARGUMENTATION**

Rhetoric is broadly acknowledged as an important feature of the political process. Often associated with the art of persuasion, rhetoric is typically defined as an integral moment of policy making, and the idea of rhetoric points to the necessity to convince, persuade, and communicate efficiently in the context of shaping and implementing public policies. A highly publicized national speech given by a country’s president can set the agenda in a policy field, push decision making into a particular direction, or put pressure on policy makers of all parties. Although the power of rhetorical presentation in politics is hardly contested, at the same time, maybe simultaneously, the term *rhetoric* suffers under an image problem: while rhetoric is widely seen as closely linked with politics, it nevertheless often has a pejorative connotation, as describing intellectually vacuous or empty statements that mainly serve to manipulate, to cover up something or to distract from the real sequences of events. As I will argue, this rhetoric’s image problem dates back to Plato, and it has played a major role in the relative negligence of rhetoric in policy research. It is time to restore the place of rhetorical analysis in policy studies in order to throw an analytical light on highly important aspects of the
One of the key texts in contemporary argumentative policy analysis, Giandomenico Majone’s *Evidence, Argument and Persuasion in the Policy Process* (1989), explicitly defines the ancient tradition of rhetoric as the obvious and necessary point of departure for modern policy analysis. “The centuries-old tradition of humanistic disciplines, from history and literary criticism to moral philosophy and law, proves that argumentative skills can be taught and learned. Thus, if the crucial argumentative function of policy analysis is neglected in university departments and schools of public policy, this is due less to a lack of suitable models than to serious misconceptions about the role of reason in human affairs and about the nature of the ‘scientific method’... when mathematicians acknowledge that mathematics is not the antithesis of rhetoric... it should not be left to policy analysts to fight the last battles of positivism” (xii). Majone then goes on to discuss in great detail the virtues of rhetoric for policy analysis, and the “argumentative character” of the policy process itself, which calls for systematic attention to the role and function of words in and the ways of “doing things with word” (7). “Its crucial argumentative aspect is what distinguishes policy analysis from the academic social sciences on the one hand, and from problem-solving methodologies such as operations research on the other” (7). In a similar way, James A. Throgmorton has pointed to the importance of rhetoric in planning and policy making (1991). However, both texts reduce the notion of rhetoric to the idea of persuasion via the argument itself, the process of demonstrating that something is the case or not, such as through induction and deduction. Aristotle has called this form of reasoning argumentation through logos. While emphasizing the fact that policy analysts themselves are part of a process of argumentation that ties observer close with the observed, both authors focus on rhetoric as constitutive of the meaning of policy and planning, without elaborating further on the analytical instruments of rhetoric. Thus, the notion of rhetoric remains closely tied to the idea of logos, the appeal to reason by means of words, deduction and induction, which, already in the classical tradition of Aristotle was seen as only one among other “rhetorical proofs.”

Argumentation theory and rhetoric have a long history that dates back to pre-Aristotelian philosophy. It is always connected to considerations and reconsiderations of the notions of logic, communication and persuasion. Mobilizing, positioning, and transmitting arguments also requires appropriate socio-political conditions: argumentation is the antithesis to revelation; it is not about revealing a truth but attempts to convince (Breton and Gauthier, 2000, 3–5). The Sophists emphasized the importance of rhetoric in politics and the idea that facts are what we are persuaded of (Danzinger 1995). Plato accused the Sophists of only dealing with the appearances of truth, whereas philosophy’s role was to deal with establishing the true and the good (Meyer 1994, 50–51). Every since, the discipline of rhetoric must live with its image problem of superficially dealing with surface phenomena and deceit, instead of serving the establishment of the good and the true.

Aristotle, by contrast, attempted to accord a positive place to rhetoric by positioning it as part of dialectic, along with poetics and the study of topics (Meyer 1994, 119–23). As Michel Meyer points out, rhetoric appears forcefully in times of crisis for the lack of directing principles in settling questions that are being submitted to controversial answers. In the absence of leading principles that could offer some definitive, unequivocal answers, problems are bound to be disputed and solved “equivocally.” Just as the Peloponnesian Wars in ancient Greece led to a collapse of previous and well-established values and modes of thought and to the rise of rhetoric, the upheavals of our times have led to a new reconsideration of rhetoric, argumentation, persuasion, and its relationship to logic and communication (Meyer 1994, 36–37). Rhetoric is a discourse in which one can hold opposite judgments on the same question. What is problematic remains so through the displayed multiplicity of judgments (Meyer 1994, 52).

In contemporary times, the theory of argumentation and rhetoric were taken up and further developed by Stephen Toulmin (1958) and Chaim Perelman (Perelman and Olbrechts-Tyteca 1958) in the late 1950s, and the work of both had a lasting influence in the field of political science. Closely
related to the development of argumentation theory was the rise of hermeneutics, phenomenology, structuralism and post-structuralism not only in philosophy but also in the social sciences from the 1970s on. The ascent of argumentative policy analysis must be seen in this complex intellectual environment as a result of a political constellation of transformation and upheaval, when, during the 1980s, largely unanticipated by the international political science community, the Soviet Union broke down, the “end of history” was proclaimed, the European Union finally rose to the status of an international economic super power, and the traditional models of economic growth and the nature-society interaction came to be deeply questioned. The crisis of the major political metanarratives, powerfully analyzed by Francois Lyotard (1979), and the limits of growth and scientific progress seemed to call for new, more nuanced confrontations and understandings of the nature of policy making. Majone’s Evidence, Argument, and Persuasion in the Policy Process (1989) contextualizes the need for argumentative policy analysis by reference to the “crisis of scientific expertise” in regulation policy, which was to became visible during the 1970s: “Increasingly, public debates about regulatory decisions, nuclear safety, technology assessment, and similar trans-scientific issues tend to resemble adversary proceedings in a court of law, but with an important difference—the lack of generally accepted rules of procedure” (4). This “crisis of scientific rationality,” identified by Majone in the late 1980s, has hardly ceased to define everyday life of regulation and other fields of policy making.

BRINGING BACK RHETORIC

Classical rhetoric found its culmination in the work of Aristotle. “Let rhetoric be (defined as) an ability, in each (particular) case, to see the available means of persuasion,” Aristotle suggested (1991, 36). He defined three kinds of proofs (pisteis) that are crucial in rhetoric: “Of the pisteis provided through speech there are three species: for some are in the character (ethos) of the speaker, and some in disposing the listener in some way [pathos, H.G.], and some in the argument [logos] itself, by showing or seeming to show something…. [There is persuasion] through character whenever the speech is spoken in such a way as to make the speaker worthy of credence…. [There is persuasion] through the hearers when they are led to feel emotion (pathos) by the speech…. Persuasion occurs through arguments (logoi) when we show the truth or the apparent truth from whatever is persuasive in each case” (37–39).

Thus, in the Aristotelian perspective, the term ethos designates a certain quality of a speaker, but does not refer to any internal attitude or a system of abstract values. Ethos is a procedural phenomenon that comes into existence in action; it is a discursive praxis that is based on exchange and interaction and depends on the perception of audiences. On the other side is pathos, which emphasizes the importance of feelings and passions in the mobilization of opinion. Pathos refers to the fact that the knowledge of other people’s emotions is vital for politics. While logos convinces by itself, pathos and ethos are tied to specific circumstances and, above all, the persons implied in these situations.

Aristotle’s rhetoric always had a prominent place in the history of occidental philosophy. In the twentieth century, the work of Stephen Toulmin (1958) and Chaim Perelman (1958) was key for reintroducing the notion of rhetoric into contemporary social and political theory. In the humanities and social sciences, based on the path-breaking studies of Perelman (1977), discourse theory has begun increasingly to focus on the study of rhetoric as an elaboration of the theory of language acts and of pragmatics (Maingueneau 2002).

While in the ancient tradition, the concept of rhetoric is mainly organized around oral speech; its consideration can also be seen as the acknowledgement of the complexity of discourse. If we apply rhetoric in the context of the study of policymaking, it is useful to reconceptualize the notion of argumentation. If we look at political discourse, we can understand a mode of argumentation in
a policy context as being dominated by one of these three elements, logos, ethos, and pathos, that take on different weight in the argumentation (Adam 1999). As mentioned above, in the Aristotelian tradition logos instructs and applies reason, ethos refers to the “morality” of the speaker, and pathos has the function to move and refers to the passions. Any text or genre of discourse can be analyzed with respects to its dominant modes of argumentation and related, dominant constructions and presentations of individual and collective selves. Although a mode of argumentation dominated by logos is characterized by reasoning and the presentation of facts, evidence and empirical proofs, pathos operates with empathy, sympathy, sensibilities, while ethos functions with trust, respect authority, honesty, credibility and considerations of the desirable. Any communication or speech act combines elements of logos, pathos and ethos, though different weight might put by a speaker on these three elements of persuasion.

What the differentiation of logos, pathos, and ethos in argumentation brings into focus is a more differentiated conceptualization of the notion of persuasion in policy making than usually offered in argumentative policy analysis. While political argumentation always entails the notion of persuasion, rhetoric emphasizes that argumentation is not always or necessarily persuasion via logos, the words of the speech, such as the scientific exchange of information and knowledge, but can also use different channels of persuasion, such as pathos and ethos, which in this perspective become key factors to be considered in the policy-making process (Stone 1988, 304).

**SITUATING RHETORICAL PRAXIS**

If we follow this interpretation of argumentation and therefore identify rhetoric as a key element in policy making, we have identified an analytical problem or challenge in policy analysis rather than offered an analytical solution. We have identified the “what” of the problem, the necessity to “bring back in rhetoric into our consideration of argumentation,” but not discussed the “how” of the solution of the problem, in which conceptual way this could be accomplished. While in the past policy and political science scholars have occasionally paid attention to the importance of rhetoric (Fontana, Nederman, and Remer 2004), very little work has been done to integrate this acknowledgment of rhetoric into the praxis of policy analysis. Thus, the next question important to address in the context of rhetoric in policy making is which analytical strategies should be applied to develop a more differentiated picture of the policy-making process.
The consideration of the interplay among logos, ethos, and pathos in policy making brings into focus the performative nature of the policy process. Aristotle's discussion of rhetoric must be located in a historical context in which the appearance of the public space is simultaneous with the emergence of theater and performance as a new dimension of public life. The flourishing of rhetoric as a form of public political activity was a complex phenomenon closely associated with developments such as the rise of the stoa as site of deliberation and as an oratorical setting during the fifth century in ancient Greek (Johnstone 1996, 102). Jeffrey C. Alexander has recently pointed to the fact that in earlier, more archaic forms of complex societies, such as the imperial orders of Egypt, social hierarchies simply could issue commands and were dominated by ritualized performances. In more loosely knit social organizations, such as in ancient Greece, authority became more open to challenge. Social spaces opened up for negotiation, and social processes became more subject to conflict and argumentation. This rise of the public sphere (Habermas 1987) or public stage opened up a public forum in which actors increasingly enjoyed the freedom to enact and project performances of their imagination tailored to various audiences (Alexander 2004, 544–45). Thus, the rise of rhetoric in ancient Greece is to some extent also related to a process of deep social, cultural and political transformation in which rhetoric expresses the increasingly performative, nonritualistic, staged nature of the political process. It therefore is not far-fetched to argue that bringing back in rhetoric into the study of policy making not only requires attention to phenomena such as pathos and ethos but also to the performative and open nature of policy making in contemporary political settings.

Policy making always has a strong performative dimension and thus is a way of doing things with words. J. L. Austin in his performative speech act theory, most famously developed in his How to Do Things with Words (1962), interprets sentences as forms of actions. Performative utterance does not refer to an extra-linguistic reality but enacts or produces what it refers to. We can therefore speak of argumentative performativity as a crucial element in policy making. During a discussion on unemployment policy measures, a politician of one party might suggest the image that many unemployed simply lack the will to find a job; thus, regulations to obtain unemployment benefits should become more restrictive. This argumentation is not only an interpretation of the nature of unemployment, it also, at least to some extent, redefines the unemployed as poorly motivated, lazy individuals who should try harder to change their situation. Hence, this argumentation “makes up” a particular group of individuals and potentially exposes them to specific, new, tougher policy measures. We might say that this argumentation not only describes but produces what it refers to.

While this reading of the power of discourse is relatively undisputed within the tradition of argumentative policy analysis, the wider implications of performative argumentation have received relatively little attention. Following Goffman’s ethnomethodological approach, Hajer (2005) has recently begun to study the performative dimensions of deliberative settings in policy making and pointed to the importance of the dramaturgy of policy settings. Goffman’s dramaturgical approach is partially based on insights from the study of theater that emphasize the importance of dramaturgy for linking the written word with its “translation” into the acting of a theater play (Goffman 1969; 1974). Nevertheless, Goffman’s work has a strong sociological orientation and is less interested in the language-analytical aspects of social performativity. This is precisely where rhetoric comes in with its specific interest in how “things are done with words.” Apparently, any policy-making process is determined by the way it is located or “produced” in time, in space, and in its social make-up. In this process of mise-en-scène, important differences of the policy-making process are shaped, such as the difference between a policy-making process that operates top–down via a quick, undisputable decision of policy makers, or a policy process that is characterized by lengthy deliberations in a deliberative setting.

Policy making never takes place in any kind of economic, political, social, cultural, or semantic vacuum. It is always a contextualized and situated process. At the same time, policy making is about the definition of policy settings, policy actors, policy institutions and policy dynamics.
Any unemployment policy in a given country will very much depend on existing and established patterns of policy making and networks, institutions, resources, and economic circumstances. But a newly elected government might want to change or revamp many of these pre-established structures, redefine the nature and causalities of unemployment, and choose a new strategy to fight unemployment. Such a situation calls for the crafting of a new scenography (Maingueneau 2002), the creation of a setting, the identification of a group of key actors and the development of a temporal structure for the policy setting. A new unemployment policy might come about by bringing together the various interest groups at a table to negotiate the future policy or by quickly passing a law that introduces the new measures to fight unemployment. It is in such moments that words not only matter because they signify but also because they perform, shape, create, and transform policy-making dynamics.

RHETORIC IN ACTION

Policy making thus must be seen as a multifaceted process that involves as much argumentation as a process of shaping and creating a dynamic, a rationality, a logic of reasoning, a basis for decision making. We can differentiate between different models of argumentative performativity, or models of argumentative orientation (Caron 1983, 140) depending on their emphasis on pathos, ethos, or logos in argumentation.

The way a certain policy problem is depicted and defined gives rise to particular scenarios of interaction and involvement, describes involved actors, a particular timing and the location for a policy development to take place. In turn, such a scenography explains and justifies why it is precisely that chosen scenography which is needed for a policy-making process to take place, to take form and to solve a problem.

A government might, for example, decide that a particular desirable solution for a policy problem is best attained if it capitalizes from trust in certain of its key policy makers; conversely, it might want to keep issues of trust and emotions on the backburner and create a mainly rational decision-making process around an issue. It might be also an issue of bringing in or leaving out particular actors in a policy setting. In issues of reproductive medicine, emotive language, and appeal to religious feelings will mobilize Christian groups that otherwise do not necessarily get involved in this issue. An emphasis on a “rational solution” or the refusal to engage in religious argumentation might favor a more expert-dominated model of problem solving. An anti-abortion grassroots groups might decide to try to define the policy dynamic of stem cell research support by linking the research with the question of abortion and a language of “defending life.” Clearly, policy making is always a highly constrained process, but policy actors do have a choice in determining settings, and often a fierce struggle to determine a particular “solution model” is part of the actual policy-making process. Thus policy making is hardly only about argumentation, the creation of exchange of arguments, but also a performative process in which the boundaries of argumentation are defined. Finally, the selection of a particular policy model (see below) is always temporary and subject to modification. It might very well be the case that the used policy model changes during the process of policy making.

For the purpose of demonstrating the usefulness of the proposed analytical framework, I will discuss six configurations of a policy scenography: the etho-centric, logo-centric, and patho-centric as the basic models of a policy scenography, and the logo-pathetic, the etho-pathetic, and the etho-logical models as subforms of the basic models. They are conceived as models of argumentative orientation (Caron 1983, 140) to show the hegemony and structure of the three rhetoric elements: logos, ethos, and pathos. These models result from concepts such as enounced, enunciation, and scenography, mentioned before, and they reflect the dramaturgical character of this performance.

Ethnocentric policy performances tend to occur, for example, at the occasion of a presidential
speech, when the audience expects the moment of acknowledgement of a particular policy view. This means that the speaking subject will adopt the role of authority and will often perform this role connected to his position or function in the institutional hierarchy of the state. When President Bush gives a speech about what needs to be done to fight an environmental disaster, he will not negotiate or discuss his policies but, very much based on the powers of his office, state what will happen in the near future. He also “can do this” because he is the president of the United States, and he can be assured that most of his fellow citizens will acknowledge his “aura,” dignity, and right to take action. At a different occasion, President Bush might also decide to present his new educational policy “as president ” (i.e., based on the aura of his office). In that case there is no time pressure to act quickly, but he might decide to use his status and weight as a policy maker simply to avoid lengthy and broad discussion.

The difference between the etho-centric model and the logo-centric model is the mode of presenting arguments. In the logo-centric model the speaking subject has an ideal space and time to show the arguments, to discuss them, to problematize the topic of the policy (Turnbull 2003). The stage and discussion is very favorable to this kind of argumentation, an argumentation that does not necessarily need to end and has a univocal meaning. Nevertheless, the speaking subject should, more than in any other model, emphasize the central arguments, their weight from the factual point of view and not from a personal one. Generally, we observe this type of the performance in a
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parliamentary plenum or subcommittee discussion, or in a working-group discussion. A deliberative policy context might also be characterized by the dominance of a logo-centric scenography, in which highly elaborated rules of discourse structure exchange with a strongly cognitive tendency that rules out displays of emotion.

The patho-centric performance is based on a focus on emotions that are implemented in the discourse. These emotions are vehicles of the argumentation of the speaking subject, who this time has a central role. The strategy of the speaking subjects emphasize the emotions of the audience in order to respond to them not in the terms of bringing in a new constructed proposition but in the terms of mobilization of this audience against an elite. Patient groups might mobilize the complex iconography of their health condition and suffering as an argument for more liberal regulations in stem cell research or for more financial resources for medical research. Public hearings with “sufferers,” with patients visibly handicapped by a particular disease or who are disabled, like wheel-chair-bound Christopher Reeve, create stages where patho-centric argumentation gains a performative space.

Typically, policy scenographies neither follow one of the ideal types outlined above, but involve a particular combination of those central elements of persuasion. We might think of a etho-pathetic constellation with the combined dominance of two basic categories of persuasion: the ethnocentric and the patho-centric argumentation. Generally, the emotions that mobilize the audience are not only related to the issue at stake but are also connected with the person who mobilizes. The speaking subject mobilizes passions, but at the same time uses his ethos, for example, to speak to the nation as a president. This kind of performance tends to occur in uncertain moments, even in the chaotic ones, when the individual looks for a fulcrum that can change his situation, get it better. The environmental disaster is discussed in all its horror and impact, but, at the same time, the person, the president who speaks, gives hold and confidence not because he necessarily has a solution in hands, but because he can be trusted, relied on.

Furthermore, we can identify a logo-pathetic constellation, in which the treatment of a particular topic combines and focuses a consideration of emotions with nuanced rational discussion of the pros and cons of a particular mode of action. Political decision making about euthanasia might involve a subtle consideration of the many aspects of the topic that have to do with feelings and emotions and, at the same time, consider in a logical-deductive manner the weight of the various arguments speaking for and against euthanasia.

Finally, an etho-logical constellation of policy making refers to a policy scenography in which a logos-dominated argumentation is closely connected with the ethos of a speaker. A politician whose many decades in politics have given him an authoritative voice in the political process
and government might present a complicated argument in favor of better measures against global warming and speak as an experienced, seasoned member of the parliament.

This list of different applications of rhetoric in policy making is neither exhaustive nor will any of the described constellations define a policy setting indefinitely. But, over time, a particular process of policy making will be characterized by a particular style of reasoning, a particular distribution of roles, and a location for the policy-making process to take place. The different models describe scenarios for policy making that are contested, change over time, but nevertheless constitute a key explanation for the course of policy-making processes in different policy fields.

CONCLUSIONS

In this chapter I tried to sketch an analytical strategy that gives rhetoric an appropriate place in argumentative policy analysis. Argumentative policy analysis rejects the idea of the “neutral,” “objective” policy analyst qua social technician and instead espouses the idea of the policy analyst as something like a lawyer (Majone), an advocate, deeply engaged in the policy process itself. From this perspective, it is not far to the reconstruction of the position of the policy analyst as called upon to foster and encourage political participation and deliberation. If “truth” escapes the grip of the rationalistic/positivistic policy analyst but becomes a project of communication, the study of the construction, dissemination, exchange, and impact of argumentation qua logos becomes the obvious agenda of policy analysis. The rejection of the neopositivist identification of reason as an expression of instrumental rationality leads in deliberative/participatory policy analysis to a predominant interest in the study of the conditions for communicative rationality to materialize in policy making.

While this approach is well suited to the study of particular policy settings and constellations, I have argued that a number of other policy constellations seem to call for a different theoretical orientation and approach. The tradition of rhetoric in history and in political science provides excellent connecting points for such a reorientation. From this perspective, a reflexive or deliberative staging of a policy-making process seems to be only one among many other, different models. The effort to solve an intractable policy conflict, such as euthanasia, through deliberative techniques—“reframing” (Schön and Rein, 1994)—might be a pretty hopeless project. During the negotiation of particular regulatory polices, such as those dealing with issues of life and death, the transparency of regulatory institutions could be as important as creating the institutional possibility for emotional display, the articulation of hopes and anxieties. Public participation and involvement might often simply not be what the different stakeholders in a conflict constellation are seeking. The growth industry of staging consensus conferences and citizen mediations might well work in certain fields of policy making but fail miserably in others. I have argued for a better consideration of the performative dimension of policy making that can take on a variety of different expressions.

By bringing back the tradition of rhetoric to policy analysis, I have tried to widen the focus of policy analysis toward a consideration of undisputed features of many policy-making processes, in particular the importance of ethos, virtue, trust, feelings, and emotions. I suggested to conceptualize these elements in policy making not as expressions of irrationality but as inseparable from the operation of reason. Just as politicians might use emotional language in a very calculative manner, citizens might decide in a very reasonable manner that they refuse to consider a particular matter, for example, the question of euthanasia in severely disabled newborns, only from the perspective of utilitarian philosophy. The attempt to shape and define policy constellation through rhetoric is not a privilege of policy elites but constitutes everyday life practice of the many policy actors dispersed in contemporary multilayer governance networks.

The implications of this perspective for argumentative policy analysis are considerable. I have tried to discuss how the staging of policy making has an impact on a number of different models of policy making that impact style, composition, content, and implementation. These are always
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contested and object to change, but, at some point in a policy-making process, they will be determinants in a particular course of action.

On the normative side, the idea of the different rhetorical strategies for policy making can become a tool to create scenarios for policy solutions based on an assessment of a particular constellation in a policy field. A regulatory policy-making process dealing with emission standards in the car industry that has a high likelihood to involve a well-established and experienced group of policy makers will invite a logo-centric staging of a policy-making process with a focus on deliberating and negotiating scientific data and evidence. At the same time, the preparation of a law regulating human cloning that most likely will involve highly emotionally charged discussions and attract a broad scope of actors and interests will lend itself more toward policy forms that allow more expressive forms of articulation or seek early the parliamentary forum for dealing with the issue. Such options for policy making are open for the different policy actors in contemporary networks of governance, ranging from citizen groups that attempt to create a policy agenda to governments that want to pass a law in a particular policy field.

The rapid pace of scientific-technological development from genetic engineering to nanotechnology, major challenges related to socio-economic development, such as the problem of global warming and breakthroughs in modern medicine, seem to radically question existing notions of humanity, progress and the future of humankind. Today, political controversies about technology and science and other social key questions such as the environment and unemployment seem to emphasize uncertainty more than ever. For policy analysis, this new constellation of uncertainty, the old and new ambivalences of our time, have significant implications. This situation points to the need that policy analysis brings argumentation in all its complexities, including rhetoric, into the center of its analytical and epistemological project.
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18 Narrative Policy Analysis

Michel J. G. van Eeten

Given the ubiquitous presence of stories in every aspect of policy, it seemed inevitable that sooner or later, stories would become a central object of study within policy analysis. As it turns out, it was later rather than sooner. For a long time, the field of policy analysis treated stories as inferior forms of information and reasoning, to be passed over in favor of rigorous scientific methods and objective data.

It took until the late 1980s before a policy analyst—ironically, one with a background in statistics—demonstrated that good policy analysis revolves around crafting an argument, rather than applying logic and science (Majone 1989). This insight was part of a wider development which has received many labels, but which many have come to know as the “argumentative turn” in policy analysis (Fischer and Forester 1993). According to Fischer (2003), this development has resulted in a set of new approaches that present a “postempiricist” alternative to the dominant technocratic and empiricist models in policy analysis.

Among these new approaches is narrative policy analysis—even if the leading book on narrative policy analysis (Roe 1994) does not subscribe to all elements of the postempiricist agenda. According to Roe (1994, 2), the key practical insight of narrative policy analysis is this: “Stories commonly used in describing and analyzing policy issues are a force in themselves, and must be considered explicitly in assessing policy options.” Rather than stories per se, Roe (1994, p. 3) focuses on policy narratives, which he defines as: “those stories—scenarios and arguments—that are taken by one or more parties in the controversy as underwriting and stabilizing the assumptions for policymaking in the face of the issue’s uncertainty, complexity or polarization.”

This chapter first asks what it means to explicitly consider narratives in policy analysis. It then discusses the variety of answers that researchers have given to that question. Next, we turn to the use of narrative policy analysis as a methodological approach procedure to deal with controversial policy issues marked by conflicting policy narratives. An important concept in this procedure is the notion of the metanarrative, which we explore in some detail. The last part of the chapter presents two brief case studies of actual applications of narrative policy analysis, focusing on the last step: identifying a metanarrative.

NARRATIVE COMMA POLICY COMMA ANALYSIS

What does it mean to explicitly consider narratives in policy analysis? While Roe connects narrative policy analysis with a very specific approach, it is not the only way to take stories into account. Other authors have developed different approaches which could be shared under the same label. What they demonstrate is how the label can be read to imply different methods, units of analysis, and research goals. These approaches configure the terms in the label in different ways. For example:

• the narrative analysis of policy, where the methods of narrative analysis are applied to the world of policy, often showing the narrative and symbolic structures that operate in policy processes (e.g., Stone 1997);
• the analysis of policy narratives, where different methods—often from the social sciences—are used to reconstruct the stories that actors tell about a policy issue, often showing how the same policy terms or measures are given meaning in different and conflicting ways (e.g., Bedsworth 2004);
• the policy analysis of narratives, where different methods—both from literary theory and social science—are used to analyze the relations among conflicting policy narratives in order to develop policy advice on how to proceed, e.g., how to recast the policy issue (e.g., Roe 1994);
• the narrative of policy analysis, where narrative analysis is used to excavate the narrative foundations of policy analysis itself, often showing hidden ideological assumptions and power structures and calling for more professional reflexivity and pluralism (e.g., Fischer and Forester 1993).

This is by no means an exhaustive set of configurations, but it does make us sensitive to the diversity of approaches that could lay claim to the label narrative policy analysis. In the literature, we see different choices—or rather, trade-offs—being made with regard to the methods, unit of analysis, and research objective.

As far as methods are concerned, the term narrative analysis, strictly speaking, refers to the branch of literary theory known as narratology.1 Narratology has developed concepts and methods with the specific aim to study the characteristics of narratives—or more precise—to study texts, broadly defined, as far as they are narratives. Of course, there is much more going on in any specific text than narrative only, but narratology focuses primarily on the latter. Narrative is, generally speaking, defined as the narration of a sequence of events, where an event is defined as the transition from one state to another (e.g., Bal 1998).

The field has developed concepts to study three key aspects of any narrative: story, text, and narration (Rimmon-Kenan 1983, 3). Story refers to the set of events that are being narrated, abstracted from their specific representation in the text. Here, narrative analysis focuses on events, characters and plot. Text refers to the telling of the story in spoken or written discourse, although narrative analysis has been extended to also study narratives in other media than text. When studying text, narrative analysis tries to make sense of how the story is told, e.g., timing (the narration may not follow the chronology of the story) and so-called “focalization.” Focalization is the perspective or prism through which the narrative content is being represented. The third aspect, narration, concerns the act of producing the narrative. The analysis of narration focuses on the narrator(s) and narratees that may be explicitly present in the text, even as characters, or may be implied by it. Of the three aspects, only the actual text is immediately available to the analyst as a unit of analysis. Story and narration can only be studied through the text.

In narrative policy analysis, the term narrative analysis sometimes refers to the abovementioned set of concepts and methods from literary theory. An example is the use of Propp’s folktales framework to analyze policy narratives around a flooding disaster (Van Eeten 1999b) or development projects (Roe 1989). In addition, the term is used as a loose label to cover a much broader set of methods—basically any method that focuses on language may be used. For Roe, for example, narrative policy analysis is not limited to narrative analysis per se, but employs a variety of methods and concepts from the much wider field of contemporary literary theory (1994, 2).

The term narrative analysis may also refer to a related field in the social sciences—a study of how narratives function in the interactions among individuals. Often, these studies employ an ethnographic set of methods. Wagenaar (1995), for example, has made detailed studies of the stories that public servants tell to make sense of the situation in which they or their organizations find themselves. The focus is on what the story tells us about policy practice, more than on the story itself. The stories contain metaphors, distinctions, and other sense-making elements that help the analyst to connect the language of actors to their actions. These types of narrative analysis are quite similar to approaches like frame analysis (Schön and Rein 1994), analysis of belief systems...
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(Sabatier and Jenkins-Smith 1993), and discourse analysis (Hajer 1995). In terms of methods, this research may apply methods from narratology, but more often the term narrative analysis indicates primarily that narratives are taken as the starting point, as the unit of analysis, rather than indicating the use of specific methods.

With regard to the unit of analysis, we also see interesting differences in the literature—and these are related to the tradeoffs regarding methods. Given the origins of narrative analysis, the most straightforward unit of analysis is an “existing text” of a specific author—e.g., policy papers, news reports, bureaucratic forms, speeches or the oral histories offered by respondents. Like their counterparts in literary theory, some analysts have extended these existing texts to also include other nonverbal artifacts from the world of policy and politics, such as buildings, television images, photographs, and paintings (e.g., Yanow 1995a; Edelman 1995).

While specific, individual texts are a natural unit of analysis, they do pose limitations regarding the kind of generalizations and conclusions the analyst can reason toward. Policy analysis is typically interested in studying processes of collective decision making. Individual texts can be used for this task, insofar as they can be shown to be representative of a certain position or phenomenon at the collective level. Usually, however, this is difficult. One official’s speech or oral history is likely to be slightly—or not so slightly—different from that of another official, even if they belong to the same administration. One policy paper is unlikely to reflect perfectly the range of official policy statements made on a specific issue.

Therefore, the analyst often needs a more aggregate unit of analysis than individual texts. For this reason, when analysts write about policy narratives, they often are talking not about a specific text, but about a constructed narrative that is attributed to an actor in a policy issue—in other words, the position of a group, an organization, or even a coalition of organizations. Yanow (1995b, 113) calls this a “constructed text” as opposed to an “authored text,” which is the same as the abovementioned existing text. Bridgman and Barry (2002), for example, reconstructed two key policy narratives from a set of unstructured interviews with key stakeholders. On the issue of number portability in the New Zealand telecommunication sector, they aggregated all accounts into two narratives: the dominant telecom’s story and the story of its competitors. Others (e.g., Bedsworth et al. 2004; Roe 1994; Van Eeten 1999a) have followed a similar approach.

One step further brings us to even more aggregate units of analysis. Dicke (2001, 10), following Czarniawska (1997), speaks of “societal narratives,” which she defines as a “similar lines of reasoning” that is shared by many “little stories”—the latter are what we have called specific existing texts or authored texts. Edelman (1977, 1988) has written extensively about stories and symbolism in the wider political discourse, only loosely connecting his analysis to specific texts.

How these “aggregated” policy narratives are constructed is to be decided by the analyst. Narrative policy analysis does not prescribe any method for this part of the research. The literature shows a variety of methods, including, but not limited to, content analysis (Linder 1995), actor or stakeholder analysis (Bridgman and Barry, 2002), network analysis (Hukkinen et al. 1990), semiotics (Van Eeten and Roe, 2000), and Q-methodology (Van Eeten 2001). In many cases, an explicit method may even be absent and the researcher relies on the plausibility and reconcilability of the positions (e.g., Bedsworth et al. 2004). Typically, this means that the constructed narratives are built on a (presumably) shared idea of what the relevant perspectives on the issue are—often following straightforward distinctions among actors, along the lines of, say, industry, government, and environmental groups.

Whatever method is followed, the narrative analysis itself starts only after the narratives have been (re)constructed—or, in the case of authored texts—identified. How the policy narratives are reconstructed does have consequences for the methods one can apply to them. Many of the methods of narratology rely heavily on “close readings” (i.e., on the specifics of the texts being analyzed). The same could be said of the methods used in the ethnographic approach to narrative analysis. If the text is a highly aggregate construction, then it typically offers less meaningful specifics, providing a
less fruitful ground for these methods. The tradeoff is, of course, that the constructed, less specific narrative, allows for a wider generalizability of the conclusions coming out of the analysis. For many policy analysts operating in processes of collective decision making, that generalizability is a prerequisite for their work. So they adopt methods for their narrative analysis that can work with aggregated narratives. Roe’s use of the semiotic square to compare and contrast policy narratives is an example of such a method (Roe 1994).

This brings us to the third set of tradeoffs: the research objective. Many of the tradeoffs regarding methods and units of analysis can be understood best by looking at the kind of conclusions the analyst is interested in. The type of conclusion that is preferred also guides what methods and units of analysis are suitable.

Much of the earlier work on narrative and symbolism in policy language set out to unveil and critique hidden ideological and power structures. Murray Edelman (1971, 1977, 1988) has published famous research in this direction. One of his book titles indicates his objective fairly clearly: Political Language: Words That Succeed and Policies That Fail (Edelman 1977). Typically, he shows how political and professional elites use language to reinforce the existing power structure and facilitate the quiescent acceptance of chronic poverty and large inequalities. Edelman explicitly admits not subjecting the critics of the current “regimes” to the same analysis, because he is interested in the regimes themselves precisely because of their power. “The whole point,” Edelman (1977, 14) writes, “…is to examine the evocation of alternative cognitions.” Often, these alternatives are overlooked or actively resisted by the powers that be, he argues.

In certain policy areas, Edelman’s goal may have become reality, to some extent. Here, researches are confronted with multiple and conflicting perspectives on the same policy issue—often even on the same evidence (e.g., Throgmorton 1993). Many have turned to language in an attempt to explain how these very different perspectives are possible and what their implications are. Narrative has provided a natural way with which to describe and make sense of these perspectives. For many researchers, the main objective is to demonstrate not only to explain the dynamics of the policy process by demonstrating the presence of multiple and conflicting policy narratives, but also that each of these narratives is valid on its own terms and should be taken into account in the policymaking process. In the words of Bedsworth and colleagues (2004, 406): “These…policy narratives demonstrate how policy actors differ in their drivers for action, bases for trusting claims, and response to uncertainty.”

Using narrative to explain action makes clear why most of these researchers do not adhere to a strict definition of narrative, but also incorporate argumentative forms of language. They are interested in what drives the action of actors, how they make the “normative leap” from “is” to “ought” (Schön and Rein 1994). Actors use both narrative and argumentation for this goal—where narratives in a strict sense are stories about a sequence of events with beginning, middle, and ends, as in scenarios, and where arguments are built from premises to conclusions. This is why researchers like Roe and others incorporate both forms in their definition of policy narrative—even if others have argued that arguments and narratives present two different modes of knowing and thinking (Bruner 1986).

Within this strand of literature, researchers explicitly reject judging the different narratives in terms of truth value or establishing the primacy of one narrative over another—though some do try to explain empirically why a specific narrative has become dominant (e.g., Bridgman and Barry 2002). Implicitly or explicitly, this research often critiques the dominant narrative, given the presence of equally valid alternatives often voiced by less powerful stakeholders. This point is equally important at different stages in the policy process—from competing problem definitions to competing evaluations of policies (Abma 1999). Along the same lines, this research critiques technocratic approaches in these cases, since issues can no longer be decided by appealing to “objective facts.”

The end point of this strand of literature—demonstrating the presence of conflicting, but equally valid policy narratives with opposing implications for action—is the starting point for other research-
ers: Given that the presence of these narratives often makes issues intractable, how can we recast the
issue? Their research objective is to come up with policy advice that helps actors to move out of the
existing impasse. Here, the challenge is to deal with the fact that in these cases is no way to arbitrate
between the competing narratives, either on scientific or on other grounds. Several researchers have
concluded that in those cases, actors and analysts would do best to develop a new narrative that
takes into account the existing narratives, but at the same time is more amenable to deliberation or
policy making. This is what Roe (1994) has called identifying a metanarrative. Others have called
it recasting or reframing (Rein and Schön 1993). Schön and Rein (1994) describe reframing as an
attempt to shift the paradigm of a problem. The approach is an open, deliberative process grounded
in argument, evidence, and policy debate where participants can critically reflect and reappraise their
initial framing of the issue. Roe’s breakthrough insight was to understand how narrative analysis
could be used to support this difficult process. We will return to this insight shortly.

As stated earlier, the choice for a research objective influences the choice of methods and
unit of analysis. This is not a mechanical or deterministic relationship, but we can indicate certain
patterns here. In principle, the research objectives outlined above do not preclude each other. One
could make a critical analysis of the hidden power structures of a policy narrative, do the same for
the competing narratives, explain how they guide the actions of actors in different directions and
try to come up with policy advice on how to proceed, given these conflicting narratives.

In practice, however, narrative policy analysis tends to reflect constraints on time and resources
and focus on one of the objectives. Analyzing and critiquing a specific dominant narrative is quite
amenable to close readings and the methods of narratology, because one has time to get into the
specifics of that narrative—perhaps looking at a set of relevant texts in detail. Similarly, an ethnog-
graphic narrative analysis of, say, social service employees’ stories about their clients, can devote
attention to the oral accounts and specific phrasings of individual respondents. This is different for
analysts who are interested in (constructed) narratives that capture the positions of stakeholders in a
decision making process. Here, we see more effort going into identifying, constructing and elaborat-
ing these narratives, and less to detailed analysis of actual existing texts. We see a similar shift when
the objective is to recast a policy issue that is intractable because of conflicting policy narratives.
This objective draws resources and attention away from reconstructing the narratives—though that
obviously has to be done here too, as the first step—and toward analyzing the relations between
those narratives. We can now also see why Roe (1994) employs the semiotic square as a method:
it allows him to analyze the relations between the different narratives, which hopefully points to a
possible metanarrative. He spends less time applying methods of narrative analysis to the narratives
themselves and even less time on methods to identify and reconstruct the individual narratives. Most
of his cases simply present the policy narratives as if they are already given and can readily be
divided in stories and non-stories. This has given rise to some confusion with researchers trying to
adopt his approach. For this reason, we’ll slightly revise his approach to make it more transparent
and replicable. First, however, we turn to his notion of the metanarrative.

**FINDING THE METANARRATIVE**

The concept of the metanarrative has drawn considerable attention and, at the same time, gener-
ated considerable confusion. The confusion seems to relate to two issues: How is the metanarrative
identified and what is its status?

Roe’s approach follows four steps (1994, 3–4): First, the analyst identifies the conventional
narratives that dominate the issue. Second, he or she identifies the narratives that do not conform
to the conventional definition, i.e., “non-stories,” such as a circular argument or those that run
counter to the dominant narratives. Third, the analyst compares and contrasts the two sets of nar-
ratives—stories on the one hand and the non-stories or counter stories on the other—in order to
generate a metanarrative “told” by the comparison. Fourth, and last, the analyst determines if or how the metanarrative recasts the issue in such a way as to make it more amenable to deliberation, analysis, and policy making.

Quite literally, the metanarrative is a narrative about other narratives. For Roe, it is a story that can account how the conflicting policy narratives on a certain issue can all be the case at the same time. Furthermore, the analyst—or policy maker or stakeholder—is not looking for just any metanarrative, but for a metanarrative that enables the parties involved to recast the issue to make it more amenable to deliberation, analysis, and policy making. In that sense, the metanarrative is a proposal for a new policy agenda (Van Eeten 1999a). As with all policy advice, it depends on the actors if and how a metanarrative is adopted and indeed successful in recasting the issue.

The metanarrative is not a compromise or common ground. To use a simple illustration: if one narrative says the issue is “black” and the other says it is “white,” then the metanarrative is not “grey” but a term that is both “black” and “white” at the same time (i.e., “coloredness”)—or neither “black” nor “white” (“colorlessness”). This is the logic of the semiotic square (Schleifer 1987). The two latter terms can be understood as metaterms which comment on the possibility of the first black-white opposition. Figure 18.1 presents a more interesting illustration of the semiotic square.

By comparing and contrasting the policy narratives on an issue, the relations among them become visible, which may point to a metanarrative. In that sense, Roe (1994, 4) describes the metanarrative as the story that is being “told” by the comparison. Needless to say, the comparison may point to different metanarratives or even to none at all. Furthermore, the comparison may be executed in different ways, leading also to different possible outcomes. This need not be problematic. In fact, more options are welcome. The search is not for the one “correct” metanarrative, but for a metanarrative that seems most promising in recasting the issue.

Roe’s procedure is unclear in several important respects. First, how is the analyst to identify the stories and the non-stories. Most of his case studies simply present the narratives, as if it is self-evident which narratives are out there, as well as what their structures are—that is, whether they are stories or non-stories. Given the lack of methodological guidance on how the narratives are reconstructed, the first two steps become problematic. If the analyst loosely reconstructs these policy narratives, then especially qualifying a narrative as a non-story runs the risk of being little more than an artifact of the analysis. For this reason, the analyst needs to incorporate more methodological support for the first two steps in his or her research design. The case studies presented in the next sections of this chapter show one way of doing this: by applying Q-methodology, a very appropriate and effective companion to narrative policy analysis.

The second problem with the procedure is that it is unclear why the metanarrative can only be generated by contrasting the stories with the non-stories. To be sure, this is an interesting and promising comparison. To understand the structural differences among the two sets is likely to tell the analyst something about the characteristics of the policy discourse. But the procedure need not be restricted to that comparison only. As we will see in the case studies, different comparisons can...
also generate a metanarrative. The semiotic square can help to unravel meaningful relations among
the narratives in different ways.

Fischer (2003, 174–75) has lodged three further criticisms to Roe’s approach. First, he states
that Roe relies on the stories offered by the immediate participants to the story. This is problematic,
according to Fischer, because “often the real problem to be dealt with in a public controversy is
created by considerations outside the scope of everyday arguments.” While Fischer raises a legiti-
mate concern that there may be important perspectives outside the arguments currently present
in the debate, his use of the term the real problem is awkward and does not seem to fit very well
with the postempiricist approach. It is unclear how any consideration could lay claim to describ-
ing the “real” problem. While some may consider, say, a Gramscian critique of hegemonic social
structures to be helpful and informative, stakeholders trying to influence policy making may find it
more helpful to understand the different policy narratives and the relations among them. In short,
Fischer’s criticism should serve as a warning on the limitations of the method, but it does not seem
to invalidate Roe’s approach.

Fischer’s second criticism is that Roe has failed to incorporate the participation of actors in
his approach. While it is true that participation is remarkably absent as a theme in Roe’s book, the
approach itself seems to have no problem with it. All steps of the procedure could be done in a
participatory way. Having the stakeholders actively contrasting different (sets of) narratives may
indeed generate interesting results, as well as provide checks on the analytic process. Should a
metanarrative come out of this process, chances are it will have more support that a metanarra-
tive that is the product of a lone analyst. That said, the crucial contribution of Roe is that now the
analyst at least has some methodological support to facilitate the process of recasting and finding
metanarratives—in other words, the analyst can add value to the process.

The third and final criticism that Fischer brings forth, states that Roe should have applied nar-
rative analysis to policy analysis itself. He also takes issue with what he sees as the technocratic
orientation of Roe’s approach. Roe explicitly acknowledges that a critique of the technocratic founda-
tions of conventional policy analysis can and should be done. It is, however, not the objective of his
book. There is already a rich literature that has argued “the argumentative turn” of policy analysis.
Roe chooses a more instrumental orientation, aiming to contribute a new methodology to the field
of policy analysis. Whatever one may think of these choices, they are not inherent to the approach
itself, but rather reflect the agenda under which it is employed. Narrative policy analysis can be
employed by different actors—not just analysts—and is quite compatible with different agendas,
between empiricist, postempiricist or otherwise.

This discussion brings us to the last part of this chapter: an application of the approach in two
case studies. Given the constraints of the chapter, we briefly go through the steps to illustrate how
the approach can be implemented in practice, with the abovementioned considerations in mind.

**TWO APPLICATIONS OF NARRATIVE POLICY ANALYSIS**

The first case study deals with the conflicting stakeholder views during the formation of the most
recent Dutch National Transportation Plan. The second case concerns the controversial expansion
of the Amsterdam Schiphol Airport. In both cases the first two steps of the narrative policy analysis
were performed using Q-methodology—see Van Eeten (2001; 2003).

How can stakeholders’ arguments be identified without forcing a specific problem definition
upon them? Q-methodology is especially suited to the task of uncovering positions really held by
participants in a debate rather than accepting the predefined categories of decision makers, analysts, or
participants. In recent years, Q-methodology has received increasing attention in the policy analysis
community, particularly regarding its performance in supporting public involvement initiatives and
uncovering and representing stakeholder positions and their interrelations (Dryzek and Berejikian 1993; Durning 1993, 1999; Gargan and Brown, 1993; Maxwell and Brown, 2000; Pelletier et al, 1999; Steelman and Maguire, 1999; Weimer 1999). The method has proven to be fruitful in capturing rich understandings of stakeholder views and positions, thereby making the method an important tool for deliberative democracy, as recognized by Dryzek (1990) over a decade ago.

Q-methodology condenses the variation of views, opinions, and ideas into a set of underlying problem definitions. In a nutshell, the procedure is this: respondents sort a set of statements on the problem. Using factor analysis, the method then identifies factors, which are clusters of statements that are correlated in the sorts of some respondents. These clusters can be interpreted as policy narratives. The elegance of this method is that it is not sensitive to the narratives that the analyst a priori expects to be there—unlike open qualitative interview techniques that often end up reproducing a priori categories such as the different stakeholder groups. This makes the procedure more robust and reliable for the first two steps of narrative policy analysis. Q-methodology also manages to avoid some important drawbacks of surveys, as explained by Dryzek (1990).

Q-methodology was applied in both case studies through a number of steps introduced briefly here. First, in an attempt to reflect the range of opinion, some 200 statements were collected from media archives, advocacy papers, stakeholder meetings, interviews, and policy reports. Especially useful were verbatim reports from several stakeholder meetings, because of the range of arguments and positions expressed in them.

From this collection, a sample of statements was selected to be used in subsequent interviews with stakeholders (75 statements for the case on the Transportation Plan; 80 for the case on airport expansion). To check the representativeness of the sample, a control question was added to the interview protocol: Subjects were asked if they missed any aspect of the issue they believed was relevant to their position. Answers given during the interviews raised no questions as to the sample’s validity.

Next, representatives were selected from the stakeholders—24 for the case on Transportation Plan; 38 for the case on airport expansion. For the latter the sample of respondents included representatives of airline corporations, airport management, different levels and sectors of government, national environmental organizations, local citizens, and environmental interest groups, and commercial or regional economic interest groups.

Each representative was asked to perform a Q-sort, in which the respondent models her or his point of view by rank-ordering the statements from the sample along a continuum. The extremes of the distribution were coded “most agree” and “most disagree,” with 0 indicating indifference. In standard Q-sort fashion, the respondents were also asked to place the statements in a quasi-normal distribution (Figure 18.2). This encourages the respondents to think about the relationships among the statements more systematically, as well as prioritize the statements in relation to each other. During and after the sorting process, respondents were interviewed to ascertain the reasoning behind their specific ordering.

Last, the Qsorts were factor-analyzed to identify patterns and commonalities among individuals. In the case study on the Transportation Plan, this led to four significant factors. The case study on airport expansion identified five factors. The policy narratives represented by the factors were
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<thead>
<tr>
<th>Number of Statements</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
</tr>
<tr>
<td>-3</td>
</tr>
</tbody>
</table>

most statement scores most disagree agree

FIGURE 18.2 The opinion continuum for the Q-sort in the case of airport expansion.
identified by calculating the statements’ scores, that is, the weighted average of the scores given to each statement by the Q sorts associated with the factor.

For each case, starting with the case on the Transportation Plan, we briefly summarize the policy narratives that were found and compare and contrast these narratives, in search of a metanarrative that allows us to recast the issue.

**CASE STUDY: DUTCH NATIONAL TRANSPORTATION PLAN**

Dutch transportation policy had been controversial for years, with stakeholder chastising the last plan for its ineffectiveness with regard to reducing environmental problems, massive congestion, underperforming public transportation, and fragmented administrative relations, among other issues. The last plan, officially presented by government in 1990, had very ambitious objectives on these issues. It fell short on virtually all of its ambitions.

In the spring of 1998, the Ministry of Transportation, Public Works and Water Management initiated a deliberative process to inform the development of the new National Transportation Plan. After several brainstorm sessions with potential participants, the ministry identified eight recurrent themes in the discussion it saw as important for writing the new plan.

Around these themes, eight deliberative platforms were organized with around ten participants each and chaired by the participants themselves. The invitation to participate was sent out widely, though for the most part to people who, in one way or the other, had a professional involvement in transportation. The result was a mix of representatives from different sectors of local, regional, provincial and national government, academics and consultants, and stakeholder representatives from environmental organizations, the transportation sector, labor unions, and industry. In total, over a hundred persons participated in the deliberative process. Funds were allocated to each platform so they could be fairly self-organizing.

Over the course of the summer, the process peaked in intensity. In just a few months, the eight platforms produced over 65 documents adding up to several inches of fact finding reports, opinions, problem descriptions, discussions, vision statements, recommendations, feedback from outsiders, and observations on the process itself. Although officially authored by each platform as a whole, the documents were actually multi-authored and multi-varied statements and recommendations on transportation issues.

The task to capture the outcomes of the platform deliberations quickly proved much more difficult than anticipated. There was a plethora of positions, recommendations and, more tangible, documents. The connections among the themes seemed elusive and the topic of much debate within the project. Beforehand, the project team expected that the stakeholders would form coalitions around different sets of policy measures, which could then be identified as alternatives to developed and prepared for decision-making in the plan. Things turned out differently. Many policy measures had support from a wide range of actors, but for different reasons.

In support of its task, the project team then commissioned a policy analysis using Q-methodology to distill the main perspectives underlying—or, if you will, overarching—the many views on the eight themes of the platforms. This way, it hoped to get a better sense of what the different directions were for transportation policy, as well as identifying the agenda for subsequent deliberations. Following are the main policy narratives that were identified by the Q study.

**A. SCARCITY NARRATIVE**

Starting from a market approach to transportation, the narrative takes note of all manner of “scarcities” in the transport systems (as reflected in, e.g., traffic congestion and externalities associated with
car pollution), whose costs need to be better allocated, i.e., the economic distribution of costs and benefits associated with these scarcities is asymmetrical. More rational allocation of transportation infrastructure and services is inhibited by the fact that the prices governing the transportation system rarely reflect the true costs and benefits of transport. The use of infrastructure, for example, is “free” after paying what is basically an entrance fee in the form of road tax. Moreover, the cost is fixed, no matter how much of the infrastructural capacity one uses or how much capacity is available. The demand for transport mobility is therefore not matched optimally to the supply of infrastructure for that mobility. Similarly, the externalities of transport, such as environmental damage and the use of natural resources, are not reflected in the price.

From this narrative, the policy answer is to implement measures that price transportation toward “telling the truth,” i.e., reflecting the real costs. For example, government should stop treating road infrastructure as a collective good to be financed through public investments, and instead deal with it as a private good whose price structure more rationally matches individual willingness and ability to pay.

**B. LOGISTICS NARRATIVE**

Here the overriding concern is to optimize the logistical performance of the transportation system as a network. According to the narrative, the system generates all manner of socio-economic benefits, not the least of which is the crucial part the network plays in a Dutch economy heavily reliant on transportation and the efficient distribution of goods and services. “The Netherlands, Gateway to Europe,” was the shorthand phrase for this narrative. The main problem is that there are logistical bottlenecks which cause inefficiencies and harm the environment. Transport arteries are clogged and economic centers become increasingly difficult to reach. In this view, the growing demand for transportation mobility is not intrinsically problematic. Quite the contrary, the real problems—the bottlenecks—accordingly require better governmental management and interventions.

Policy answers to reduce or otherwise alleviate bottlenecks include building new infrastructure and measures aimed at more efficient use of the existing network infrastructure. These latter incorporate proposals aimed at enhancing traffic flows as well as ensuring the economically most beneficial road uses, such as cargo transport, get priority over uses deemed less important, such as commuter traffic. The instruments used depend on the specific bottleneck and may include regulation, pricing, and changes in road design, among others.

**C. PRAGMATIC NARRATIVE**

In contrast to other narratives, the dominant storyline here is not about the state of transportation, but about the lessons from past policies. Past experience has taught officials that transportation problems are complex, manifold and cannot be understood from a single, coherent perspective. In this estimation, our understanding is permanently incomplete, best reflected in the fact that the track record of the answers proposed by the other narratives has been very mixed. Anyway, what works has proven to be highly context-dependent. The officials and stakeholders advocating this narrative are weary of any “new” transportation policy or framework and instead argue that what is needed are not “new” answers (assuming they are even possible), but more intelligent and flexible uses of what is already known pragmatically.

In principle, the policy answers to problems in the transportation system include the whole repertoire of known measures. The real challenge is customize case- and region-specific, tailor-made policy packages for the panoply of transportation issues. One instrument, like prices, may
work for one problem and region, but you need different sets of instruments for other problems and regions.

D. TECHNOLOGICAL NARRATIVE

The transportation system faces serious problems, including congestion and environmental harm. The system, however, is a highly valued public service, and what is needed to address its problems are major technological innovation and experimentation. The large-scale adoption of new technologies will result in a high quality transport system that is, moreover, sustainable and accessible to all social groups, the two core values in this narrative. One example is to transform public transport systems into “individualized collective transport systems,” i.e., electric cars for the city combined with parking lots and connections to other transport modes at the periphery. Many technologies, in the view of this narrative’s advocates, are already available but remain unused because of a variety of institutional and economic barriers. The task of government is to eliminate these barriers.

Here the policy answers are a variety of measures to bring about technological innovation. Such measures may include governmental investments in the technologies as well as other policy instruments such as pricing and regulation.

Each of the narratives has very different policy implications, even when they appear to ask for the same measures. Take the issue of ameliorating congestion by reducing the number of cars on the road—a major objective of the previous plan which it had spectacularly failed to achieve. From the scarcity narrative, reduction in car numbers would never be a goal in and of itself, but rather would only be a byproduct of full-cost pricing. From the logistic narrative, it already is current Dutch policy to reduce the number of cars on the road, but only at certain times and places. Cars are a problem in so far as they are linked to certain logistical bottlenecks. From the pragmatic narrative, reduction in car numbers is always a live policy option, but its relevance would have to be judged on a case-by-case basis and would certainly never be a system-wide goal or priority. From the technological narrative, reducing the number of cars on the roads means a technologically different kind of car or a solution which may not even be car-based. The real goal is not to get fewer cars on the road but to develop technology to get the right cars on the road.

What can narrative analysis tell us about the relations among these narratives? Here, the semiotic square appears to be helpful. A first starting point is the opposition between the logistics narrative and the scarcity narrative. These two captured the main division in the public debate at that time.

The logistics narrative had been the main rationale behind the existing policy and had driven implementation programs for years. The scarcity narrative, on the other hand, was the new contender which had rapidly gained support. Its emphasis on pricing and markets was more and more underwritten by different governmental agencies as the future direction for transportation policy. Actual attempts to implement it, however, faced fierce resistance and failed almost without exception. It took about ten years for government to develop and agree upon an initiative for electronic road pricing around the three largest Dutch cities, only to see its political support crumble as soon as the system moved toward implementation. So far, the scarcity narrative is by and large policy and very little implementation. The overall result has a completely inert transportation policy, notwithstanding the broadly-felt need for change in light of the current problems.

Taking the scarcity-logistics opposition as the starting point, we can see how the complex terms that rises out of opposition (both policy and implementation, neither policy nor implementation) denote the two remaining narratives. In an important sense, both are alternatives arising from the opposition between logistics and scarcity. Together, the four narratives form a semiotic square about interventions, i.e., the way they relate to the day-to-day implementation of policy (Figure 18.3).
If we read the first opposition to be about policy that is being implemented or not being implemented, then pragmatic argument clearly signifies the position that is both implemented and not implemented. Here, it is all implementation without policy. Or rather, whatever happens in implementation is policy. Some of its proponents even expressed hostility regarding what they felt was an overkill of “new” policy that never made it to implementation. In fact, many respondents indicated they saw the national transportation policy as a major obstacle, not a source of support, to getting effective and innovative regional initiatives off the ground. The reason that it does not propose a transportation policy in the way the others do, also explains why this narrative has a marginal presence, if any, in most formal documents—indeed, why it is hardly recognized as a policy narrative at all.

In sharp contrast to this stands the technological narrative that neither is accepted as policy, nor guides implementation. Narrative D has an aura of science fiction around, ironically by being too specific. That is, there are futuristic videos and computer presentations of major technological innovations that, according to this narrative, need to be adopted by government. The imagery is almost too operational, while for many the systems portrayed seem far removed from current transportation policy and practice. As a result, the option seems all the more unbelievable. In fact, proponents of D have tried to come up with proposals that connect with existing government programs, in order to get out of the sci-fi realm, but many people think the government will never get there. It’s simply too far fetched. But if far-fetched is measured by government adoption, then the real issue is how unbelievable it would be as a government policy.

As a whole, the semiotic square raises another opposition: between policy narratives that tightly couple policy to implementation (A, B) and those that decouple them (C, D). Narrative C argues that innovation—defined as the implementation of change—is only possible if the constraints of policy on operations are lifted, while D argues that real innovation has to be freed from the constraints of here-and-now feasibility and implementation in a fragmented policy sector. This could be cast as a new semiotic square (Figure 18.4).

**FIGURE 18.3**  Semiotic square on future transportation policy.

**FIGURE 18.4**  Semiotic square on future transportation policy.
The metanarrative this may point to is to massively decentralize the transportation budgets. Such a move would by and large decouple between national policy and regional implementation, but at the same time it would couple regional policy—which is now the policy that matters in terms of funding—to regional implementation. This puts in a different light the failure of the road pricing initiative around the three biggest cities taken under the scarcity narrative. If the congestion of these cities is indeed as problematic as many argue, why did these cities themselves not initiate a road pricing scheme, irrespective of the national support for such a measure?

The neither/nor term points to an alternative that could never explicitly become official policy, but is nevertheless a real live option: national transportation policy becomes a game of symbolic politics. The transportation ministry sees its policies as a symbolic means to influence regional activities. Whatever implementation efforts may occur in practice, when needed, the ministry would try to appropriate them as belonging to the policy.

CASE STUDY: THE CONTROVERSIAL EXPANSION OF AMSTERDAM AIRPORT

Since the mid 1980s, the Dutch government has struggled with the trade-off between the economic importance of Schiphol and the environmental impact of the increasing air traffic. It took some ten years to forge the difficult political compromise the cabinet eventually agreed upon. The plan set out a twofold objective: expand Schiphol Airport with a fifth runway, and reduce the airport’s environmental impact. New and more stringent standards were established for noise pollution. One intent of expansion was to reduce the number of people experiencing aircraft noise as a severe nuisance by spreading aircraft movements over a larger area. Besides reducing noise pollution, the plan adopted a standstill policy for safety, local air pollution, and odor nuisance (meaning their levels may not increase beyond 1990 levels).

Parliament reluctantly accepted the plan in 1995, but not before significantly amending it. Members of parliament were afraid that if the rate of growth exceeded predictions, the Civil Aviation Authority might grant the airport too much leeway regarding the noise standards. Therefore, they added an amendment limiting Schiphol’s growth not to exceed a maximum volume of 44 million passengers and 3.3 million tons of cargo per year. Unfortunately, in the very year the plan was published, 1995, the actual passenger and cargo volumes equaled those the model predicted for 2004. Equally unfortunate, economic growth had actually been lower than the model assumed. The limit on Schiphol’s growth was rapidly coming closer.

So once again, government faced an expansion decision for the airport. In 1996, at parliament’s request, the central government set up an interagency project called Future Dutch Aviation Infrastructure (TNLI). TNLI was to address the issue through extensive deliberation with stakeholders, answering the core question (TNLI 1997, iii): “Do we want to accommodate further growth of civil aviation in the Netherlands? The central question is whether further growth is beneficial and necessary. What are the advantages and disadvantages, the costs and benefits, the challenges and risks?”

This framing of the problem mirrored the debate’s polarized agenda. Stakeholders clustered around the positions for or against further growth, along well-established lines. The positions marked the ends of a continuum of available alternatives, placing more moderate policy arguments, such as “selective growth” and “mitigate negative effects,” somewhat toward the middle.

Stakeholder deliberations were already underway, when the TNLI-project commissioned a policy analysis using Q-methodology in order to map the stakeholder positions and find leads on how to proceed with the controversial expansion decision. The analysis identified five policy narratives.
A. Societal Integration Of A Growing Airport

This narrative argues that the societal benefits of the airport are highly valued. On the other hand, the problem of noise pollution is of utmost importance. In no other policy narrative are costs and benefits articulated so clearly alongside one another. Balancing the two is at the core of the narrative. Furthermore, the costs and benefits are conceptualized mainly from a regional, spatial perspective, that is, in terms of their effects on the region surrounding the airport. Respondents consider noise pollution a much more important costs of the growing airport than, say, carbon dioxide (CO₂) emissions. The benefits are also recognized to have this regional spatial ambit—society must provide space for civil aviation because it greatly contributes to the region’s international business climate.

In sum, this policy narrative insists that in the region a positive balance must be struck between these costs and benefits, if integration of the airport into the wider society is to succeed.

B1 Expansion of Aviation Infrastructure as a Necessity In the Face of International Economic Competition

B1 is the narrative driving the original Schiphol Airport expansion proposal and its continuing support. Like policy narrative A, this one values highly the economic benefits of civil aviation, albeit the focus is now international rather than regional. B1 emphasizes the international context of civil aviation and the need to invest in the sector to retain the socioeconomic benefits.

If the Netherlands does not invest in expansion, it will lose its strong position in this sector, so this narrative claims, because other countries do invest and with substantial effect. Since transport and infrastructure are considered to be the backbone of the Dutch economy, the international position of the national economy as a whole will suffer accordingly. This will lead to a variety of negative consequences, most notably, loss of jobs and its multiplier effect.

All in all, this narrative calls for investment in expansion while there are still opportunities to do so. Respondents recognize the environmental problems of expansion, but in this narrative the environmental problems do not affect the perceived necessity for growth. Expansion can occur within noise and safety standards because airport growth can be accommodated at a new location where the effects on the human population are considerably lower, e.g., on an artificial island off the coast. As far as the global environmental effects of aviation are concerned, it agrees with the preceding policy position: No expansion in the Netherlands will lead to a displacement of pollution elsewhere or even an increase in pollution overall. In other words, whatever happens, the effects of further growth are unavoidable.

B2 Expansion of Civil Aviation Infrastructure as an Unjustified Use of Public Funds

Since the current controversy is polarized, interviewers would expect to find a passionate narrative against airport expansion, and, indeed, the Q analysis strongly confirms this. Policy narrative B2 is B1’s opposite. The same cluster of statements from the Q-sort articulates both narratives. As would be expected in polarization, they treat the same aspects as central, but their assessment of these statements is diametrically opposed. Where B1 claims that infrastructural expansion is a necessity from the perspective of international economic survival, B2 casts serious doubt on the importance of the civil aviation sector for the Dutch economy.

Investing in the expansion of aviation infrastructure is not only unnecessary, it is an unjustified use of scarce public resources. The policy of “The Netherlands, Gateway to Europe” entails costs that are too high in terms of infrastructure and environmental damage, while its socioeconomic
benefits, if real, are fairly low. The capacity problem for Schiphol Airport is not considered real, but rather a self-inflicted difficulty. It is therefore nonsensical, according to this policy narrative, to claim that the current growth of civil aviation somehow forces the Netherlands to expand. Because the benefits of and necessity for expansion are absent, it is much better to refrain from, if not actively resist, accommodating further growth. Much better opportunities for investment are available, such as information and communication technology. These show more economic promise while entailing fewer disadvantages.

C. ECOLOGICAL MODERNIZATION OF THE CIVIL AVIATION SECTOR

The narrative advanced by position C, as in B2, is critical of civil aviation in the Netherlands. But unlike B2, the critical stance does not stem from an assessment of the disadvantages of further growth. Growth or no growth is a secondary issue here. Instead the narrative focuses on the conditions under which civil aviation as a sector and its key industries operate.

Civil aviation is controversial in this narrative because the conditions are absent that would ensure that the sector functions in a sustainable way. A central point in the line of narrative is that the sector has not internalized the real costs of aviation, particularly environmental externalities. This is partly because government treats the sector differently from other branches of industry. Standards for noise pollution and acceptable risks are less stringent than for other industries and there is no levy on kerosene or value-added tax on tickets and related services. There are also hidden subsidies.

The sector needs to take the real costs of its operations into account. When done, this will more or less automatically lead to a sustainable mode of operating. In this way, civil aviation will become more like other sectors, such as the chemical industry, in undergoing what has been called ecological modernization (Hajer 1995). The price structures of air traffic should start to reflect the true costs of aviation. Implementation of a levy on aviation fuel and a value-added tax on tickets is a good starting point, as are upgrading noise and safety standards. According to this policy narrative, what hampers ecological modernization, and what needs critical evaluation, is government’s multiple roles in the civil aviation sector.

D. SUSTAINABLE SOLUTIONS TO A GROWING DEMAND FOR MOBILITY

Narrative D approaches the issue mainly as a problem of the growing demand for mobility; that is, people want to travel more, whatever the means of transportation (land, air, or otherwise). On the one hand, the regional and global environmental problems of civil aviation are deemed severe. On the other, the growing mobility—of which increased air traffic is an important part—is a largely independent development that has proceeded irrespective of government policy to intervene.

Accommodating further growth of mobility, and the demand for it, is less an option than a necessity according to this narrative. Mobility will increase one way or another. At the same time, the narrative underscores the severity of the environmental problems associated with mobility growth. Combining these two elements, leads this narrative to emphasize the search for sustainable solutions to the growing demand for mobility. No other narrative pays so much attention to the need to substitute air traffic with other forms of transportation that have fewer environmental consequences. Also, the narrative calls for “greening” the design and management of the aviation infrastructure needed to accommodate growth.

We are now in a position to determine whether and how these narratives recast the issue. Arguments B1 and B2 reflect the prevailing polarization for or against further growth and infrastructure expansion. Arguments A, C, and D, however, define related but different problems and call for different measures. The analysis indicates that these narratives are relatively independent.6
However, A, C, and D are habitually collapsed into and treated as part and parcel of the positions for or against growth. In that sense, we can qualify them as non-stories. Instead of conflating the non-stories into B1 or B2, the data insist that they can be more sensibly viewed as relatively independent from (indeed orthogonal to) the continuum of for-or-against further growth. For example, three respondents subscribe to both narrative C and B1, while five others subscribe to C and B1’s opposite, B2.

When we contrast B1 and B2—the dominant narratives—with A, C, and D—the non-stories—we get a semiotic square that points to a metanarrative (Figure 18.5).

In opposition to the dominant narratives, it is clear that non-stories do not see the decision on growth as the key issue for policy. To illustrate: Evaluating the costs and benefits of further growth is a non-issue in the ecological modernization argument (C). The argument is chiefly concerned with the conditions under which the civil aviation sector operates and the conditions needed to bring about sustainable development. Whether further growth will occur under these conditions is another question—one that does not need answering—according to this policy argument, since the market will answer it after the fact. Similarly, A and D do not see the decision on the expansion itself as the core issue.

This opposition points to a metanarrative: decouple the expansion decision from the issues articulated by A, C, and D. Give the latter narratives their own policy agendas. This way, whatever the outcome of the expansion decision, the government can still make important advances with regard to A, C, and D. It could, for example, begin to put into place “normal” operating conditions for the civil aviation sector: fuel taxes, enforceable noise standards that actually offer legal protection to citizen, and the dismantling of hidden subsidies. This would cut across the polarized stakeholder positions marked by B1/B2, given that in both camps there is support for A, C and D. And at least as important: Of 38 stakeholder representatives, 13 had stronger affinity with the arguments A, C, or D and the proposals these represent, than with arguments B1 or B2. This means that for them it is more important that action is taken on these issues, than that the expansion decision goes one way or the other.

The neither/nor term of the semiotic square is also a kind of metanarrative, albeit one that is not very amenable to further deliberation and analysis: it argues that there is really nothing to decide. This is the cynical view that some stakeholders ended up with after the arduous deliberative process. They saw the whole ordeal as a ritual. In reality, no political authority would ever stop airport expansion.
IN CONCLUSION

The emergence of narrative policy analysis has been a remarkable innovation within policy analysis. True enough, the identification of metanarratives have not put an end to controversy and polarization in the policy world. It seems unlikely that any product of policy analysis and advice could meet such a test. That said, the method has been able to generate surprising insights and valuable advice, if the recipients of the studies I was involved in are any measure. These insights and advice did not make their work much easier, but it did help them to identify areas where some progress was possible. Marginal progress, some would say. But as policy veterans Neustadt and May (1986, xvii) have said, “Marginal improvement is worth seeking. Indeed, we doubt that there is any other kind.”

In this sense, narrative policy analysis has taken up Majone’s advice on how to “improve the quality of public deliberation” for complex policy problems. “Good policy analysis,” he argues, “[…] provides an intellectual structure for public discourse.” This structuring is especially important “when factual or value premises are moot, when there are no generally accepted criteria of rightness, [because then] the procedure of decision making acquires special significance and cannot be treated as purely instrumental.” The structure needs to “facilitate a wide-ranging dialogue” among the advocates of different views (Majone, 1989, 7, 17, 183).

Narrative policy analysis has not generated a sweeping professional movement, by any stretch of the imagination. However, it did manage to find appeal both within the postempiricist movement, as well as within mainstream policy analysis. Roe’s work has been widely reviewed and cited. On a more personal note, my case study on the expansion of Amsterdam Schiphol Airport managed to receive the Vernon Prize of 2001 for best paper in the Journal of Policy Analysis and Management. Other authors using some form of narrative analysis have managed to get published in the major journals. All this is good news.

The attention given to narrative policy analysis from mainstream—“technocratic,” if you will—policy analysis has raised some eyebrows and attracted suspicion in the postempiricist community. While some may frown on instrumentalism per se—a somewhat paradoxical view for a field that was founded to be exactly that: instrumental to decision making—one can also see this as a crosswalk to get across some of the important messages of the postempiricist agenda.

NOTES

1. For a brief overview of narratology, see: http://www.press.jhu.edu/books/hopkins_guide_to_literary_theory/narratology.html.
2. In the appendix to Narrative Policy Analysis, Roe does offer a methodological elaboration on how “ideally” his approach should be implemented. While he presents an interesting and valid methodological approach that is more specific about the first two steps of the analysis, it does not address our concerns. First of all, the proposed “ideal” method seems unnecessarily restrictive. It is really just one way, and a rather unusual one at that, to operationalize the first two steps. Second, Roe himself applied this ideal procedure in only one of his case studies. Apparently the other were possible without it. This also points to the fact that there are other ways to achieve the same goal.
3. For an excellent general discussion of Q-methodology, see Brown (1980).
4. After calculating the correlations, a centroid factor analysis was performed, which was then rotated according to the varimax principle. The number of extracted factors was limited to four because additional factors did not contribute more than a handful of percentage points to the total explained variance and had negligible statistical significance.
5. The eight themes were: (1) the tension between individual needs and collective interests; (2) accessibility: destinations and connections; (3) using infrastructure: doing more with the same; (4) the environment as a crucial aspect of developing and implementing policy; (5) technology: mobility without drawbacks;
(6) the state and the market; (7) administrative relations: decentralization where possible, centralization where needed; (8) the international dimension of transportation policy.

6. For a full explanation of why these narratives are relatively independent, see Van Eeten (2001, p. 404).
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Part VI

Comparative, Cultural, and Ethical Perspectives
INTRODUCTION

Why do some states adopt seemingly coercive measures to achieve particular policy goals while others rely on voluntary compliance? How significant is a particular regional policy initiative? Do parties in government matter in terms of policy outputs and outcomes? These are the type of questions that are at the heart of comparative public policy research. Comparison, arguably the oldest social science activity in the world, has allowed for the generation of many accounts seeking to explain particular policy developments. Generalizations from comparatively informed research has established the following particular conventional wisdoms:

- The past two decades have been decades of neoliberalism, with the United Kingdom (UK) at the forefront. The widespread adoption of economic and social policy reforms is said to have led to a “regulatory state” (Majone 1997; Moran 2003). One example that is said to be representative of this period of sustained policy change in Britain has been the regulatory reform of the British railways.

- The UK has the “fastest law of the West” (Dunleavy 1995, 60). Largely manufactured by the plurality electoral system, single-party governments can usually rely on stable majorities in parliament and, given the absence of any other powerful and potentially countervailing political institutions, the majority party in the House of Commons is able to form an “elective dictatorship.” Two decades of bureaucratic slimming down and de-hierarchisation have caused the UK to be seen as the political system that is most likely to produce policy failures, if not fiascos (see Dunleavy 1995). One widely used example of such policy pattern has been the 1991 Dangerous Dogs Act, which, for a time, held the dubious title (“awarded” by the UK government’s Better Regulation Task Force) of being a prime example of the knee jerk response type of policy making (see Hood, Baldwin, and Rothstein 2000). Although the 1991 Act received initial cross-party and media support, it was consequently seen as a disproportionate and ill-considered government response to a public outcry after the killing in public of innocent and vulnerable people by dogs deemed particularly aggressive.

- To achieve desired outputs, credible commitment of the regulatory framework is necessary. In situations where private investors cannot be sure of the motivations of the government, and therefore fear expropriation, governments need to develop devices to signal credible commitment in order to attract investment. For Levy and Spiller (1994), the story of designing credible regulatory mechanisms lies at the heart of the success story of Jamaican telecommunications over the past decade or so. According to their account, without a system that minimized the discretion of national administrative and political actors via a licensing regime, investment by the incumbent, Cable & Wireless, in the expansion of the telecommunications network would not have been achieved.

So far, so normal. All three stories seem to perform to type, in terms of following the usual interests of public policy analysis in explaining policy developments and in terms of concerns such as “party matters” or “institutions matter.” Similar accounts could have been developed for other
countries, for example the *Rechtsstaat* and gridlock nature that is said to dominate policy making in Germany or the supposedly statist instincts that allegedly characterise policy making in France. Is, therefore, the confirmation of stereotypes all that comparative public policy can contribute to our understanding of public policy? Let us consider three qualifications to the above stories:

- If vertical separation is regarded as the indicator of neoliberalism that was present in the British administration when the British Railways Act 1993 was adopted and which led to the adoption of a vertical separation between infrastructure and operational services as well as to large-scale organizational privatization and fragmentation (and a public subsidy regime relying on franchising), then it should not be expected that other countries would follow a similar path at the same time. However, Sweden had already separated its infrastructure and services in the late 1980s and Germany, at the same time as the UK, also separated infrastructure from its railway operational services—although both Sweden and Germany opted for different ownership and wider structural solutions as well as different pricing regimes. These similarities could also not be blamed on EU-related processes ("Europeanisation"), as the relevant Directive (91/440) only required a separation in accounting terms and was applicable to cross-border services (which was irrelevant for Britain as it did not have a trans-jurisdictional railway line in the early 1990s) (Lodge 2002; 2003).

- The UK was far from being the only country to respond to dog-related fatal incidents with a breed-based policy approach that assumed particular types and breeds of dogs to be specifically and inherently aggressive. The breed-based approach that usually placed particular restrictions on American pit bulls and American Staffordshire Terriers flourished in the early and late 1990s, as well as in the first decade of the twenty-first century across (Western) Europe and other countries (including Trinidad, various counties in the United States, and a number of provinces in Canada, with some variations across states and subnational states). The UK was part of a first wave of countries (including Scandinavian countries, Ireland, and the Netherlands) to adopt breed-based dangerous dog legislation. Some Länder in Germany also sought to adopt breed-based provisions in the early 1990s, but failed because of challenges in the administrative courts. But it was not only the content of the legislation that was similar across states. In terms of response time, the UK was far from being the frontrunner in the race for the fastest law of the West. In 2000, when a dog incident in Hamburg involving the killing of a young boy caused German Länder to respond with legislative or regulatory measures, their reaction time was faster than the UK in the 1991 episode and their responses were far from coordinated (as one would have expected from that country’s implicit policy norm to aspire toward legal harmonization) (see Lodge and Hood 2002; Hood and Lodge 2005; Hood, Rothstein, and Baldwin 2001).

- If credible commitment in terms of a nondiscretionary licensing regime was so important for the development of Jamaican telecommunications from the late 1980s, then why did the Jamaican government during the 1990s manage to challenge the initial licensing regime by facilitating rival operators (such as Voice over Internet), committing itself to liberalization and competition in international forums (i.e., the WTO) and by establishing, in a consensual agreement with the incumbent, a far more discretionary regime in 2000. More significantly, Jamaica did not appear to pay a penalty in terms of lower investment and thus decelerating network expansion. Such a claim is inherently difficult to make given the absence of counterfactuals, however, network expansion did not decrease, but increased continuously. In fact, compared to other English-speaking Caribbean island states, the Jamaican performance looks even more impressive—especially as Barbados and Trinidad and Tobago are usually thought of as having more credible political institutions than Jamaica (admittedly, Barbados and Trinidad and Tobago started from more advanced positions in terms of network expansion) (Lodge and Stirton 2005, 176; 2002). Why, despite doing everything that went *against* the prescriptions of Levy and
Spiller (and the World Bank) did Jamaica achieve such an extent of network expansion that outperformed both Barbados and Trinidad (see Stirton and Lodge 2003)?

These cases are hardly representative of the enormous field of studies that could be defined as falling under the comparative public policy label (instead, they are unrepresentative not only because they (1) are largely biographical and (2) originate in only one subdomain of comparative public policy, regulation). However, they seek to be representative of two central objectives of comparative public policy: comparative public policy is inherently about seeking to establish what accounts for the observed patterns in public policy. In addition, as illustrated by the three episodes briefly illustrated above, comparative public policy is also about questioning stereotypes by exploring somewhat paradoxical or counterintuitive developments (see also Castles 1989).

Although these two purposes of comparative public policy research may appear largely uncontroversial, how different literatures have sought to go about such endeavours has led to considerable diversity, in terms of research methodology, questions explored and policy domains investigated. In many ways, therefore, trying to identify the core of comparative public policy somewhat resembles the quest for a mystical essence. As with any religious and quasi-religious entity, searches for divinities encourage the emergence of diverse social movements that advocate particular roads to salvation. The search for the essence of comparative public policy is further complicated by many studies not accepting the comparative public policy label. Therefore, any search for the essence of comparative public policy as a practice rather than as a common label needs to move across different academic disciplines and departments, ranging from social policy (and education), political science, sociology, and law to economics. Given the extent of studies that could be broadly defined as comparative public policy, this chapter seeks to narrow the search for the essence of comparative public policy in three stages. First, this chapter takes a broad view as to what roughly constitutes comparative public policy. Second, it turns to the standard approaches in the study of comparative public policy and then considers diverse fields in which comparative public policy has developed. The conclusion considers whether there is more to comparative public policy than a broad label. Given the width and breadth of the literature, this chapter can only attempt to survey some trends, without any claim toward covering the literature in any comprehensive manner.

WHAT IS COMPARATIVE PUBLIC POLICY?

In order to begin the quest for the discovery of an essence of comparative public policy, this section considers issues of the logic and methods of comparative public policy research before considering whether there are any natural limits as to what comparative public policy constitutes. It is argued that comparison is largely driven by a joint logic, but not necessarily a common method, while the subject of public policy is arguably a matter of definitional boundary-drawing as to what constitutes a state activity.

As already noted, the logic of comparative public policy is driven by the search for determinants of public policy. Increasing the number of observations provides inbuilt control against assuming particular patterns. It hardly needs stating that comparison is at the heart of any endeavour that makes this discipline a social science: in the light of the inability to conduct real experiments, comparing across time, states or sectors offers one way to explore and evaluate patterns of state intervention in order to identify and isolate variables. In short, we compare to draw inferences. The logic of comparison allows the analysis, as Francis Castles notes (1989, 4), to move beyond the overparticularistic (in the form of a single event history) and the overgeneralized (in the sense of grand narratives). In addition, there is hardly disagreement that without a shared commitment toward appropriate research design issues (see, for example, Keman 1999), comparison is meaningless, in terms of cumulating knowledge for academic knowledge and of providing policy makers with
potential lessons about policy experiences elsewhere. Thus, questions of, for example, choosing cases, observations (and number of observations), and domains (what we compare) are central to any endeavour that seeks to fall under the comparative public policy label.

However, what the appropriate tools of the comparative method represent is controversial. Without seeking to develop an argument about comparative research methodology (see Geddes 2003; Rueschemeyer 2003; Munck 2004; McKeown 2004; also Whitehead 2002, chapter 8; for a critical approach, see Fischer 2003), among the methods for conducting comparative public policy, large-n type studies, for example, comparing different “family of nations” (Castles 1998) have been particularly prominent. They have offered approximations of different national welfare state developments, pointed to interesting paradoxes and put many myths to rest (such as those of “convergence” and “races to the bottom,” see Castles 2004). Studies that utilize cross-national aggregate data across a larger number of countries, have been crucial in terms of establishing insights as to what factors (or variables) are associated with commonalities and differences across states, domains and time periods. Regardless of the attraction of statistical methods in establishing some form of robust insight that moves beyond that of anecdote, the insights produced by these methods should nevertheless be regarded with considerable caution, given the (mostly inevitable) reliance on officially produced data. In many ways, students of comparative public policy have been studying what states, international organizations or non-governmental organizations, such as Transparency International, allow (or want) them to study (by producing particular data sets) in ways determined by research methodologies that fulfil particular understandings of appropriate (statistical) methods (see also Castles 1989, 5).

Relying on broad indicators statistical association comes, of course, at the price of detailed understanding of why particular choices were taken at specific times (for example, those studies interested in the various stages of the policy cycle, see chapter 4 in this volume). Thus, different methods of comparison have dominated the study of different definitions of policy, such as whether policy is defined as an output, outcome, content, or style. Even if similarities can be established at more than just the superficial level, these similarities may hide substantial variation in motives: history is littered with examples of similar policy options being adopted for opposite reasons. What may appear at one level as similar patterns may reveal itself as immensely distinct at another level.

Thus, talking about comparative public policy should be seen as a commitment to a particular logic of doing research, namely a commitment to the systematic investigation across states, domains and time, not a particular method in terms of research strategies and instruments. As a consequence, small-n, qualitative studies have a role to play in advancing our understanding of public policy, and this also includes appropriately framed single-n studies (see Gering 2004). Considerable efforts have been made to generate substantial insights from small-n studies, by trying to increase the number of observations. One example of such a strategy has been the explicit use of cross-country and cross-sectoral approaches and careful case selection (see Levi-Faur 2004, building on Vogel 1996).

Despite a largely common interest in the comparative logic, there are also questions as to what the public policies are that comparative public policy is interested in; for example, studies of dangerous dogs regulation may not necessarily be regarded by some as being of equal standing when compared to the study of welfare state expenditures. The study of public policies is, however, the study of state intervention in social life, or, put differently, the study of the interaction between the state and its subjects, whether it relates to welfare state expenditure, utility regulation, or policies regarding dogs.

In addition, the past two decades have witnessed two particularly prominent trends that challenge the centrality of the state in the study of public policy; first, the study of interaction effects between international and supranational regimes, in particular the European Union and its member states, and second, a greater sensitivity toward the fact that many public policies are executed at the wider societal level leading to a greater interest in the interorganizational relationships within the economy. While some countries have traditionally relied on third-sector welfare provision,
Comparative Public Policy developments such as privatisation as well as a greater interest in relationships within the economy have led to an increase in the societal localities of public policies. If, therefore, public policy has traditionally been interested in the diverse ways in which the state did things, labels such as political economy point to a more extensive understanding of what public policy is about—namely about how economic activity is shaped by relations among societal actors themselves; an extension to public policy that could be regarded as pointing to the continuous and indirect attempts at expanding the tactics of government into further domains of social life.

The notion of Staatsaufgabe (as utilized by Grimm, 1996) points to these changing trends in the delivery and organization of particular public policies. Staatsaufgabe translates badly into English as it defines both activity as well as obligation. If we consider the study of comparative public policy in the sense of state activities, there may some grounds to suggest that the field should be focused on those areas where the state (however defined and operationalized) does things to its subjects (in the coercive or liberating sense). However, if we take the wider definition in terms of state obligations, comparative public policy can be understood in terms of the beyond the state areas as well, namely all those domains where the state’ is somehow expected to bear responsibility for outputs and outcomes. In an age where distinctions between private and public are in any case difficult to draw (and have encouraged the inflationary use of the word governance), where there is at least a greater prominence of private actors taking on regulatory functions (such as credit card companies in Internet gambling) and where national autonomy is said to be severely constrained by international commitments or dynamics, it makes sense to follow the second definition rather than the first—with implications on the choice of policy domain and type of research methodology.

Thus, comparative public policy is united in its search for explanations of observed patterns of state activities, using, most prominetly, cross-national, but also cross-time, and cross-sectoral analysis. It is this logic of comparing that allows us to speak of comparative public policy—exploring puzzles enhances our understanding of the persuasiveness of explanations that may be widely held, but may rely on less solid foundations. In all other respects, a definition of comparative public policy is necessarily marred by controversy in terms of methodological issues as well as diversity in terms of domains investigated.

WHAT ARE THE QUESTIONS OF COMPARATIVE PUBLIC POLICY?

Traditionally, comparative public policy accounts have drawn on a number of core questions and literatures. These core questions relate to an interest into the degree and nature of political units’ responsiveness to external challenges. For convenience, these can be separated into three distinct analytical approaches, with further subdivisions in each approach respectively (without claiming to establish a mutually exclusive or fully exhaustive list). These three broad approaches toward accounting for public policy trends in comparative perspective are labeled here habitat, responsive government, and institutions. The first two point to external sources shaping government policies, whereas the latter highlights the importance of internal factors. The rest of this section considers each of these three broad approaches in turn.

Habitat-based accounts stress the importance of socio-economic factors in shaping public policies, whether in terms of economic structure or in terms of exposure to particular industrial production method. Thus, policy developments are said to be particularly evident at certain levels of economic development (however measured), leading to convergence. Among the key claims of the literature stressing socio-economic determinants has been the shift in the developed world toward post-Fordism. In the light of increasing individualization of modes of production and life-styles, welfare states as well as other form of collective policy provision are said to be facing particular problems: the individualization of social experiences makes universal welfare coverage, as well as
easy tax collection, problematic. In addition, given the coverage of the basic societal needs, they encourage the growth of an anti-tax electoral constituency that opposes (collectivist) redistribution.

The degree of openness of national economies is often seen as crucial for explaining policy patterns, in particular in terms of available rents for politically motivated redistribution to constituencies. In other words, the more open the economy (or a particular economic sector), the more difficult it is for states to engage in corruption or other forms of predatory behavior, given likely penalties for such behavior on international markets (assuming, of course, the portability of the factors of production). Finally, the internationalization of the economy is said to expose national states to similar challenges which are, however, met by different degrees of distress and opportunity structures for incurring policy change, given institutional differences (see Scharpf 2000). These challenges of internationalization are particularly stark in areas where national states have lost their national economic border control—for example, in the European Union, the mutual recognition principle places the European Court of Justice as final arbiter as to what constitutes legitimate trade barriers (as defined in treaties). At the same time, it should be recognized that the contemporary interest in internationalization is merely a continuation in the interest in the viability of particular policy approaches given changing environmental conditions (in the case of taxation, see Hood 1994, 116–22).

Accounts that broadly fall under the responsive government label point to the different ways in which governments respond to external pressure for change. Governments take some form of opinion as a “thermostat” (see Wlezien 1995; Taylor-Gooby 1985) and respond by seeking to establish congruence between public demands and policy outputs. Although it is a basic premise of liberal democracy that governments should be responsive to the wider electorate, different sources of such responsiveness can be distinguished. First, in the pure form of responsive government, policies are seen as emerging as a response to public salience. Thus, a majority anti-tax coalition in the wider electorate is said to encourage long-term shifts toward a different policy-mix on inflation and acceptable unemployment levels. Elsewhere, public opinion responsive government is regarded as outright bad, for example in the area of risk regulation where criticism focuses on political knee jerk responses to short-lived moral panics following high visibility incidents (see Breyer 1992; Sunstein 2003).

Second, and arguably representing the most well-established research tradition in comparative public policy, is the “do parties matter” question. Research in this tradition traditionally focuses on macro-economic policy trends under left- and right-of center parties (Hibbs 1977; Castles 1982; Blais et al. 1996; Berry and Lowry 1987) or on whether party manifestos have an impact on eventual government policy (Laver et al. 2003). With regard to the former, there has been only limited evidence, for example, Richard Rose over two decades ago stressed that inheritance outweighed any form of marginal change parties in government could make (Rose 1990). Others point to changes at the margins that provide clear evidence of partisan preferences (e.g., in taxation, see Steinmo 1993, 145–54). With regard to research on the impact of party manifestos, there has been considerable evidence that points to an association between manifesto commitments and subsequent government policies (Laver et al. 2003; Budge et al. 1987; Laver and Budge 1992).

Third, according to the seminal work by George Stigler regulation is “as a rule […] acquired by the industry and is designed and operated primarily for its benefit” (Stigler 1971, 3). Although this universal law-like statement has been modified over time (by friends and foes of this so-called economic theory of regulation, see Wilson 1980; Peltzman 1976 and 1989; Keeler 1989), it nevertheless points to the well-established tradition in political science that stresses to the importance of special interests in the development of public policies, across sectors and states. Similar interest, although based on a very different research approach, is related to the literature in policy networks and its claims about the importance of the features of the policy network (such as the distinction between issue networks and policy communities). Other types of special interests are “advocacy coalitions” (Sabatier 1988) and other forms of coalitions of various organizations and individuals.
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united by common policy belief systems (such as epistemic communities)—these accounts to some extent also relate to literatures that attach causality to ideas themselves.

Turning finally to institutions, it has become a platitude over the past two decades to declare that “institutions matter” and that policies are “path dependent” (see Pierson 2000a). Such an interest in the institutions was partly a result of the absence of similar responses by different political systems to similar external inputs or shocks. Thus, comparative public policy accounts have explored why certain developed states survived the years of economic stagnation in the 1970s in better shape than others (see Scharpf 1991). Similarly, as the three examples at the outset of this chapter noted, political institutions came to be associated with different degrees of responsiveness in terms of policy bandwagons (such as privatization of publicly owned utility companies). And as already noted above, internationalization and universal budgetary constraints caused different degrees of adaptation pressure on national systems—partly challenging those recipes of success of the 1970s.

Whatever stripe of institutionalism one chooses to be associated with, three distinct institutional impacts are particularly noteworthy when it comes to comparative public policy. The first is that “nations matter”—in the sense that there are particular “national styles” (emerging from an interaction between informal norms and formal institutions, Richardson et al. 1982) or that broad formal policy system factors impact on how systems respond to various policy challenges—either at the level of macro-institutional political system features, such as rules concerning electoral systems or federalism, or at more meso-level institutional mechanisms, such as the so-called politico-institutional nexus, interaction patterns between state and societal groups (see Hall 1986) or the rules and loci of decision making (Steinmo 1993). In contrast, others stress the importance of “sectors” or policy domains—pointing to distinct sectoral characteristics that pose distinct challenges to policy makers. Following this dichotomy, comparative research has increasingly utilized these two approaches for their investigation (e.g., using two policy domains in two states to explore which “logic,” the national or the sectoral, seems to dominate).

In contrast, less attention in comparative public policy research has been paid to the idea that “policies are their own cause” and that they “self-destruct” (see Hood 1994, 13–17). According to this argument, any intervention triggers responses that provoke further self-stimulating responses (Wildavsky 1980, 62–85), while environmental reactions and wider changes reduce the effectiveness (or even reverse) of the chosen policy instruments (e.g., free meals for school children instituted during times of malnutrition being carried forward in times of widespread obesity). In addition, such issues also point to different accounts regarding sources of policy change (see below). In contrast to the approaches explored earlier, this idea about how institutions matter has been far less widely explored, especially in comparative perspective.

The above section is by no means comprehensive, and, in many cases, the different approaches overlap and are used in a complementary fashion. Nevertheless, they highlight a relatively concentrated interest in broadly similar questions. In this sense of certain questions dominating academic attention, something called “comparative public policy” seems to exist.

DOMAINS OF COMPARATIVE PUBLIC POLICY

If public policy is about what states do (directly and indirectly) to us, its subjects, then we are confronted by a large number of different types of state intervention and tools—from before the cradle to beyond the grave. Among the many ways to classify comparative public policy literatures, the following categorizes these literatures according to their dominant policy instrument, or tool. An adaptation of Christopher Hood’s typology of Nodality, Authority, Treasure and Organisation (or NATO; see Hood 1983, chapter 1) allows for one particular way of classifying different lines of enquiry that are associated with comparative public policy while also moving beyond a mere
listing of literatures in terms of subject or chronological ordering. Nevertheless, this choice of
breath comes at the expense of depth and comprehensiveness. Table 19.1 provides an overview of
the ways in which different comparative public policy literatures can be organized according to the
NATO scheme (organized in Table 19.1 according to the degree of direct resource depleteability
on the horizontal dimension (nodality and authority scoring low) and the degree of constraint on
the “target” on the vertical dimension (with the use of treasure and nodality being generally more
discretionary than the application of organization or authority; Hood 1983, 145). The rest of this
section surveys these different literatures. While clearly not being able to do justice to the breadth
and depth of these literatures, this highly selective survey points to some recurring themes across
these different literatures which relate to common questions, as noted above.

**Nodality** focuses on the way in which governments “traffic in information” (Hood 1983, 4).
Governments require the provision of information for the development of policy responses and they
are engaged in the dissemination of information (occupying, for example, large shares of national
advertisement markets). Such activities range from at-large and bespoke forms of propaganda en-
couraging regime or party-in-government support to particular health advice (smoking kills), food
health warnings or education (national curricula for schools). At the information receiving end,
governments have traditionally taken great care in receiving reports, taking notice and registering
individuals and activities. Arguably, the rise of an “audit society” (Power 1997) points to an extension
of tactics of government in order to both extend its knowledge about certain activities and influence
ever more activities—with all their intended and, arguably, more significantly (in their extent and
their potential impact on social systems), unintended consequences. While not necessarily taking
up the implications of the “audit society” thesis, the interest in new modes of governance, such
as benchmarking and target setting has been of considerable degree of attention in a diversity of
literatures (e.g., on the EU’s open method of co-ordination or the growth of certification schemes
instead of regulation for the classification of goods).

Related, there has been a recent resurgence in interest in how governments learn and how poli-
cies get transferred from one place to another (Rose 1993, 2004; Dolowitz and Marsh 1996, 2004;
James and Lodge 2003). These accounts, seeking to explore lesson-drawing and policy transfer
connect to a wider and well-established literature that has explored the transfer of institutions to
post-colonial and developing countries (Jacoby 2000, chapter 1). While these earlier studies (linked
to some extent to the ambitions of the comparative public administration movement of the immedi-
ate post-Second World War period) linked the learning about and transferring of public policies to
stages in economic development, later studies have highlighted the importance of partisan prefer-
ces for selective learning as well as institutional processes, for example, ranging from explanations
why particular policy templates are regarded as more appropriate than others (Lodge 2003), claims
regarding the “fungibility” of particular policies due to their institutional complexity or close fit
with a specific environment (Rose 1993) to arguments pointing to the inevitability of encouraging

### Table 19.1

<table>
<thead>
<tr>
<th>Treasure</th>
<th>Nodality</th>
</tr>
</thead>
</table>
| Interest in how governmen-
  t raise and spend money   | Interest in how governmen-
  t acquire knowledge or use|
| *Literatures:* Taxation   | information to affect     |
| and Welfare State spend- | behavior                  |
| ing, total public         | *Literatures:* Policy     |
| expenditure               | transfer & learning;     |
|                           | government information    |

<table>
<thead>
<tr>
<th>Organization</th>
<th>Authority</th>
</tr>
</thead>
</table>
| Interest in how governmen-
  t directly organize their |
| own architecture or      | Interest in how governmen-
  directly provide services| t use authority           |
| *Literatures:* public    | *Literatures:* Regulation |
| management policy change,| of societal actors         |
| privatization             |                            |
‘irritant’ rather than straightforward accept/reject responses as may be assumed when using the term policy transplants (Teubner 1998).

Authority is defined as the use of legal or official power to “determine” (Hood 1983, 5), in the “allowing” and “forbidding” sense. Regulation combines interests of numerous social science disciplines, ranging from economics, political science, socio-legal studies and sociology to “black letter” law (i.e., generally known principles of law thought to be free of doubt or contention). And in many ways, the study of regulation has explored questions that characterise the study of public policy (such as noted above), for examples, questions concerning commonalities and differences in regulatory objectives as well as their change, the comparison of institutional architectures (especially the supposed growth of quasi-independent regulatory agencies in Europe and elsewhere) or the comparative study of enforcement practices, especially with regard to environmental regulation (Vogel 1988).

While very much encouraged by the rise of the regulatory state (Majone 1997), studies of authority go back in time, even outside the United States where, arguably, a regulatory state has been part of the institutional furniture since at least the beginning of the twentieth century (Skowronek 1992). For example, the evolution of regulation in nineteenth-century Britain (in particular relating to railways) generated a literature on “the growth of the state” (see MacDonagh 1958; Parris 1960). Turning to the studies interested in comparative regulatory change in the past two or three decades, there has been some attempt at explicit comparative work, usually relying on either cross-national and historical analysis of a single domain (Thatcher 1999; Lodge 2002) or cross-domain analysis in a single country (see Hood et al. 2001). Some studies have moved toward an explicit “across-country, across-domain” approach (see Vogel 1996; Levi-Faur 2004; Lodge and Stirton 2005). In addition, while for some the emergence of regulatory institutions is a phenomena best studied as part of an international diffusion process (at a large-n level: Levi-Faur 2003), more limited comparative analysis also points to increasing similarities across countries, even though they may have arrived at these similar points via diverse routes. If countries with very different political and economic institutions are diagnosed to arrive at similar points in terms of institutional arrangements, such as in telecommunications (Thatcher 2004) or dangerous dogs regulation (see Hood and Lodge 2005), then institutions therefore, at least to some extent, don’t seem to matter. However, taking a more fine-grained institutional analysis points to ongoing significant differences in regulatory approaches and institutions that reflect particular constellations at particular conjunctures as well as more long-standing assumptions and norms (Döhler 2002).

As already noted, in other areas of studies regarding authority (or regulation) there has been substantial interest in different ways of enforcement—see for example Vogel’s seminal study regarding enforcement in environmental regulation that pointed to the importance of national legal traditions (Vogel 1986). At the same time, regulation is hardly the only way in which states utilize authority. One key area of, arguably, growing interest has been immigration and states’ attempts at classifying immigrant populations (see King 1999, 97–134; Joppke 1999).

Treasure is defined here as the receipt and the expenditure of monetary resources. In many ways, the accounting for different expenditure patterns as part of welfare state programs—in combination with differences in organization of the welfare state—have been at the forefront of the comparative public policy literature, highlighting the existence of different types of welfare state families, as well as the well-established “do parties matter” accounts that stress the importance of public expenditures for attempts at securing re-election.

Taxation has been one of the key areas of contemporary public policy, whether in terms of the impact of partisan governments (Steinmo 1993, 2003; Rose and Karran 1987), the strategic incentives of rulers (see Levi 1988), the interaction between state and domestic elites (Lieberman 2003), or the differential impact of international competition on domestic tax rates (Ganghof 2000; Kemmerling 2005; Kato 2003). Similarly, there have been attempts to establish families of tax states (relying on different degrees of direct and indirect taxation, see Peters 1991). Arguably, a habitat of emerging
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technologies that allow for relatively costless monitoring of monetary exchange as well as growing voter resistance to direct (or, in other words, visible forms of) taxation, has encouraged a move toward indirect taxation, such as taxes on consumption. At the same time, certain types of tax are likely to be related to different types of technologies. For example, the difficulty of controlling Internet gambling has led to credit card companies acting as gatekeepers to control such activities.

Similar to the questions to what extent states are able to tax (or, rather, what sorts of activities it is able to tax), considerable (and, in comparison to tax, considerably more) attention has been paid to the question whether states can still spend in times of perceived fiscal constraint, due to government debt, international commitments, such as the budgetary and fiscal rules shaping the European single currency, or pressures on social budgets (especially pensions), due to changing demographics. The literature has therefore partly moved beyond questions as to whether there is a universal “race to the bottom” (answer: no) or whether “parties matter” (it depends, see Garrett 1998; Iversen 1999) to the study of institutional factors in shaping the ways in which governments seek to retrench in the light of their institutional commitments and path dependencies (Pierson 2000b; Hopkin and Blyth 2004), seeking to explore why members of similar welfare state families respond in different ways (Bechberger 2005). In many ways, the interest in the “treasure” activities of national states has been at the heart of the comparative public policy literature, partly because of the existence of hard data that suited statistical treatment, partly because of the extension of the welfare state in the post-Second World War. It allowed for many crucial debates in comparative public policy, such as debates whether and why governments grow or whether political business cycles exist (Alesina, Roubini, and Cohen 1997). Given budgetary constraints and long-term demographic changes, the study of “treasure,” especially of the effecting type (i.e., expenditure), remains one core activity of those studies that fall under the comparative public policy label.

Organization is defined by the possession of capacity to mobilize people or rely on buildings, land or equipment directly without reliance on negotiations with third parties (see Hood 1983, 6). The study of direct action in comparative perspective has widely taken place within a single country, but much less in cross-national context Nevertheless, if one accepts that administrative reform policies can be regarded as public policies that the state does to itself and, more importantly, therefore affects its subjects, then the boom industry in cross-national accounts of administrative change (often labeled “public management”) in the past two decades can be counted as a central part of contemporary comparative public policy studies. For example, Michael Barzelay employs the notion of public management policy change in order to apply a Kingdon-type approach (with some added ingredients) toward comparative case study research (see Barzelay 2001, 2003; Kingdon 1995). In contrast, Christopher Pollitt and Gert Bouckaert offer a more historical institutionalist narrative of comparative administrative reform (Pollitt and Bouckaert 2004).

Comparison is very much at the heart of studies of the changes in the organization of the state itself in that authors identify different degrees (of comprehensiveness) of change and seek to explore different reform trajectories. Outright comparison has proven more difficult, partly given difficulties in measuring the extent of administrative reform even at the broadest level, given the need to take different institutional starting positions into account as well as different cultures. Nevertheless, broad comparison across countries throws up central puzzles, both at the level of medium-sized samples and small-n comparisons. For example, claims that extensive administrative reform policies seem to have been an “English-speaking disease” in that countries such as New Zealand, Australia, and the United Kingdom (although to a lesser extent in its Northern Irish part) were far ahead in terms of extent and speed of administrative reform over the course of the past two decades face problems given the extensive reforms that took place in Sweden at the same time and the absence of any major administrative reform beyond the level of announcements in the United States. Similarly, issues such as party in government or economic well-being seem not to be associated with the extent of administrative reform. With diagnosed policy developments not fitting the standard public policy accounts, comparing organizations at the level of administrative reform has maintained an
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inherently institutionalist flavor in the sense of describing national and subnational changes—even when trying to force a common narrative onto different case studies that highlight the role of particular policy entrepreneurs, issue framing, and other mechanisms (see Barzelay 2003 and further contributions in that special issue of International Public Management Journal). Administrative reform seems largely a matter of motive and opportunity for political and administrative actors set within particular institutional constellations.

While comparison of administrative reform “at large” (in the sense of broad administrative reform movements) has largely remained at the level of stressing the institutional distinctiveness of national experiences, the analysis of more specific issues in administrative policy challenges stereotypes regarding ‘path dependency’ of particular countries or policy domains. For example, the UK and Germany (at the federal level) are often regarded as being on opposite ends of the spectrum when it comes to the extent and speed of the introduction of managerial reforms into government processes. However, when focusing on the issue of competency, Germany seemed to be thinking of competency in the 1980s (but then forgetting about it in the wake of unification until the late 1990s), whereas the UK senior civil service only discovered competency in the early 1990s (see Hood and Lodge 2004).

Related, the past two decades have witnessed the shift in many developed and developing countries from the direct public service provision by the state to the delivery of these services through (often regulated) private providers. One particular prominent area has been the literature on the privatization of state-owned enterprises, in particular in the area of utilities, such as telecommunications. Such changes in organization are notable, if alone for the fact that Max Weber defined the railways and the telegraph as defining features of the occidental state over a century ago.

The above classification and overview of the literature is hardly exhaustive and is likely to generate substantial criticism for its incompleteness. This section’s main purpose was to highlight the key domains in which comparative public policy literatures have evolved. Regardless of the differentiation in terms of activities, there is a distinct commitment toward raising similar questions, suggesting that there remains something at the heart of comparative public policy that makes it identifiable, namely the type of questions it asks. Certain literatures do not easily fit into any of the four categories—and in many cases, even the above-mentioned literatures often stretch across different areas. For example, the study of regulation often involves the study of organization (such as regulatory institutions and questions of ownership). More generally, key areas in the comparative public policy literature stretch across numerous, if not all, four types of activities. For example, “varieties of capitalism” accounts (see Hall and Soskice 2001) cut across a number of different types of activities and policy instruments, ranging from cross-national expenditure patterns, the organization of particular forms of relationships (in the economy) to the impact of legal instruments on the wider system of law. The “varieties of capitalism” literature also highlights the importance for the analysis to move beyond the state into the institutions that govern the relationships within the market.

Classifying writings on comparative public policy according to NATO points to the difficulty of assessing any claims concerning big government. The usual measures of big government—expenditures—have hardly witnessed a universal cut despite the contemporary emphasis on containment. However, how to measure the size of government activity becomes even more difficult when trying to assess the combined effect of other types of policy instruments, such as those of information or authority. For example, one of the attractions of using regulation is the shift of compliance costs to (largely) private parties, whereas a simple reliance on rule-making is relatively costless (apart from the production costs of writing the rule).

Finally, taking a NATO perspective allows the analysis to move toward an assessment whether there have been some larger trends in the evolution of state activities. Indeed, as Hood (1983, 154–63) noted over two decades ago, we may be witnessing a return to an age that is less characterized by checkbook government than by regulatory government that largely relies on authority.
In contrast, some may point to the growth of media-management within central government as one indicator of government via information (in fact, some argue that certification schemes rather than a reliance on regulation point to a move away from authority to nodality). However, just as there are potential difficulties in putting the ruler over the size of the regulatory state in terms of extent of rules and their cost (and benefits), any attempt at trying to “metrify” government by information is also limited, especially in comparative perspective, for example because of differences in political-media relations.

CONCLUSION

At the outset, it was noted that comparative public policy appeared in many different guises. The purpose of this chapter was to discover whether there was anything that unified studies that (explicitly or implicitly) carried the comparative public policy label. One key risk of the ever-differentiating analysis of public policies, across existing disciplines and newly forming fields, is that unifying themes are lost in the variety of different languages that emerge with each academic subfield. Similarly, the risk is the different subfields have differentiated to such an extent that they no longer communicate to each other even if they ask similar questions and share research interests.

This chapter has sought to identify an essence in comparative public policy in three respects. It has been argued that there are certain elements that unite comparative public policy, namely a shared commitment toward the logic of comparison and a broad interest in asking related questions. At the heart of the academic study of comparative public policy in all its fields and methods is the interest in exploring the determinants for state action—and such exploration requires a willingness to move beyond description to explore puzzles and challenge received wisdom, as the three brief examples noted at the outset.

In terms of active engagement with the world of practicing public policy, comparative public policy plays a distinctive role. In a world, where Herbert Simon’s complaint regarding the prominence of “proverbs in administration” (1946) still holds true, the role of comparative public policy is to inform and challenge national developments and arguments. While appropriate comparison is likely to add information to the policy-making process and allows for a critical estimation as to the extent and nature of contemporary policy developments, contemporary comparative public policy analysis should nevertheless seek to avoid falling into the “what works” trap. Drawing lessons for application, especially in partisan contexts where short-term interests dominate, is most likely to lead to unintended and unforeseen irritation effects. Instead, comparative public policy is most likely to contribute to the intelligence of decision making by critically assessing any proclamation of national innovation in public policy and by pointing to and exploring comparative experiences that move beyond the casual anecdote. Comparative public policy, therefore, is hardly the divinity that through its questions and empirical investigations is going to lead to the nirvana of well-functioning state interventions (potentially it is more likely to represent the role of the chorus in ancient Greek tragedies), but its essence is that of critical and continuous questioning, not more, but, more importantly, not less.
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1 INTRODUCTION: CULTURE MATTERS IN PUBLIC POLICY

More than ever before, in our late or postmodern condition of civil societies and polities, governance implies the active creation of shared, or, at least, congruent political and policy frameworks. For policy analysis this means that culture matters. The challenge is to intelligently and creatively cope with pluralism and diversity. One important way of doing this is develop a kind of policy analysis that pays attention to cultural differences more than current practice, which frequently violates even existing precepts to take culture into account. This is by no means easy, for it takes some counter-intuitive assumptions to see that the proposal makes sense. After all, from a cultural perspective, public policy making appears to invent and impose a unitary, supposedly consensual governance culture on the many different cultures “out there” in society (Van Gunsteren 2002). Yet, taking cultural difference seriously and making it an ally instead of an enemy is the only sensible response for a policy analysis profession in tune with its times. The thesis of this chapter is that we need grid-group cultural theory to do a better policy analytic job. Group-grid cultural theory speeds up and facilitates acting on precepts already in the toolkit of analysts; and it suggests a couple of new ones. In a sentence, applied cultural theory offers the policy analyst an approach to his job, responsive to the needs of modern governance systems.

Given this justification for the need of a culturalist approach, the central question of this chapter is, What, if any, is the contribution of group-grid cultural theory for the analysis of public policy? In section 2, I will first provide a very concise overview of cultural theory, limited to what is minimally necessary for understanding the possibilities for application in policy analysis. Next, in section 3, I show how group-grid cultural theory can be used as a tool to enrich policy analysis as conventionally understood. It is demonstrated (in section 3.1.) how group-grid cultural theory is used in the analysis of basic value orientations and institutional implications of policy discourses and elite policy belief systems; (in section 3.2.) how it may be used in spotting overlooked options and constructing productive hybrid policy alternatives in policy brokerage and policy design; and (in section 3.3.) how it helps in predicting side effects and intelligent policy learning. Yet, its most important contribution (demonstrated in section 3.4.) is in facilitating frame reflection in problem structuring. More particularly, paraphrasing one of Wildavsky’s aphorisms, an inch of group-grid cultural theory gives scholars and practitioners miles of frame-reflective policy analysis.

2 WHAT IS GROUP-GRID CULTURAL THEORY?

Within a culturalist approach, one may distinguish between the attitudinal and the inclusive approach. The attitudinal approaches, like the civic culture (e.g., in Almond and Verba 1963) and (post)materialist culture traditions in political science (Inglehart and Baker 2000), use a restrictive
definition of culture as mental products of individuals, i.e., meanings, values, norms, and symbols. In research, culture is operationalized as the aggregate of individual attitudes; where individuals are seen as single units of analysis, free from social contexts. In policy analysis, this social-psychological theorizing leads to the assumption of congruence or harmony between policy and political culture; where differences in culture have to be bridged by an “imposed,” unifying governance culture. The inclusive approach defines culture more comprehensively. First, in social-constructivist fashion culture is seen as ways of world making, or ways of creating conceptual order and intelligibility through labels, categories, and other principles of vision and division (Bourdieu). Second, culture is studied as part and parcel of a way of life; individuals are seen in the context of prior social solidarities and institutions. In research and policy analysis the inclusive approach leads to “an institutional theory of multiple equilibria, in which different cultural contexts have opposing effects upon the thought and action of the individual” (Grendstad and Selle 1999, 46).

Within the inclusive approach, there is a further split between the romantic vision of culture, and modernist ones, like in Marxist and technological thinking (Van Gunsteren 2002). In the former version, the study of culture is a life-long undertaking; only “going native” provides the feel for detail and fine-grained distinction necessary for truly grasping the essence of another (sub)culture; and the set of cultures is infinite in complexity and variety. In policy analysis, this would lead to advocacy for one particular culture, or becoming a specialist, like country specialists in the analysis of international politics. In Marxist and modern technological visions, culture is a dependent variable of underlying economic and technological realities. For policy analysis, quick analysis and practical understanding of culture is possible, but at the cost of seeing it as false consciousness in need of a reality correction. Group-grid cultural theory avoids both extremes. Being familiar with its four ideal-typical cultures speeds up analysis and orientation because it is a continuous warning sign against assuming universal culture or applying just one particular cultural lens to analyze a policy problem; and the social-constructivism underlying cultural theory will prevent one from falling in the trap of reducing culture to false consciousness.

Cultural theory originates from Mary Douglas’ effort to remedy the failure of anthropologists to systematically compare cultures (Douglas 1978). Subsequently, Douglas herself developed the theory (esp. Douglas, 1987), but it was also quickly put to use in understanding policy debates on environmental problems and risks (e.g., Douglas and Wildavky 1982). In the 1980s and 1990s, the cultural theory bandwagon was joined by authors from many different social science disciplines, like Michael Thompson, Steve Rayner, Chris Lockhart, Richard Ellis, and Christopher Hood. In 1990, Thompson, Ellis, and Wildavsky produced what still stands as the most comprehensive statement and justification of cultural theory between the covers of one book (Thompson, Ellis, and Wildavsky 1990). In this way, cultural theory came to political science. Thompson, Grendstad. and Selle 1999) and policy analysis. Yet, it remains puzzling that Mary Douglas, as founding mother, and especially Aaron Wildavsky, as intellectual founder of Berkeley’s school of public policy analysis and later lead user and advocate of group-grid cultural theory in political science (Wildavsky 1987), did so little in formally (as opposed to “inspirationally”) linking cultural theory and policy analysis (but see Geva-May 1997, xiii; Swedlow 2002).

Cultural theorists claim that the social world ticks the way it does due to selective affinity and mutual dependency between social relations, cultural biases, and behavioral strategies. Therefore, group-grid cultural theory belongs in the inclusive camp. The group and grid dimensions of human transaction are constructed as the ultimate causal drivers in ordering social relations. These give rise to cultural biases as justifications for particular social orders. As justifications and sets of available orientations to action, the cultural biases influence behavior by making it patterned. The properties of social relations in group-grid cultural theory are about relational patterns, or stable types of transactions between people. The theory distinguishes between internal structures called “grid” and external structures called “group” Grid refers to the types of rules that relate one person to others on an ego-centered basis. Grid is low when there are few binding rules, and when people negotiate rules
among themselves. Therefore, if grid is low, you have symmetrical transactions. Grid is high when rules are numerous and complex, and when they are imposed without people having much of a say in accepting or rejecting them. Therefore, if grid is high, you get asymmetrical transactions. Group refers to the experience of belonging to a bounded social unit. High group means people identify strongly with those they see as “members.” Thus, if group is high, you get restricted transactions. Low group means people don’t care for membership but for people who are intrinsically interesting for some reason or other. If group is low, you get less exclusive, unrestricted transactions.

Combining the group and grid dimensions gives you a social map with four types of relationships (see Figure 20.1). Two of them, markets or networks and hierarchy, are well known and thoroughly analyzed in previous social science literature (e.g., Lindblom 1977; Williamson 1975). But if the known types of social relationships are classified by two discriminators, a full typology should pay attention to the other two possibilities: clans or enclaves, and systems of isolation or zero-networks.

Corresponding to these four types of social relationships, so grid-group cultural theory’s fundamental claim, are cultural biases. They refer to sets of shared values and beliefs (Thompson et al., 1990, 1), or stable orientations to action (Eckstein 1988, 790) or dispositions/habitus (Bourdieu 1998, 6). They are thought of as judgments of value which function as justifications of specific organizational structures. It is supposed that each develops its own typical set of beliefs, a cognitive and moral bias that contributes to reflexivity in the social organization (Douglas, gridgroup.listserv, March 10, 1998). In the language of complexity theory, the cultural biases function as stable attractors in socio-cultural landscapes. Group-grid cultural theory posits four viable or long-term sustainable cultural biases, called active or competitive individualism (Thompson et al. 1990, 34–35),

![Figure 20.1 Cultural Theory’s Grid/Group Typology. Source: Thompson, 1996; symbols taken from front page of Schmutzer, 1994.](image-url)
pattern-maintaining or conservative hierarchy (Douglas and Wildavsky 1983, 90–92), egalitarian sects or dissident enclaves (Douglas 1986, 38–40; Sivan 1995, 16–18), and backwater isolates or fatalists (Schmutzer 1994; Douglas, 1996, 183–87). Michael Thompson claims the existence of a fifth cultural bias—indifference to and active avoidance of the group and grid dimensions of life results in hermit-like autonomy.

The orientations or dispositions underlying cultural biases guide judgment and action in many ways. Cultural theorists have inquired into the interpretive and more practical correspondences between the cultural biases and strategies in many social fields (Mamadouh 1999, for an overview). Perhaps the theory’s most important claim here is its rigorous demonstration of the poverty of (individualist) *homo economicus* as dominant model for individual behavior, and thus the existence of “missing persons” in much of contemporary social science (Thompson et al. 1990, 40–47; Douglas and Ney 1998).

To some, the group/grid scheme is basically a descriptive taxonomy or typology. If looked at as a construction of ideal types, to which reality does not correspond in a one-to-one way, cultural theory as group/grid analysis offers considerable conceptual resources for comparative research and theory development. Real life phenomena can be analyzed as dyadic or triadic hybrids (Hood 1998); hybridization can take different time paths and have different critical junctures; and, therefore, some such hybrids may show more stability through time than others. Other theories conceptualize social change as faster or slower movement from one to another pole on a one-dimensional scale (modernism-postmodernism, materialism-postmaterialism). Group-grid analysis obliges you to perform the more demanding task to trace (simultaneous) changes between the four quadrants of its two-dimensional socio-cultural space (Thompson et al. 1990, 75ff).

One more element deserves brief elucidation, i.e., group-grid cultural theory’s explanation of social change. Culturalist approaches generally have often been rejected as too static, better geared to explaining social stability than transformation. Social stability is unlikely as group-grid cultural theory views the mutual engagement of the four cultures/solidarities as continuous social and political struggle. Mary Douglas (1996, 43) stresses the institution-based (Douglas 1986) and constitution-making nature of human choice: “In the social sciences a choice is treated as…arising out of the needs inside the individual psyche…(In the) theory of culture a choice is an act of allegiance and a protest against the undesired model of society…each type of culture is by its nature hostile to the other three cultures.…(A)ll four coexist in a state of mutual antagonism in any society at all times.” The continuous struggles for cultural hegemony in different social fields imply agonistic interactions between people. Therefore, the theory hardly predicts the social harmony characteristic for theories of social stability. Group-grid cultural theory’s model of social change as political and social struggle for cultural hegemony and learning makes the theory eminently suitable as a theoretical building block for a theory of long term policy dynamics (cf. Sabatier and Jenkins-Smith 1993; Baumgartner and Jones 1994; Eberg 1997).

### 3 CULTURAL THEORY AS A TOOL IN POLICY ANALYSIS

In this section I will show how group-grid cultural theory contributes to policy analysis as conventionally understood. I will argue that although existing policy analysis methods admonish analysts to map cultural context, they leave analysts mostly in the dark about how to go about it. All these tools lean on group-grid cultural theory’s vision of the four cultures. Familiarity with this view speeds up a policy analyst’s tasks considerably. From this perspective, although the ideas are not entirely new, applied group-grid cultural theory contributes substantially to the policy analytic toolkit (also Swedlow 2002). More particularly I will argue four points:
Applied Cultural Theory

- cultural theory helps policy analysts in quick scans of basic value orientations and institutional as well as instrumental implications inherent in different strands of policy discourse and in elite policy belief systems (section 3.1);
- cultural theory allows policy analysts to quickly spot overlooked options and create culturally hybrid, but productive policy alternatives in policy brokerage and policy design tasks (section 3.2);
- cultural theory systematically helps policy analysts predict a policy’s side effects and design policy-oriented learning processes (section 3.3);
- and last but not least, deriving from the prior points, cultural theory is an excellent heuristic in problem-structuring and frame-reflective policy analysis (section 3.4).

In illustrating these four points, I will draw on examples from many different policy problems and domains. Compared to using one or two running examples, I have thereby sacrificed background and depth of understanding to the (for my purposes in this chapter) more important goal of demonstrating the surprising versatility and flexibility of cultural theory in policy analytic applications. However, those interested in the former may consult the referenced works.

3.1 Analysis of Basic Values and Institutional Implications in Policy Discourse and Policy Belief Systems

A first application of group-grid cultural theory is to perform a discourse analysis and map the belief systems (Sabatier and Jenkins-Smith 1993) or policy frames (Schön and Rein 1994) of protagonists and antagonists in a policy issue. In Sabatier’s layered depiction, deep core beliefs involve fundamental normative and ontological beliefs that apply to all policy domains without exception. Grid-group cultural theory’s four core-value systems—conservative hierarchy, active and competitive individualism, egalitarian enclavism, and fatalist isolates—can be used as an analyst’s compass in finding his bearings in the ideals espoused in policy frames and belief systems. Table 20.1 is an illustration of a cultural typology of transport and mobility policy discourses developed by Robert Hoppe and John Grin (2000) in comparative research about technology assessments on transport and mobility issues. To develop the cultural theory-compass into a typology of discourses that also covers lower-order belief layers like policy core beliefs (fundamental problem definitions, positions, and strategies) and instrumental secondary beliefs (preferred policy instruments and information), considerable substantive familiarity and interactional expertise (Collins and Evans 2002) with the particulars of discourses in a particular policy domain is necessary. In this case, core values, policy cores, and secondary aspects had to be based upon intensive interpretive analyses of the discourse of spatial planning (Hoppe 1992) and car mobility policies in Britain, the Netherlands, and Germany (Hendriks 1999).

The typology was subsequently used to discover and unearth the cultural biases of members in policy issue networks through careful interpretation of document and interview data. The result is a detailed map of cultural biases prevalent in the policy discourses in a particular domain. Table 20.2 gives the results of the comparative study performed on the basis of the cultural typology for the transport and mobility domain (Hoppe and Grin, 2000). The final step, of course, is interpreting and explaining the distributive pattern found. In this particular case, the frequency of hierarchical policy frames is the most striking feature. This was explained by the position of parliamentarian TA institutes as knowledge producers and advisors to national parliaments. Only policy options plausibly available to national parliaments and national governments are taken into account. Being comprehensive and balanced, with a niche for every aspect, is the political strength of the hierarchist
position. This also explains why in lower-order layers of the policy belief system individualist and egalitarian elements do occur (Hoppe and Grin 2000, 312).

Of course, this research procedure may be formalized and quantified. In her study of so-called NIMBY (Not-In-My-Backyard)-type resistance to local waste facility siting decisions in the Netherlands, Van Baren (2001) used Q-methodology (Brown 1980; Durning 1999) to measure which policy frames could be assigned to different policy actors. They were asked to evaluate several statements on waste policy, physical planning and the attributes of decision-making processes in this domain in general, especially about their duration and tendency for deadlocks. For this purpose a set of statements was formulated on the basis of a factorial design reflecting the fundamental variance found in group-grid cultural theory. After performing hierarchical cluster analysis and (inverted) factor analysis on the data set of the evaluation of all statements by key actors, she identified three policy belief systems. Table 20.3 summarizes her findings.

<table>
<thead>
<tr>
<th>TABLE 20.1</th>
<th>A Cultural Typology of Transport Policy Belief Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Policy core values</strong></td>
<td><strong>Hirarchist/Etatiste</strong></td>
</tr>
<tr>
<td>Spatial organization of society</td>
<td>Stable, predictable part-whole pattern; preference for vertical relationships; preference for larger scale</td>
</tr>
<tr>
<td>Mobility</td>
<td>Orderly and controlled mobility</td>
</tr>
<tr>
<td>Dominant problem definition</td>
<td>Chaos or stagnation; too little inefficiently used capacity; how to keep transport “stream” in the “bed” of existing transport infrastructure; supply problem (unless demand stretches technical possibilities)</td>
</tr>
<tr>
<td>Preferred policy instruments</td>
<td>Regulation &gt; market</td>
</tr>
<tr>
<td>External costs</td>
<td>Public acceptance of external transport costs; if unavoidable, private imposition of external transport costs</td>
</tr>
<tr>
<td>Supply-oriented</td>
<td>Production of adequate supply, according to expert views</td>
</tr>
<tr>
<td>Demand-oriented</td>
<td>External, administrative demand regulation through (physical, technological, legal) prohibitions, mandates</td>
</tr>
<tr>
<td>Favorite technology</td>
<td>Love of high-tech, large-scale transport technologies, technical fix</td>
</tr>
</tbody>
</table>

Reprinted by permission from Parliaments and Technology: The Development of Technology Assessment in Europe edited by Norman J. Vig and Herbert Paschen, the State University of New York Press. ©2000 State University of New York. All Rights Reserved.
Datasets and analyses like the ones mentioned in this section provide the policy analyst with what Wildavky called the first step in culturally sensitive policy analysis: the drawing of a sort of cultural baseline, or the (historically dynamic) description of the relative strength of the cultural biases in traceable sources of policy actors’ statements and beliefs. Of course, such readily traceable sources should sometimes be complemented and verified by studies of more invisible sources of power and influence. Studies of the second and third faces of power may correct findings as the ones presented above.

### 3.2 Finding Overlooked Options and Constructing Productive Culturally Hybrid Policy Alternatives in Policy Brokerage and Design

The claim here is that group-grid cultural theory offers a parsimonious, yet sufficiently variegated system for up-close monitoring of movements in the belief systems and discursive practices of the myriad of policy actors populating the policy subsystems. Group-grid cultural theory’s constrained relativism gives you four cultural-institutional focal points or “attractors.” For the analysis of sub-politics in policy issue networks the ascertaining of the relative strength of the four cultural biases in traceable sources of policy actors’ statements and beliefs. Of course, such readily traceable sources should sometimes be complemented and verified by studies of more invisible sources of power and influence. Studies of the second and third faces of power may correct findings as the ones presented above.
of the three meta-narratives of the active biases, i.e., hierarchy, individualism, and enclavism; and

a suppressed, at least underarticulated, isolationist bias (Hoppe and Peterse 1993, 36–38). Every

policy debate is about the argumentative and rhetorical “grip” these four metanarratives can exert on

each other’s manifest and latent adherents. They constrain and enable the types of political rhetoric

that can be legitimately and successfully used by politicians and policy actors.

In analyzing the dynamics of her cases of local waste facility siting, Van Baren (2001, 202–10, 267–68) observed a pattern that could be exploited more generally by policy analysts applying
group-grid cultural theory to their jobs. In cases where the hierarchist policy belief system was the
dominant one, its adherents attempted to fix, and put closure on, the agenda of the entire decision
making process. They actively worked to exclude or marginalize policy actors that held other policy
frames; and thus prevented them from putting their issues on the agenda. Due to their frustration, these
other actors initiated antagonistic, but non-dominant advocacy coalitions that could be linked to the
strongly egalitarian third policy belief system. Not surprisingly, it is this kind of belief system that
is dubbed NIMBY by their hierarchic opponents. In the resulting deadlock, policy talk and negotia-
tions could only be resumed after brokers occurred on the scene. In cases in which planned capacity
was eventually realized, such brokers had policy beliefs linked to the first, moderately egalitarian
and individualist belief system. Obviously, this policy frame could function as a discursive bridge
to get negotiations between advocates of hierarchist and egalitarian frames going again. Where no
such brokers were found, deadlocks continued and planned capacity was not realized.

The generalizable lesson of Van Baren’s comparative case studies is that by zooming in on
the four ways of life and their (likely) hybrids, you have a heuristic for systematically construct-
ing compromises, zones of productive engagement and possible convergence, and triangulating
for culturally robust solution directions at relevant system levels (Schwarz and Thompson 1990;
controversy over Schiphol Airport’s night flight regime, observed the absence of an enclavist-indi-
vidualist alternative. From an individualist point of view, one would desire clear regulations and a
transparent allocation of decision-making competences over public and private organizations. An
individualist would insist on the flexibility of such arrangements, which can be guaranteed by rene-
gotiating them on regular time intervals. From an egalitarian point of view, one would not object in
principle, provided the decision making process would be institutionally designed so as to express
public accountability and civic responsiveness. Based on this diagnosis of the state of public debate,
they identified two groups potentially interested in pursuing such a policy alternative; entreprenuers
interested in sustainable air transport and their ecology-friendly potential clients.

---

**TABLE 20.3**

**Policy Belief Systems (PBS)**

<table>
<thead>
<tr>
<th>PBS 1</th>
<th>PBS 2</th>
<th>PBS 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>“More waste capacity? Yes, on condition that careful through decisive decisions are made.”</td>
<td>“More waste capacity is necessary! Government intervention is needed.”</td>
<td>“More waste capacity? No, only in consultation with actors involved.”</td>
</tr>
<tr>
<td>Style of thinking and acting</td>
<td>Moderately egalitarian and individualistic</td>
<td>Hierarchical and moderately individualistic</td>
</tr>
<tr>
<td>Waste policy</td>
<td>Waste prevention</td>
<td>Realizing sufficient waste facility capacity</td>
</tr>
<tr>
<td>Physical planning</td>
<td>Careful, but decisive</td>
<td>Speeding up decision-making process is necessary</td>
</tr>
</tbody>
</table>

Thus, it is useful and legitimate for a policy analyst to assess the accessibility for and loudness of voices of the four different cultural biases in a particular policy arena. In these kinds of “democracy audits” (Thompson 2002) or “plurality testing” (Peterse and Hoppe 1998, 246ff), the analyst sets out to demonstrate certain prejudices and imbalances between the four cultural biases; some of which may have to do with normal politics, but others may result from in-built institutional practices that need redressing. For example, Hendriks (1999) found that the differences in car mobility policies in Munich and Birmingham were, to a considerable extent, due to institutional differences between the local political and administrative infrastructures of both cities. Such institutions influence the penetration of the cultural biases in the policy process: their relative influence or force, and their inclusion or exclusion from a given policy arena. This, in turn, influences the mutual interaction between the biases, in terms of policy change, policy-oriented learning, and coalition strategies. Hoppe and Peterse (1993) have shown how to conduct such plurality tests in the example of debates on LPG-related external risks and Schiphol Airport’s night flight regime (Peterse and Hoppe, 1998). Subsequently, they engaged in meta-policy design by suggesting ideas for adding temporary informal policy forums to the normal institutional arrangements in the government/business interface to hold risk-imposing firms publicly accountable for the risky externalities of their so-called private business strategies. Similarly, we engaged in some institutional redesign to build more civic responsiveness into large airport management. Thompson (2002) has applied similar methods to assess the democratic quality of development aid projects. The general idea is that zones of productive engagement or compromise are easier detected when all biases, but in the right proportions, have access to a particular policy domain. Apart from observing whether all the cultural policy frames are present in the debate and are taken seriously, the analyst should take care to assess the strength in numbers of the voices of isolationism/fatalism and autonomy that are usually absent in public debate. Too large quantities of these are supposed to undermine democracy and the quality of public debate. Similarly, an analyst should check if in policy domains or political regimes in toto the number of apparently uncontested issues is conspicuously large for a considerable time (Thompson 2002).

### 3.3 Using Cultural Theory in Anticipating Side Effects and Learning

Group-grid cultural theory gives you a more developed heuristic for anticipating normally overlooked, undesirable side effects of program implementation. Even though many frame reflective analysts engage in backward mapping (Elmore 1985) of relevant policy frames held by implementing agencies and target groups, and in reconstructions of the belief systems of policy stakeholders, the major tacit assumption of policymakers still is that dismantling bureaucracy miraculously transforms bureaucrats and their citizen-clients alike in entrepreneurial individualists (Hood 1998; Hoppe et al. 2004). Smit and Van Gunsteren (1997), on the basis of cultural theory dynamics, predicted that Schiphol Airport management’s stubborn monocultural, top-down imposed, and standardized implementation of noise-abating programs for nearby housing would lead to more and more egalitarian protest, individualist-induced law suits, and fatalist withdrawal. They recommended experiments in negotiating the meaning and policy implications of noise-abatement with bottom-up, responsive and flexible compensatory programs. Similarly, Van Gunsteren (2002) has criticized Dutch policy initiatives for toll roads and road pricing as means to tackle traffic jams. Policymakers mistakenly construct drivers as individualist choosers. But this overlooks that having chosen a job, a house, and a car, there is not much space left for choice. Given these choices, car drivers become fatalists that resign to chronic traffic jams, and make the best of it by transforming the interiors of their cars in comfortable individual spaces. Treating car drivers as individualist choosers will bring a government only loss of votes and confidence.

Jensen (1999) has criticized Danish legislators for designing regulation for social housing
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that imposes on tenants an “unworkable (enclavist) monoculture”: “Though just one of the trio of possible destinations—egalitarianism—is the explicit goal of the reforms, these reforms actually operate in a way that ensures that most tenants end up at one or other of the other two destinations, either exiting into privately owned housing or sinking into fatalism” (Jensen 1999, 184). In her view, local-based intercultural institutional designs are to be preferred over nation-wide, uniform legislative reform. Of course, this would imply that hierarchist interpretations of consistency and absolutely equal treatment in legal science and the practice of law would have to give way to thinking among legislators, judges and lawyers in terms of more custom-made, individualist and egalitarian responsive law. As a final example of cultural theory’s possibilities in anticipating undesirable side effects, I mention Van Asselt and Rotmans’ (1996) method for systematic group support scenario writing in global climate change policymaking. Based on cultural theory’s typology of surprises through mismatches (dystopias) between politically dominant (individualistic, say) constructions of how the world “out there” appears to work, and how it actually works (egalitarian, say), both quantitative models and qualitative scenarios can be systematically varied so as to tease out various undesirable and desirable future trajectories. These methods may play an important role in identifying “safe landing” scenarios in the way states and industries deal with this global problem.

Normal or conventional policy analysis uses methods of forward mapping from the ideals and ethical universals of politicians and policy analysts. In doing so, unwittingly, one optimistic assumption about goal-conform behavior is put on top of the next. Small wonder such an accumulation of optimism usually results in positive conclusions about a policy’s feasibility and effectiveness. It is hard to break such habits of thinking in linear causality, simple systems and cybernetics, and goals-means relations, given the rationalist teleology prevalent in many policy analytic heuristics and methods. Not to mention that a policy’s potentially undermining or negative side effects are not getting serious attention for reasons of political opportunism. One of the advantages of cultural theory is that its roots in institutionalism (Douglas, 1986) and complexity science (Thompson 1996) remind the policy analyst that next to rational teleology there are other teleologies to consider (Stacey 2001). The four ways of life or solidarities each have their own ways of unfolding over time (formative teleology), but may shift from one form to the next due to changes in context (transformative teleology). One of cultural theory’s gifts to policy analysis therefore is the inclusion of the full range of teleologies involved in policy analysis and design.

3.4 CULTURAL THEORY AS FRAME-REFLECTIVE POLICY ANALYSIS IN PROBLEM STRUCTURING

The special problem of defining the nature of the problem has been recognized in policy analysis a long time ago quite independent from group-grid cultural theory. Following Dunn (2004) and many others, problem framing and structuring are the heart of good policy analysis. There exist several methods and techniques for problem framing and structuring. How can group-grid cultural theory help a policy analyst do a quicker, better, more systematic job here? Group-grid cultural theory’s contribution in this field is that it teaches analysts which problem definition strategies to expect. It also gives them clues about which types will confront each other in policy arenas. This is potentially usable knowledge for teaching and practicing frame-reflective analysis (based on Hoppe 2002).

3.4.1 What Is a “Problem”?

Standard definitions speak of an unacceptable gap between normative ideals or aspiration levels and present and future conditions. Problems become public or policy problems if governments are supposed to deal with them. It follows that a “problem” is an analytical compound of three elements straddling the fact-value distinction: an ethical standard; a situation (present or future); and the con-
struction of the connection between standard and situation as a gap which should not exist. Policy makers can agree or disagree on any of these elements. Concerning standards, one may distinguish between those with much and little consent. Regarding the situation (and its future development), there are those with highly certain and highly uncertain knowledge. About the relationship between standard and situation, people may disagree about the political sense to construct it as an intolerable gap in need of mending; or about the extent to which this is a government’s responsibility. To simplify, I use only two dimensions—degree of certainty about knowledge, and degree of consent on relevant standards—to distinguish four types of problems (Hoppe 1989, based on Douglas and Wildavsky 1983; also Thompson and Tuden 1959).

Structured problems are characterized by high degrees of certain knowledge and consent. Road maintenance, or (as in The Netherlands) the application of rules for the allocation of social housing facilities, are some obvious examples. Dealing with such problems belongs to daily administrative routine. Moderately structured problems come in two distinct forms. In one variation, (moderately structured problems/ends) consent on relevant standards is high, i.e., relevant values and appropriate ends are not contested. But policy makers cannot agree on the effectiveness and efficiency of means to be used and (financial) resources and risks to be allocated. Many traffic safety problems belong here. Even though everybody sincerely supports the goals, neither experimental research, nor pilot projects, nor negotiations can usher in a definitive solution. The other variation (moderately structured problems/means) features substantial agreement on certain knowledge, but sometime intense disagreements about values at stake and ends to be pursued. Examples here are abortion, euthanasia, or voting rights for foreigners. We can easily do all of these things, but disagreement on the ethical desirability or acceptability of the values and goals continues and, sometimes, intensifies.

Finally, there are those problems where both the knowledge base and ethical support remain hotly contested. The most urgent and virulent political problems, unfortunately, frequently belong to this type. Such problems remain ill-defined, “wicked,” “messy,” or “ill-structured,” or unstructured, a term I prefer. Technical methods for problem solving are inadequate; there is uncertainty as to which disciplines, specializations, experts, and skills to mobilize; conflicts over values abound, and many people get intensely involved, with strong but divisive opinions. Car mobility problems frequently belong to this type of unstructured problems. Fighting traffic jams is a permanent battlefield of value conflicts. Road pricing mechanisms increase costs versus equal access to car mobility, also for lower income groups; or the need for cheap road transport facilities as a basis for regional or national economic competition versus the accompanying rise in transport volume, which may clog major transport arteries. The knowledge base for choosing among policy instruments is weakly developed. There remains high uncertainty about the effectiveness of policy measures, due to inseparable interaction effects in field experiments, the long maturation time for effects to become visible and measurable, and confounding influences from other policy domains and international developments.

What value can be gained from bringing cultural theory to bear on this well-known problem typology? Could we say anything about how policy makers or analysts belonging to one of the four ways of life would cope with different problem types? Can we predict the primary orientation of an adherent of a particular solidarity to frame a problematic situation as a particular type of problem? I will proceed by presenting the starkest contrasts first. I start with the hierarchist policy maker or analyst who is an expert in framing and then solving structured problems. Then, I will contrast him² with the frequently overlooked one, the isolate policy maker or analyst who sees unstructured problems everywhere, and identifies solving them with personal and organizational survival. Finally, I will come to enclavists who see value conflicts as the root cause of every problem and their overcoming as precondition to any solution; and individualist types, who want to move away from problems, if only a few inches.
3.4.2 Hierarchists: “Structure It!”

Policy makers and analysts working in complex bureaucracies are exposed to strong hierarchical social relationships and interaction patterns. These organizational structures express a cultural bias or disposition to world making characterized as paradigm protection (Thompson and Wildavsky 1986, 280–81) or belief in strong theories or methods—certified by science, or more traditionally, founded in religion. Although these two are often believed to be mutually exclusive, in a modern handbook on socio-cybernetic policy analysis (Rastogi 1992, 12), we find them both, side by side. Rastogi professes that any effort at problem solving begins with an ordered knowledge base, generated by a scientific methodology and an interdisciplinary theoretical language fit for complexity (Rastogi 1992, 12). Turning to the topic of long-term, lasting solutions, Rastogi (1992, 16) opines that the root causes of social problems are “the abnormal or disturbed emotions/motives of the social actors participating or involved in the problem situations.” To “nullify” these, we need a belief system of religious, or religiously inspired, “super-rational values.” Given these world-making orientations, the hierarchist’s rationality is functional and analytic. It is functional, in the sense of starting from a supposedly agreed objective, as a function of which the most effective and efficient means is worked out. It is analytic, in the sense that problem solving is considered an intellectual effort, best left to experts. In his Administrative Behavior, Simon (1947) has shown how this type of rationality, exactly because it does not deny, but actively uses the inevitable boundaries on our intellectual capacity as a building block in organizational design, can be systematically applied to create complex bureaucratic structures in which everyone expertly solves his partial problem within the decision premises of the organization’s leadership. The whole idea presupposes that problems come neatly packaged; and if they don’t, they can be made to come that way. “Structure it!” is the hierarchist’s primary orientation to the definition of problems.

3.4.3 Isolates: “Surviving without Resistance”

Isolates experience themselves as outcasts, subjected to a fate determined by dark forces or far-away ruling circles. “God is high, and the King is far” is a good expression of the isolates’ state of mind. We may think of the isolate as belonging to the contemporary underclass, those who, at the margins of modern society, live a life of exclusion. It is a way of life not seen and heard in policy-making circles. This is why in many policy studies applying cultural theory only the three “active” voices—hierarchy, enclavism, individualism—are heard, and the “passive” isolate is absent. Isolates perceive the institutional settings in which they find themselves in one of two different ways. It is inherent in their world-making disposition to see the world as a lottery, and risk absorption as the only way of coping with this “fact of life” (Thompson and Wildavsky 1986, 280). Transferred to social, organizational, and political relations, their life worlds are constructed as unstable casinos. If they believe the unstable casino is ruled by mere randomness, they may define the institutional environment as anarchy. Alternatively he could define the institutional situation as a barracks, if he believes the unstable casino is actually run by an all-powerful but unpredictable human despot or tyrant. The “rationality” of the isolate and fatalist is a gaming or gambling one. According to Dror (1986, 168–69), under conditions of adversity, policymakers resort to “fuzzy gambling.” In its extreme, fatalist form, any decision making is senseless. Surprise dominates life, better intelligence cannot improve ignorance, having goals and values is a luxury, and decisions make no sense because experience and past performance have lost their anchoring functions in a highly volatile environment. In an effort to make the best of it, fatalist policymakers or analysts could gamble to maximize their chances for maximum gain, or a maxmax strategy; or, alternatively, try the policy principle of minmin-avoidance, i.e., choose a strategy which prevents the worst outcome, or at least minimizes the damage (Dror 1986, 10). The isolate, fatalistically inclined or more optimistic, will
be predisposed to define any problem as unstructured. Believing that the world is a lottery and the social world an unstable casino, he will be extremely reluctant to impose any definitive framing on a problematic situation. “Survival” and “resilience” are the isolate’s watchwords (Schwarz and Thompson 1990; Hood 1998), and they proscribe him to have any fixed ideas, let alone theories and methods, about the nature of the problem and how to solve it. Instead, he must be totally flexible, keep options open in order to be maximally resourceful and alert at every opportunity to escape fate and grab the lucky number.

3.4.4 Enclavists: “It's Not Fair!”

When one prefers a way of life permitting only relations with like-minded people and as little interference as possible from outsiders, one joins a clan, club, or commune. In group-grid cultural theory such people are called enclavists. They choose to inhabit an enclave encircled by a ‘hostile’ world. The world-making disposition of enclaves is best described as enlarged groupthink (Janis 1982). The enclavist way of life institutionalizes itself by systematically instilling the groupthink cultural bias in most of its adherents. Guarding the group boundaries by picturing the outside world as evil and mean is the principal way of keeping a society of enclavists together. This is exactly what the enlarged groupthink symptoms achieve. If they fail, expulsion, always disgraceful and sometimes violent, is the enclavist’s means of last resort. The world-making disposition of enlarged groupthink is imbued with a communicative form of value rationality. It is communicative, because verbal means of persuasion, from public debate to speeches to propaganda campaigns, are the only allowed means of creating consent among equals. It is value rational, in the sense of normative standards and goal-finding being the major issue of problem-solving efforts, because the mix of inside moralism and outside criticism makes enclavists never miss an opportunity to point out the value conflicts between “us” and “them.” The major route to a solution is that “they” give up their “wrong” values and change their ways accordingly. Enclavists proselytize, and outsiders should convert to the enclavist’s values and life style. This assumption of ubiquitous value conflicts leads enclavist policymakers and analysts to structure problems as moderately structured/means. The value problem dimension is stressed. This does not mean that enclavist policy makers and analysts scrupulously survey all relevant values. Opposing “our” values to “theirs”—frequently attributed on the basis of stereotypes—is sufficient. The same logic breeds close monitoring of differences between groups in society; particularly differences in treatment by government. Thus, frequently, the value conflict is shaped as an issue of distributive justice, equality, or (broadly understood) fairness. The fairness problem frame spills over into a problem of trust in the sphere of interaction and institutions.

3.4.5 Individualists: “Let’s Make Things Better!”

In the low group/low grid cell, we find the individualist way of life. In terms of interaction patterns, adherents prefer freely chosen exchange relations to other people. Except in the institutional domains of markets, they find and (re)create them in social networks. In networks, individuals “socialize” with partners, which results in a flurry of networking activity, with persons continuously moving in and out and between networks as they see fit. In networking, they live out their world-making disposition of seizing opportunities for individual benefit. The individualist type of rationality is functional and strategic. It is functional, in the sense that he searches for usable knowledge, i.e., data and information which help him maximize his utility, or at least “satisfice” at the self-selected aspiration levels (Simon 1947). It is strategic, in the sense that individualists are adept in getting usable knowledge by exploiting their personal networks. It is about “shifting the really vital discussions away from the
formalized information-handling system and on to the informal old boy net. We characterize this strategy as individualist manipulative” (Thompson and Wildavsky, 1986, 280–81). The individualist’s basic orientation to problems and problem solving is: “Let’s make things better; let’s get usable knowledge.” What is a policy problem, so that it may be properly defined for an individualist policy maker or analyst? Essentially, “problems” are opportunities for improvement. Defining a problem is framing it as a choice between two or more alternative means to seize that opportunity (Dery 1984, 27). Individualists don’t care much for explicit value search and goal formulation. Always taking present conditions as evaluative baseline, individualists limit their preferences to comparisons of incremental change (Braybrooke and Lindblom 1963, 85). This largely implicit, meliorative way of treating values and goals fits the individualist networking style of political interactions hand-in-glove. Being casual about political ideology and explicit policy values allows individualist policy makers to identify shared interests, concerns and threats easily—even with potential opponents (cf. Sabatier and Jenkins-Smith 1993, 223–25). Likewise, preference aggregation among many individualist policy makers comes about as an epiphenomenon of the ongoing partisan mutual adjustment in policy networks (Braybrooke and Lindblom 1963, 15; Lindblom, 1965). On the cognitive side of problems, the individualist policy makers’ and analysts’ instrumental outlook logically values know-how over know-that. They need usable knowledge (Lindblom and Cohen 1979), irrespective of its source. Sometimes the source is scientific or professional inquiry. But they rely as much or more on common sense and practical knowledge. Here again, their interaction style helps them mobilize the usable knowledge or “intelligence of democracy” (Lindblom 1965) implicitly stored in their networks. It follows that the individualist policymaker clearly prefers defining a problem as moderately structured/ends.

3.4.6 A Typology of Cultures of Problems

Figure 20.2 summarizes the results achieved by bringing cultural theory to bear on one particular problem definition. It shows that there is a straightforward match between the four cultures and policy problem types. Each way of life corresponds to one primary problem-framing strategy.

Thus, group-grid cultural theory’s most important contribution is in the crucial, but very difficult task of problem structuring. Elsewhere I have argued why deliberate cognitive problem structuring by analysts and reasoned problem choice by democratically accountable politicians is indispensable in avoiding policy controversies and breaking deadlocks (Hisschemöller and Hoppe 1996; reprinted in Hisschemöller et al. 2001). It involves the confrontation, evaluation, and integration of as much contradictory information as possible. Apart from many social and political conditions, problem structuring requires forensic policy analysts endowed with skills of problem reframing or “the capacity to keep alive, in the midst of action, a multiplicity of views of the situation” (Schön 1983, 281). The forensic policy analyst considers it his task to use the differences between problem frames to forge an innovative policy design from a combination of plausible and robust arguments (frame-reflective analysis), or to test and bolster some frames (frame-critical analysis). Knowledge about different types of problem frames, and different repertoires of problem definition strategies, is a basic element in building a best practice or craft of doing forensic analysis (Anderson 1987; Jennings 1987). Precisely at this point cultural theory offers a valuable contribution. Thompson et al. (1990) have defended the thesis that at the intersection of grid and group on the socio-cultural map sits a fifth ideal-type—the “hermit”—named for this type’s self-conscious withdrawal from commitment to and involvement in the other four ways of life. Schmutzer (1994) stresses another aspect of aloofness from the four ways of life, i.e., free access and movement between them. He therefore interprets the fifth ideal-type as a Hermes, the fast running messenger and clever translator, the god of commerce and traffic of the Greeks. Policy analysis needs Hermes-like problem structuring to become an accepted and feasible, teachable tool of the trade.
Group-grid cultural theory gives the policy analyst a conceptual basis and clues for more productive problem structuring. Consider the way Mamadouh (2002) decides to reframe the entire issue of dealing with multilingualism in the European Union (EU). At present the EU has 11 official and working languages; after expansion of its membership this number will even go up. Although dissatisfied about the practical problems and costs of institutional multilingualism and the factual linguistic homogenization through informal use of English, politicians avoid the issue; obviously there is no compromise between preserving national linguistic identities and improving EU communication. Academics and professionals—mostly language teachers—frame the problem as how many and which language(s) are going to survive? Which language(s) should dominate curricula? Rational choice theory, reflecting the individualist culture, predicts that English will be the new lingua franca; it supposedly contributes most to your within-Europe communication potential.

From a cultural theory perspective, Mamadouh argues, the professional and rational choice ways of framing the problem are one sided. She shows that the four cultural logics all have their own, sometimes contextually influenced, preferred repertoires for dealing with the plurality of languages as a barrier to social interactions: “...the pertinent question is not so much ‘how many languages’ or ‘which language(s)?’, but ‘how is the mediation between speakers of different languages organized?’” (Mamadouh 2002, 341). In this perspective, the present situation can be analyzed as not so irrational, and many more strategies by stakeholders and policymakers alike appear likely and defensible. Thereby, cultural theory contributes to opening up the solution space for the problem of multilingualism.

4 APPLIED CULTURAL THEORY FACILITATES FRAME-REFLECTIVE ANALYSIS

In this chapter I have highlighted four contributions of cultural theory to policy analysis. Of course, this is not to say that applying cultural theory to questions of policy is easy and unproblematic. More particularly, some problems with the theory’s structure and validation itself (Mamadouh, 1999) spill over into its application to policy analysis. An important issue is level of analysis. It is not always easy to carefully specify whether one’s analysis applies to policy preferences (bias), institutional
ensembles (policy making relations), or policy behavior (implementation strategies, say). The theory itself is about coherent configurations of these three levels of analysis, but inconsistent combinations do occur in policy practice, and they should not be overlooked. Another level of analysis problem is the relationship between individuals, groups and larger human ensembles. Some consider it an advantage that the theory applies to all levels. Indeed, from a political and policy perspective it is familiar to distinguish egalitarian “wings” in political parties or government departments that, overall, are hierarchic or individualist. But this also leads to problems of interpreting an individual’s position or behavior as carrier of cultural bias. Are individual policy actors coherent in the sense of consistent over time as carriers of one specific bias/relation/behavior set? Or are they sequential, in the sense of supporting one set but being open or vulnerable to other ones? Or are they even synthetic, in the sense of supporting different sets at different times for different audiences? (Olli 1999) Are only policy and political elites coherent; and the masses sequential or synthetic? Or does the plurality of present day political systems force leading politicians to be synthetic too? If the latter would be true, cultural theory interpretation runs headway into the problem of stolen rhetoric and stolen strategy in politics, i.e. using one type of policy discourse to achieve one’s true goals in another, more true discourse. Especially in multiparty systems with compromise governments this would be a serious problem for applying cultural theory to policy analysis (Stenvoll 2002). A problem compounded by the fact that cultural theory itself predicts adherents of different bias/relations/behavior sets to have inherently different preferences for political and policy analysis at different levels of analysis and scale. Another problem to do with the level of analysis issue is that it is very difficult to use ordinary survey or poll data to infer cultural baselines. Although especially Norwegian political scientists Grendstad and Selle have developed this art to some extent (Grendstad and Selle 1997; Grendstad and Selle 2000; Grendstad 2003), more qualitative and interpretive approaches to establishing the relative strength and weakness of cultural bias on higher-than-the-individual level look more convincing. In spite of many applications to many different policy fields, it remains the task of the individual policy analyst to devise a culturalist compass by himself for his own policy field. At best, the methodological guidelines given in section 3.1 provide him with some suggestions of how to proceed.

This brief list of problems serves to warn the reader that using applied cultural theory as a tool in policy analysis is not without its problems; and certainly does not absolve the analyst from proceeding cautiously and prudently. Nevertheless, as shown mainly by Christopher Hood (1998), being alert to cultural hybrids and different levels of analysis should steer the analyst clear of circular arguments and invalid conclusions. But in summary of all of the above, it bears repeating and stressing that cultural theory, if used with discretion and good judgment, contributes a fast-working and systematic heuristic for doing frame-reflexive and frame-critical policy analysis. This mode of doing policy analysis fits the new pluralism hand in glove. It focuses on the cultural-institutional origins of people’s preferences and multiple and pluri-form frames of thinking and acting—the stuff of frame reflexive analysis. But what stops the forensic analyst from becoming overwhelmed? Which people and which frames to include in her analysis? What is the meaning of a robust policy alternative if an analyst has no clue about the substantive and participatory closure of an issue? How does she distinguish between a merely accidental, local consensus and the political acceptability of policy proposals for nation-wide, perhaps transnational audiences? How does a forensic, frame reflexive analyst not become a contemporary Sophist? This is where cultural theory’s constrained relativism contributes most to good policy analysis. Without cultural theory, forensic analysis is easily overwhelmed by variety and complexity; it would fail to see the cultural wood for the symbolic trees, become a prey of cultural, interpretive and rhetorical stamp collection (Hood 1998), and postmodern epistemological and moral relativism. One remedy for the new pluralism would be to retrain policy analysts as applied political philosophers, as recommended by Hodgkinson (1983) and the policy philosophers (see Bobrow and Dryzek 1987). But a more efficient way of achieving the same is to use group-grid cultural theory as a simple but effective tool for frame reflexive, argumentative
policy analysis. If modern democracy and citizenship are indeed about the constructive organization of dealing with otherness and plurality (Van Gunsteren, 1998), policy analysis needs group-grid cultural theory to do a better job. This is because, to paraphrase Wildavsky, an inch of group-grid cultural theory gives an analyst miles of frame reflective analysis.

NOTES

1. See Thompson et al., 1990 for the best full exposition of the theory; for a more complete introduction and overview, see Mamadouh, 1999.
2. Needless to say that in this article he/him everywhere can also be read as she/her.
3. Of course, Rastogi is eccentric, but honest, in founding his normative position on religion. Policy analysts usually take either a cognitivist or a non-cognitivist meta-ethical stance. Cognitivism in policy analysis is frequently identified with Brecht’s Scientific Value Relativism (or Alternativism). Scientists cannot scientifically determine whether or not something is valuable; but ‘given’ an ultimate value, they can use their scientific methods to clarify the implications and consequences of adhering to this ‘given’ value. Most policy analysts, e.g. cost-benefit analysts and pragmatic incrementalists, adhere to some form of emotive non-cognitivism, i.e. they deny ethical statements any cognitive status beyond emotional expressions of ephemeral and temporary preferences. The only thing scientists may do is observe people’s preferences as manifested in their behavior, and adopt these ‘observed’ preferences as normative lodestars. Paradoxically, these more frequent meta-ethical positions, in practice, amount to the same hierarchical bias as Rastogi’s in favor of experts who claim the right to force-feed their ‘scientific’ interpretations and ‘empirical’ indicators for values to politicians, policymaking officials, and citizens (Van de Graaf and Hoppe, 1989: 141–157; Fischer, 1990).
4. So strong is this tendency that in many versions of cultural theory enclavists are called ‘egalitarians’.
5. Any similarity with an advertisement slogan of a multi-national company is wholly intentional.
6. The Pareto optimum in cost benefit analysis – choose the alternative(s) which make at least one person better off, and nobody else worse off—is the algorithmic form of the individualist position.
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21 Ethical Issues and Public Policy

Eileen Sullivan and Mary Segers

INTRODUCTION

Public policies distribute resources and values, shaping social and political life in the process. Elected and appointed public officials inevitably make normative decisions; in the classic words of David Easton, “Politics is the authoritative allocation of values.” The candidate for office who is sure his victory depends on a deal with a corrupt local leader, the analyst evaluating a program who feels pressure to overemphasize benefits or underemphasize costs, the public health administrator developing a state-wide program to distribute organ transplants, the administrator of a public university contemplating an affirmative action plan, and the deputy who sees his superiors violating the law all face important ethical choices.

Because politics inevitably requires such choices, political science and public policy programs generally include at least one course on ethics and politics. These courses are not easy to teach because they have to impart some knowledge of moral and political philosophy, an ability to recognize ethical issues in specific political situations, and an understanding of the ways ethical theories can be applied both to clarify those situations and to provide criteria for satisfactory resolutions.

As professors teaching ethics and politics for many years, we have developed a course that challenges our students to realize the complexity of the ethical decision-making they will confront in their professional lives. The course draws upon writings in political theory as well as contemporary cases of ethical dilemmas in policy and public administration. We approach this material from the perspective of the public official. We select case studies that show the types of ethical conflict that arise for people in government positions, including elected and appointed officials, those responsible to take action, and those who conduct research or provide policy or legal advice. The cases illustrate how officials define ethical situations, how they think through their options, how and why they reach a particular decision and, where possible, how they reflected on those decisions afterward.

The cases often involve officials at relatively high levels of government dealing with unusually important cases involving war and peace, equality and discrimination, abortion and stem cell research. Our task is to make clear the ways in which the official thinking and our analysis of that thinking can be applied to people at all levels of government dealing with cases of all degrees of importance.

In this chapter, we describe how we teach this course in ethics, politics, and public policy. We begin with a brief definition of ethics and discuss prevailing theories of ethical decision making—consequentialist approaches, deontological or Kantian theories, and the contemporary renaissance of virtue ethics. We illustrate how public officials have used these ethical approaches in an actual decision-making process. We then consider what is distinctive about politics, why the complexities of public life make it different from private life, and what implications this has for applying ethics to politics. We include the cases of two public officials who at a time of crisis behaved ethically and effectively. The most distinctive aspect of politics is the fact that public officials often have to decide whether to use morally dubious means like violence, lying, and deception to promote the interests of those they represent. We discuss briefly some of the literature on “dirty hands” in politics and include a final case study on the use of violent means in warfare. We conclude with some suggestions
about how to approach ethical decision making in public service—through a mix of appreciation of consequences, fidelity to duty, and respect for oneself and one’s organization as moral agents.

ETHICS AND ETHICAL PERSPECTIVES

Ethics deals with values, with good and bad, with right and wrong. The fundamental questions raised by Socrates and Plato in ancient Greece are central to the study of ethics: How should one live? What is the good life? What makes an action the right, rather than the wrong, thing to do? What should our goals be? As Peter Singer notes, “We cannot avoid involvement in ethics, for what we do—and what we don’t do—is always a possible subject of ethical evaluation. Anyone who thinks about what he or she ought to do is, consciously or subconsciously, involved in ethics” (Singer 1991, v). As applied to politics, the central ethical questions are what ends or goals should government serve? And what processes or means should government use to achieve those ends?

From the standpoint of philosophy, ethical theory or normative ethics is concerned with developing and justifying the standards or norms that should guide action. Applied ethics is concerned with the ways those norms or standards can be applied to actual situations, to clarify the ethical issues involved and to suggest standards and modes of reasoning that might be appropriate to resolving them. The study of ethics and politics is an example of applied ethics.

Three approaches currently dominate the landscape of normative ethics: consequentialism, deontological ethics, and virtue ethics. Consequentialism emphasizes good results as the basis for evaluating human actions. The core idea of consequentialism is that what makes an action or a policy right is that it brings about better consequences than any of its alternatives. Consequentialist theories offer various definitions of the best outcome, including the greatest possible increase of pleasure over pain of classic utilitarianism, and the greatest possible satisfaction of preferences of welfare economics (Pettit 1997). Theories of the common good, rooted in the writings of Plato, Aristotle, and Cicero, can also be examples of consequentialist approaches. They urge us to view ourselves as members of the same community who share mutual goals, and focus on ensuring that the social policies, social systems, institutions, and environments on which we depend are beneficial to all. Examples of goods common to all include affordable health care, effective public safety, peace among nations, a just legal system, and an unpolluted environment. (Velasquez et al., 2002, 2)

Consequentialism is the ethical approach taken by most public officials. The public health administrator who spends a state’s limited resources on primary health care that will serve many rather than on expensive organ transplants that will serve few, the research analyst who conducts a cost benefit analysis of a proposed program, and the university that adopts an affirmative action program to promote diversity all are taking this approach.

Despite the popularity and currency of consequentialism, however, critics are quick to point out its deficiencies. They argue, first, that this approach countenances sacrificing the interests of a few for the sake of the many, treating some as the means to the ends of others. The public health official preferring to devote resources to primary care sacrifices the interest of those in need of transplants, and the affirmative action program that seeks diversity for the university and the country may sacrifice the interests of some white male applicants.

Critics of consequentialism also point out that we cannot foresee or estimate all the possible or even probable consequences of a particular action or policy. In 1920, who would have imagined that Ford Motor Company Model T cars would result, generations later, in gridlock and air pollution? This “problem of unintended consequences” is exacerbated by our inevitable bias as actors. Our situations and our interests will affect our conception of consequences and the importance or
weight we assign to them. The candidate considering whether to lie is likely to consider his victory as essential to the common good; he is also likely to see only the short-term consequences of the lie and not the long-term effect on public trust and respect for authority.

A third criticism concerns the calculation of consequences itself. Whose interests should be taken into account? How should costs and benefits be weighed or measured? Should intensity of preference be measured? For example, should a U.S. president considering armed intervention to prevent massacres in Darfur consider only the consequences for U.S. troops and resources or should he also include the lives in Darfur? And should he weigh those lives equally? How should a state governor weigh the very intense preference of a small minority for organ transplants against the preference of a large majority for primary care?

Deontological ethics starts from the premise that there are moral obligations or duties we ought to fulfill apart from consideration of consequences. In this sense the right takes priority over the good, or the end of action. Deontological ethics is rooted in the moral philosophy of Immanuel Kant. The basic moral duty is to treat people as ends rather than as means to purposes outside of themselves (Baron 1997). One example of deontological theory that influences contemporary discussions of ethics and politics is based on the premise that our roles in society give specific content to our moral obligations or duties. The early twentieth-century British idealist F. H. Bradley in his essay “My Station and Its Duties” developed the argument that our moral duties are determined by our social station or role and the responsibilities that come with it (Bradley 1876). As parents, daughters, neighbors, and members of professions—doctors, lawyers, analysts, administrators, elected officials—we have jobs to do and a moral obligation to do them well. The research or budget analyst facing pressure to underestimate costs for a favored program who asks what is the role of an analyst and what are the obligations that flow from it illustrates this approach to ethics.

Another example of deontological ethics, derived most recently from the moral philosophy of John Rawls, focuses on the duty to treat people as ends and on the premise that they are so treated when they are able to consent to the actions that affect them.

What makes human beings different from mere things is that people have dignity based on their ability to choose freely what they will do with their lives, and they have a fundamental moral right to have these choices respected. People are not objects to be manipulated; it is a violation of human dignity to use people in ways they do not freely choose. (Velasquez et al., 2002, 1)

The right action in this view is what free, equal, and rational persons, including those affected by the action, would be able to consent to. Some versions of human rights theories are also examples of a deontological approach to ethics, that is, respecting rights is a mark of respecting people as ends with life goals and plans to achieve them.

The candidate considering whether to lie who asks if other people, including the victims of the lie, would consent to lying in this situation takes this deontological approach to ethics. So does the governor who, before deciding on the allocation of resources between transplants and primary care, asks if there is a policy that all parties could consent to after debate and deliberation.

Virtue ethics is the third major approach to ethics. Proponents view moral questions from the standpoint of the moral agents and focus on the sources of morality in their inner life and character (Slote 1997, 177). They maintain that “Perhaps ‘What ought I to do?’ is the wrong question. We might ask instead: ‘What kind of person should I be?’” (Pence 1991, 249). Derived from Aristotle, virtue ethics assumes that there are certain ideals toward which we should strive because they provide for the full development of our humanity. These ideals are discovered through thoughtful reflection on what kind of people we have the potential to become. Honesty, courage, compassion, generosity, fidelity, integrity, fairness, and prudence are all examples of virtues that we can emulate and seek to cultivate. The assumption is that a person who has developed virtues will be naturally
disposed to act in ways consistent with them.

The orientation of who am I and who should I be also has a social dimension. Moral agents also ask who are “we” and who should “we” be. For example, during the debate on the North American Free Trade Agreement, Vice President Albert Gore and House Minority Leader George Mitchell defended the agreement on grounds that rejecting it would mean America had adopted a cringing, fearful, and despairing attitude to the world and to its own future (Slote 1997).

Public officials, in deciding on actions in specific situations, make use of these ethical approaches, even if they do not usually articulate their thinking in precisely these terms. The decision of the Clinton administration not to intervene to stop the genocide in Rwanda in 1994 is a good illustration of how officials at various levels of the hierarchy actually thought through their choices and how they reflected on those choices in subsequent years.

**RWANDA: CASE STUDY OF ETHICAL APPROACHES**

Rwanda raised profound ethical issues: it was the worst instance of genocide since the Nazi killings of the Jews during World War II. Over the space of about three months from April through June 1994, nearly one million Tutsis in Rwanda were murdered by their Hutu neighbors. Rwanda had endured a civil war between the Hutu-dominated government and a Tutsi rebel force for years, but, in the spring of 1994, a cease fire was in place, monitored by a UN peacekeeping force. The genocide—the targeted killings of Tutsis—effectively ended the cease fire. Within one day, ten Belgian troops in the peacekeeping force were murdered by Hutu militias. In the United States, the Clinton administration immediately ordered the evacuation of all Americans including the embassy staff. The United States also strongly supported a UN Security Council decision to reduce the peacekeeping operation to a skeleton force. When the UN Secretariat proposed a replacement peacekeeping operation, the United States successfully opposed it as vague and unrealistic. Efforts by some within the Clinton administration to advance intermediate measures, such as U.S. logistical or financial support for an African peacekeeping force or action to jam the hate-filled Hutu radio stations, were opposed and stalled within the bureaucracy. The killings ended only when the Tutsi rebel force seized control of the Rwanda government.

At the time, U.S. officials at the highest levels based their decision on a calculation of consequences for U.S. national interests. They concluded that Rwanda was not a strategic interest and accordingly they could not justify the costs of intervention in terms of troops or resources by any benefit to the nation. Moreover, they thought that a UN-led intervention with or without U.S. forces was not likely to succeed and would provoke a public failure for the administration, the United States, and the United Nations like the one that had ended the peacekeeping operation in Somalia the previous year. As they saw it, the costs were clear, including the cost of failure, and the benefits highly uncertain. These considerations greatly outweighed the costs of the deaths in Rwanda. Once this overall decision was taken, the highest level officials turned to other pressing issues and left it to deputies and assistants to consider any intermediate actions (Carlsson et al., 1999, 1; Ferroggiaro 2004; Powers 2001, 2003).

The decision-making process illustrates some of the challenges of a consequentialist approach when officials are involved in many issues and have limited time to decide. In particular, it shows that the end or good sought is not always easy to define and also that the past experience and interests of the officials themselves—the moral agents—influences their definition of the end, and their analysis of alternatives.

The definition of national interest is not always obvious. Donald Steinberg was senior director for African Affairs at the National Security Council. He remembers “struggling without success to convince people that Rwanda’s genocide actually did threaten our national security . . . Now we understand that our lives here in America can be touched in the most immediate ways imaginable”
by events in other countries but this was not the “prevailing reasoning” at the time (Steinberg 2004, 16–17). Anthony Lake was National Security Advisor to President Clinton. In an interview after he left office, he acknowledged that he did not, at the time, give much consideration to the idea that when states collapse they can become breeding grounds for terrorism, which certainly affects our interests (Lake 2003, 11).

The U.S. officials, without much deliberation either inside the government or with the public, reached their decision not to intervene very quickly. Lake and Madeline Albright, who was U.S. ambassador to the UN, agreed that officials at the highest policy making level gave serious consideration only to the alternative of drawing down the U.N. presence. Other options were “not even vaguely in the cards at the time,” said Albright (Albright 2004, 5). Lake recalls that at his level “the issue” of U.S. intervention or assistance to a UN intervention “just never arose . . . it was almost literally inconceivable” (Lake 2003, 2). And Lake acknowledges that he and others knew that “hell was breaking loose in Rwanda” (Lake 2003, 5).

The challenge of consequentialism here was not in identifying all the alternatives but in being willing to analyze them. Because of their past experience and current fears, officials preferred a quick selection of one alternative because they gave weight to the costs for the agent—the United States—and not to the costs for the Rwandans—the others.

Michael Barnett was a political-military officer at the U.S. Mission to the UN in New York on a Council on Foreign Relations Fellowship at the time of the Rwanda crisis. In writings since he left that position, he has sought to explain the tendency of officials like himself to give all the weight in their calculations to the interests of their organizations, to assign those interests moral value, and to be indifferent to people and events outside the organizations (Barnett 1997).

Barnett quickly adopted the prevailing view that the United States should not risk failure by intervening or supporting intervention. He identified with the interests of the U.S. Mission, the State Department, and the U.S. government. The identification developed over time as he worked long hours with his colleagues, and acquired status and influence within the organization. He was seen as the “expert” although he had been working on Rwanda for only four months and had no prior knowledge of the country. His expertise came from his official position: his contacts, attendance at meetings, and knowledge of official papers and correspondence.

What is most interesting about Barnett’s reflections is that preserving the organizations’ interest also seemed the moral or the right thing to do. He did not see himself as preferring the interests of the United States and the United Nations to the moral good; he saw saving the United States and the United Nations from another failure as the moral alternative compared to saving lives in Rwanda. Albright also reflects this orientation when she recalls, “I was trying very hard to make sure that we could continue to support peacekeeping operations,” so that not risking failure now would preserve the United Nations and the United States support for future conflicts (Albright 2004, 5).

Barnett’s point is not that preserving the United States and the United Nations from another failure was an immoral alternative; his point is that, given the exigencies of life in bureaucracies, organizational interests will come to seem as moral interests and persons outside the organization will not receive much consideration in the calculations of consequences. Barnett thinks this tendency could be counterbalanced if officials had more knowledge of, and contact with, the people who will be affected by their decisions. But what also can counterbalance this tendency, in the opinion of other officials involved in the Rwanda decision, is for officials to maintain a sense of duty or commitment to basic moral principle, not to replace the calculation of consequences, but to inform it.

The officials, who in retrospect regret some aspects of their behavior at the time of the crisis, often seem uncomfortable speaking in moral terms, preferring to speak of a “human” rather than an ethical or moral orientation. Lake, for instance, is reluctant to speak of “moral obligation . . . because that’s presumptuous.” But he says that government officials are “human beings” and not just “interest calculating machines” (Lake 2003, 11). Prudence Bushnell was deputy assistant secretary of state for African Affairs and chair of the interagency task force that tried unsuccessfully to gain approval
for intermediate actions in Rwanda. She voices a similar idea in retrospect, suggesting a duty or obligation independent of consequences that we have as human beings.

And for all of the reasons that make sense for rational policy analysis, we did nothing, and, in terms of our hard core national interest, it didn’t matter… In many respects they were right. So we got out of it without having to use a great deal of resources. Certainly nobody was killed; no American was killed… and we did the right thing by the taxpayer… But did we do the right thing as human beings? (Bushnell 2003, 23–24)

These officials, like Barnett, are not suggesting that decisions should be made without reference to consequences for the nation’s interest, but they are suggesting that the costs of deaths in Rwanda should have factored more in their thinking and behavior. And they should have factored more because the officials had a basic moral duty to prevent deaths if they could. Lake argues that as officials and even as citizens we tend to think of national interest in an abstract way that blinds us to the reality of the lives that are affected. Hundreds of thousands of deaths are an important reality too, he says, and should be taken into account. As human beings, given “the fact of so many deaths,” he and others at his level should at least have exerted a greater degree of leadership and demanded a more rigorous analysis of all the alternatives.

Lake also says that he and others should have assigned more weight to the deaths in Rwanda in calculating the costs of the various alternatives. He asks us to compare two countries and to suppose that the United States has more of a national interest in the first—“lets say it’s 10 times as big”—but in the first 15,000 to 20,000 people are at risk of death compared to two million deaths in the second. “So even if the national interest gets more weight than the humanitarian obligation, when you look at the scope of each we ought to be paying a lot more attention to” the second country than we do (Lake 2003, 11).

Lake is offering an approach to thinking about humanitarian intervention that is suggestive even if it cannot be done in this numerical way. But the variables are his: how great is the evil to be stopped, how much even indirect national interest do we have in stopping it, how onerous is the cost, and how likely is the chance of success? And interestingly what would have made this more rigorous calculation of consequences more likely in the case of Rwanda was if officials had clung to a fundamental moral commitment to prevent suffering that preceded and informed their calculations.

Even in the case of Rwanda, where a policy consensus developed very quickly, there were some within the Clinton administration who urged a different course, if not direct U.S. intervention, at least U.S. support for interventions by others or for intermediate range options. These voices tended to be lower in the hierarchy and responsible for Africa desks either at the National Security Council (NSC) or the State Department, suggesting that the abstract thinking Lake referred to or the indifference Barnett highlighted is less likely among those who have some knowledge and contact with the people affected. None of these officials resigned, or leaked, or protested publicly. None really considered those actions at the time. In retrospect they ask if there were other things they could have done to alter the administration’s decision making, giving us some ideas about the types of actions available to those whose policy preferences are overruled.

Steinberg says, “sometimes you make your case” and the decision goes against you. “Then you have to decide personally if this is so important to you that you are going to resign or ask to be transferred, or if you are going to continue to give your views and lose out occasionally” (Steinberg 2004, 9–10). Prudence Bushnell, however, wishes in retrospect that she had done more; that bureaucrats like her should be more prepared to take risks within the hierarchy when their principles are being “walked upon.” It never occurred to her to call Lake or the secretary of state, for instance; it was just not something a person at her level did (Bushnell 2003, 22). Even Albright recalls that people in Washington would have thought her “crazy” if she seriously proposed another alternative
but nevertheless she wishes now that she had done more to fight for a large humanitarian intervention. “It would never have happened. But I would have felt better about my own role in this,” she said (Albright 2004, 5–6).

The lessons that officials derived from their participation in the decision about Rwanda are relevant to officials at many levels dealing with many types of issues. The researcher evaluating a program of his organization will feel the same sense of identification as Barnett and the same temptation to evaluate the program positively not only for the usual self-interested motives but also because preserving the reputation of the organization seems like a moral interest. Saving an organization—a child welfare agency or a church—from a public scandal may seem like a moral good, even at the risk of some children some of the time.

THE POLITICAL ENVIRONMENT

As the case of Rwanda illustrates, applying ethics to political decision making is not easy. Politics is a distinctive realm, different from private life. It deals with the life of the community and transcends the private lives of individuals with their circles of particular friends and relatives. It involves government and governors protecting the life of the community and the liberty of citizens, or promoting a fair and just society. Politicians and policy makers act for others but also serve themselves, they rule over others and can coerce people, and their decisions have broad, cumulative effects on present and future citizens.

Political life is different from private life in several crucial respects. Public officials act on behalf of others and their acts have consequences for others as well as themselves. A private individual may decide to risk his own life and fortune to do the right thing but if a politician does the same, she is harming not just her own interests but the community she has pledged to serve. A U.S. president who committed troops to Rwanda would be risking not his own life but the lives of those troops. And if the United States and the United Nations failed in an intervention, it might well have consequences for their ability to intervene in future crises. It is because public officials are responsible for the interests of others that consequentialist approaches to ethics are appropriately so pervasive in the literature of political science and public policy.

Because they represent others, public officials may face a moral conflict between their personal beliefs and the beliefs of their constituents. Former New York Governor Mario Cuomo faced such conflicts in deliberating about the death penalty and abortion and wrote eloquently about how to resolve such conflicts (Cuomo 1984). Former Democratic presidential candidate John Kerry faced similar conflicts in the 2004 presidential campaign when he was taken to task by a handful of Catholic bishops who threatened to deny him sacramental communion because of his position on abortion (Segers 2005).

Decision making in public life will usually involve a conflict among values, or choices among goods, and not just between goods and evils. For officials debating Rwanda, preserving the United States and the United Nations from a potential failure was a good to be sought but so was saving lives in Rwanda. Similarly, officials responsible for rebuilding ground zero in New York City have to reconcile or choose among the moral claims of the families who want a fitting memorial, local businessmen who want a vibrant economic space, local residents who want a living community, and a city that needs a tax base to fund services and programs of all types.

Politics is also different in ways that concern the very essence of moral agency and responsibility. Dennis Thompson speaks of “the problem of many hands” in political life. “Because many different officials contribute in many different ways to decisions and policies of government, it is difficult even in principle to identify who is morally responsible for political outcomes” (Thompson 1987, 40). This makes it difficult not only for citizens to hold officials accountable, but also for officials themselves to decide on their own moral responsibility. Those reflecting on their decisions...
in Rwanda, for instance, certainly take some responsibility, but they also make it clear not only that the primary culprits are those who led and did the killings but also that responsibility for standing by is widely shared—by the U.S. government in general, other member states of the UN, the international community, the Western world, and the world.

The fact that politics is a distinct realm and private morals cannot be applied so readily does not mean that ethics has no place but it “does require us to take into account the special characteristics of politics as we frame our moral judgments” (Gutmann and Thompson 2006, xi). The German sociologist, Max Weber regarded an absolutist ethic of ultimate ends that insisted on morally correct means regardless of the circumstances and consequences as utterly inappropriate and dangerous in politics. For Weber, adopting this stance, “Let justice be done though the world may perish,” showed a vain preference for personal moral purity at the cost of everyone and everything else. Weber offered instead an ethic of responsibility, which focused on the politician’s commitment to a cause or end, her dispassionate and selfless assessment of the means necessary to achieve it, and her acceptance of responsibility for the consequences. But even Weber saw a final limit to this consequentialist approach, calling on an ultimate sense of duty beyond consequences. At some point, the public official has to draw a line and say with Martin Luther “Here I stand” regardless of consequences because “I can do no other.” (Weber 1918, 127). In Weber’s terms the moral failure of officials in Rwanda was certainly not their determination to consider U.S. national interests in the short- and long-term, nor their fear of provoking another failure for the United States or the United Nations. The failure, as Lake acknowledged, was in not taking serious responsibility for the consequences that would follow from their decision and, in that light, making sure to rigorously evaluate all of the options available to them.

**BEHAVING MORALLY AND EFFECTIVELY**

While it is all too easy to find instances of moral failure in public life, it is important to also highlight instances in which officials at all levels behaved ethically and effectively, and to understand the variables that made this possible. Gerald Pomper, in his recent contribution to the ethics and politics literature, *Ordinary Heroes and American Democracy*, analyzes the institutional and individual sources of such ethical behavior.

Two of the ordinary heroes Pomper identifies are Representative Peter Rodino, who oversaw impeachment proceedings against President Richard Nixon, and Dr. Frances Kelsey, who prevented the deadly drug thalidomide from being commercially marketed in the United States. These officials adopted multiple ethical approaches to guide them. They certainly were aware of the consequences of their decisions but it was a conception of duty derived from their professions and institutional positions that directed them to the course of action that would produce the best outcome. They also had some qualities of character—some moral virtues—that made it possible for them to fulfill those duties.

Congressman Peter Rodino was not a “great man” either before or after the Nixon Watergate investigation; he was an ordinary congressman, not well known to the public. Yet at a decisive moment, he met the challenge posed by the Watergate burglary in 1972 and the subsequent cover-up by the Nixon White House, a crisis that dominated the federal government’s work for two years, from 1972 to 1974 (Pomper 2004, 31).

In chairing the hearings of the House Judiciary Committee that voted to impeach President Nixon, Rodino was certainly aware that his actions would have momentous consequences for the country in the short and long run. “People thought we would impeach Richard Nixon. That was the furthest thing from my mind. I was hopeful, I was prayerful that we wouldn’t, that what we would find out was exculpatory” (Bernstein 2005, C-11). Rodino was also aware that the consequences that would follow from the impeachment process were just as important as those that would follow from the actual decision. If a sizeable section of the people regarded the process as unfair, they
would lose confidence not only in the decision but also in the institutions that brought it about. In his statement to the House, Rodino said, “Let us now proceed with such care and decency and thoroughness and honor that the vast majority of the American people and their children after them will say: ‘That was the right course. There was no other way’” (Rodino, 1974). Rodino took his own responsibility for the consequences of his actions seriously. “To impeach a President is an awesome responsibility. Indeed after we voted to impeach Nixon, I…called my wife and, when she answered, broke down and cried” (Rodino 1999, A-19; Pomper 2004, 49).

To perceive the process as fair, Rodino concluded, the public would have to see it as nonpartisan, would have to conclude that members voted their best judgment of the facts regardless of party. Having been a congressman for more than twenty years, Rodino knew that partisanship could never be eliminated entirely but he believed it could and must be minimized.

To attain this goal, Rodino fulfilled his duties as they were defined by the norms of the Congress and the role of committee chair. For the committee investigation, Rodino worked diligently to prepare a thoroughly researched handbook on the arcane subject of impeachment. He instructed the committee staff to prepare a report for the members that analyzed facts and outlined arguments on both sides of the question but took no position and made no recommendation. As special counsel for the investigation he hired John Doar, a Republican. He insisted on secrecy in the Judiciary Committee deliberations so that his committee would not be split prematurely on party lines. He used his powers as chair to prohibit the staff and the counsel from making public statements and to ensure that Republican members had as much chance to speak and pose questions as the Democrats. He also used his powers to reject any arbitrary time deadlines so that committee staff could assemble the evidence and the members could deliberate about it (Pomper 2004, 45–48). Rodino was effective as well as dutiful; in the end, a majority of the Republican members of the committee joined the Democrats in voting for three articles of impeachment.

During the process, Rodino also gave evidence of moral virtues, not all moral virtues to be sure and certainly not sainthood or the heroism of myths and legends. We do not know many aspects of Rodino’s moral character, including his behavior as a husband, son, father, or neighbor. We do not even know how he behaved as a congressman or a politician in other circumstances. But he was courageous and patient in his determination in this case. He refused to be rushed by House leaders such as Speaker Tip O’Neill.

I told O’Neill in no uncertain words that I was going to do it my way. I don’t mind being called cautious, because I believe that when one is responsible for making decisions that are going to affect the future of the country, one doesn’t treat those issues by making snap judgments. Maybe we ought to have a little more of that. (Pomper 2004, 46)

He also was modest and did not grab the limelight. He avoided public statements and allowed others—especially the Republicans—ample space and credit.

A second example of an “ordinary hero of American democracy” is Frances Kelsey, a staff scientist with the Food and Drug Administration (FDA), who in 1962 prevented the introduction of the drug thalidomide into the United States. Sold abroad as a mild sedative, this drug was widely used to treat nausea in pregnant women. It was subsequently discovered that, if taken during early pregnancy, thalidomide caused serious harm to fetuses—major defects such as being born without arms and legs. By doing her job as a bureaucrat with the FDA, Kelsey prevented similar damage from occurring to thousands of children born in the United States (Pomper 2004, 134).

Highly educated, with both a doctorate and a medical degree, Kelsey came to the FDA in 1960 after ten years of medical research experience that included reviewing drug studies submitted for publication. This proved to be valuable preparation for her work as a bureaucrat at the FDA since it taught her to emphasize the ordinary canons of scientific investigation and to approach drug studies with a certain amount of judicious skepticism.
As an FDA staff investigator, Kelsey’s job was to ensure that drug companies’ applications for approval of new drugs demonstrated that the drug met certain safety standards. The application for thalidomide was Kelsey’s first assignment at the FDA. As she later said, my superiors “thought it would be an easy one to start on. As it turned out, it wasn’t all that easy” (Burkholz 1997, 2). Kelsey approached the application as a cautious bureaucrat. She found the drug company’s application sloppy—“It was so superficial and anecdotal.” She was troubled by the lack of evidence, poor record-keeping, incomplete test results (Pomper 2004, 143).

At first Kelsey stalled for time to give herself and her staff the opportunity to rigorously examine the application material and other relevant literature. Then she began to worry about possible connections between thalidomide and peripheral neuritis, based on a research note in a British scientific journal that she read. She felt the drug manufacturer bore the burden of proof that the drug was safe and repeatedly declared the application incomplete, asking for more data. Over time, she also began to wonder about long-term effects of thalidomide on fetuses. The manufacturer complained about Kelsey’s foot-dragging to her superiors, and ultimately visited the head of the FDA to pressure him to overrule Kelsey on the application. As Kelsey reported, “They telephoned my superiors and they came to see them too…Most of the things they called me you wouldn’t print” (Mulliken 1962, 28; Pomper 2004, 144).

Ultimately, Kelsey wanted the drug application to be withdrawn, based on the reports from Europe of deformed neonates being born to German and British women who had taken the drug. Eventually, the German government forced the German manufacturer to withdraw the drug from the market. In March, 1962, the American manufacturer withdrew its FDA application. Kelsey had prevented an American catastrophe.

The consequences of Kelsey’s decisions were a matter of life and death and she was certainly aware of that. But like Rodino she was able to rely on the norms of her profession and institutional role to determine the best alternative course of action. Kelsey did her job as a scientist; she used professional judgment and followed the norms of data collection, analysis, and presentation of evidence. And she also did her job as a professional bureaucrat; she insisted on adhering precisely to bureaucratic routines and to the impersonal procedures of the FDA in handling drug applications. In this way she avoided arbitrary decision making and showed neither favoritism nor prejudice to the applicant. As Pomper notes, “Kelsey and her colleagues displayed the virtues of bureaucrats. They showed how bureaucracy can enhance life, quite literally, and extend individual freedom” (Pomper 2004, 157). Kelsey also displayed some aspects of a virtuous character that she brought to the FDA job. For more than a year, she was courageous enough to stand her ground against the drug manufacturer.

Once Kelsey’s work became known, Congress debated and strengthened drug enforcement policy, requiring manufacturers to submit additional data on the safety and effectiveness of new drugs before they could be marketed in the United States. Kelsey’s example indicates, then, that conforming to the norms of institutions and professions in a democracy can also be a way of highlighting areas where those norms need to be improved.

THE PROBLEM OF DIRTY HANDS

Of all the reasons why the political environment differs from private life, the most crucial is the fact that public officials often face the choice of using what are regarded as evil means for the sake of the people and communities they represent. The political environment is different because what is regarded as virtue in private life will often harm a community. The political world is “largely impersonal and intractable…populated by powerful people and formidable institutions that are hostile to the purposes of public-spirited officials” (Gutmann and Thompson 2006, xi).
A classic statement of this position is Machiavelli’s *The Prince*. For rulers, Machiavelli states, vices such as miserliness or parsimony with the people’s money are preferable to virtues of generosity or liberality. Whereas promise-keeping is important in private life, in public life political leaders should be prepared to violate treaties and alliances when circumstances change and it is no longer in the public interest to keep them. Deceit may at times be prudent, but a politician must conceal the fact that he is being deceitful. Also rulers must be prepared to use cruelty in order to better maintain order in society (Machiavelli 1995, chs.16–19).

Max Weber’s ethic of responsibility that we referred to earlier is another approach to the problem of dirty hands or evil means in politics. An ethic of responsibility would allow public officials to justify means like violence, deception, manipulation, and lying in pursuit of their ends, but it also allows us to morally evaluate them in terms of the ends they seek and the dispassionate, selfless way they assess the means actually necessary to achieve them. And, of course, Weber also left open the possibility that a responsible public official would draw a line he would not cross for any end.

In a famous 1973 essay, Michael Walzer reflects further on this problem of dirty hands in politics. He suggests that the dilemma is a central feature of political life, that the need to use morally dubious means in pursuit of good ends arises not merely as an occasional crisis in the career of this or that unlucky politician but systematically and frequently. Walzer thinks this explains the convention that politicians are typically thought to be morally corrupt. He agrees with Weber that consequentialism is the appropriate ethical orientation for a public official charged with the care of a community. But he pays more explicit attention than Weber to an official’s sense of moral duty and moral character independent of consequences. “A particular act of government may be exactly the right thing to do in utilitarian terms and yet leave the man who does it guilty of a moral wrong” (Walzer 1973, 161).

The politician’s recognition of the moral wrong reflects three things: his character, our judgment of him, and the status of morality itself. For Walzer, the moral politician should be conscious that he has “done something wrong even if what [was]…done was also the best thing to do on the whole in the circumstances.” The politician’s consciousness of wrong should also influence our judgment of him. Walzer uses the example of a reform politician who must make a deal with a corrupt ward boss in order to win election. “Because he has moral scruples about this, we know him to be a good man. We want him to make the deal, precisely because he has scruples about it. We know he is doing right when he makes the deal because he knows he is doing wrong” (Walzer 1973, 166). For the status of morality itself, Walzer argues that even as we judge an action as right from a consequentialist perspective, we should at the same time acknowledge that the means are wrong, moral standards of right and wrong still stand; they have been overridden in this case but have not “been set aside, canceled, or annulled” (Walzer 1973, 171). Because the moral standards have not been annulled, they continue to function as requirements for public officials and as bases for our evaluation of them.

### CASE STUDY OF DIRTY HANDS: THE USE OF TORTURE IN WARTIME

The problem of dirty hands in politics is most clearly illustrated by decisions to use violence in war. Political theorists since St. Augustine have developed a concept of a just war, articulating the ends for which wars may justly be fought and the means that may be employed in the pursuit of victory. The most basic ethical principle governing the means of warfare is that noncombatants are to be protected unless the violence to them is an unavoidable necessity in the pursuit of military targets. Noncombatants include, most obviously, civilian populations but also those enemy forces who have been taken prisoner (Walzer 1977). In recent years, the Bush administration and the American people have confronted this issue in dealing with captives taken in the wars in Afghanistan and Iraq.
After the attack on the World Trade Center in September 2001, the administration declared a “war on terror” and subsequently commenced actual warfare in Afghanistan. Administration officials then had to decide how the United States would treat captured members of al Qaeda, the terrorist organization, and the Taliban, the Afghan forces. The officials justified their positions primarily in legal and in what they called “policy” terms. They usually did not justify them with explicit ethical arguments but their policy positions reflect their views on the relationship between ethics and politics, specifically whether there are moral limits to the means that can be used to promote a nation’s interests.

The legal questions concerned both international and domestic law. The international law was the Geneva Conventions, an international treaty that is considered the basic law of war. Among other things, the Conventions regulate the treatment of different types of captives, soldiers and civilians for instance. The requirements vary but basically the Conventions state that all captives must be treated humanely, and they prohibit physical and mental torture as well as cruel, humiliating and degrading treatment.

The Bush Administration concluded that the United States was not obliged to follow the Geneva Conventions in the conflict with Afghanistan. In a February 2002 confidential memorandum with the subject line: “Humane Treatment of al Qaeda and Taliban Detainees,” the president wrote that the captives were not covered by the Conventions (Bush 2002, 2). Al Qaeda was not a state and so could not be a party to a treaty and the Taliban were “unlawful combatants.” Essentially the president declared that the detainees had no rights in international law—they were not legally entitled to humane treatment.

Nevertheless, the president wrote, given “our values as a nation” the United States would, as a matter of policy, treat detainees humanely. The U.S. Armed Forces, in particular, would act in accordance with the principles of Geneva “to the extent appropriate and consistent with military necessity” (Bush 2002, 2). The president did not mention the CIA, although it was responsible for many of the interrogations in Afghanistan and in Guantanamo Bay Cuba (GTMO), where captives were taken for longer term detention.

In referring to our values as a nation, the president makes use of a form of virtue ethics, saying that we are the kind of nation that behaves humanely, but he does not say we do so independent of consequences. Rather, we behave humanely when it is appropriate and consistent with military necessity, terms that the president failed to define. The basic stance of the memorandum then is Machiavellian; the nation is at war and its leaders must be able to choose the means necessary to protect it.

The president’s decision reflected the legal interpretation of the Geneva Conventions articulated by the Department of Justice Office of Legal Counsel (OLC) particularly by then Deputy Assistant Attorney General John Yoo. It also reflected the briefing memos prepared by the White House Counsel Alberto Gonzales.

Gonzales maintained that the Geneva Conventions requirements were not in the national interest because they would not protect the country from attacks. The war on terror was a new type of war requiring a “new paradigm” that “renders obsolete Geneva’s strict limitations on questioning of enemy prisoners.” To wage the new type of war, the United States needed “flexibility” in conducting interrogations in order to obtain information about the enemy’s capacities and plans. Moreover, Gonzales wrote, declaring that the Conventions did not apply reduced the threat that interrogators or their superiors would be prosecuted as war criminals if future special counsels decided to pursue “unwarranted charges” on the basis of such hard to interpret terms as “inhuman treatment” (Gonzales 2002, 2).

Unlike the decision on Rwanda, there was disagreement within the administration on the applicability of the Geneva Conventions. The main objections came from the State Department’s Adviser William H. Taft IV and then from Secretary of State Colin Powell. Like the president and Gonzales, they argued in consequentialist terms, but they emphasized different consequences for U.S. national interests. They reflected the State Department’s responsibility for maintaining U.S.
relationships with other countries and illustrate again the way our situations affect our conception of consequences.

Taft and Powell disagreed with the OLC legal analysis and said that acting on it would undermine the country’s credibility and moral authority (Taft 2002a, 1; Powell 2002, 3). They did not say exactly that bypassing the law was immoral or unethical; rather it would hurt the country’s reputation for moral conduct, and that would have costs. A presidential decision that Geneva did not apply, Powell wrote, “will reverse over a century of U.S. policy and practice” (Powell 2002, 2). In addition, bypassing international law would undermine the U.S. ability to secure the cooperation of other nations, raise issues about our relationships with other questionable governing regimes, and lower the bar for other countries’ treatment of captured U.S. forces. Taft and Powell also rejected the idea that following Geneva would impose costs on U.S. security, arguing that the Conventions provided a sufficiently robust framework for interrogations.

Having concluded that the United States was not bound by international law, administration officials turned to the U.S. laws that governed the interrogations, especially the Federal Anti-Torture Statute of 1996. The anti torture law prohibits U.S. nationals from committing torture outside the United States under penalties that include lengthy imprisonment and death. The statute defines torture as “an act... specifically intended to inflict severe physical or mental pain or suffering... upon another person within his custody or physical control.” In late spring 2002, the administration received requests to clarify requirements under the statute from the CIA.

Again, the legal position was articulated by John Yoo at OLC in a memorandum to Gonzales over the signature of Jay S. Bybee, then assistant attorney general and now a federal judge on the 9th circuit. Yoo interpreted the statute very narrowly, leaving wide discretion to policy makers to decide on the appropriate methods of interrogation. He interpreted specific intent to mean that the person must “expressly intend” or have the “express purpose” or the “precise objective” to inflict the severe pain (OLC 2002, 3, 4). And “severe” pain or torture is not the “mere infliction of pain and suffering;” even “cruel, inhuman or degrading treatment” may not meet the criterion of severe (OLC 2002, 13, 1). Torture inflicts pain that is difficult to endure, that is “equivalent in intensity to the pain accompanying serious physical injury, such as organ failure, impairment of bodily function or even death” (OLC 2002, 1). Mental pain or suffering is torture only if it results in significant psychological harm lasting for months or even years. In interviews and articles after he had left office, Yoo said that reduced sleep, stress positions, isolation from other prisoners, and solitary confinement were not torture in the U.S. definition of the term. “The purpose of these techniques is not to inflict pain or harm, but simply to disorient,” he wrote (Yoo 2005a, 3; 2005b, 15).

Yoo’s memo also outlined legal defenses that would be available to an official who was charged with torture, even under the restricted definition. First, the president has “complete discretion” in wartime to manage a military campaign, including detaining and interrogating the enemy (OLC 2002, 33). Thus, a government defendant could claim that if his actions were properly authorized he was fulfilling the executive branch authority to protect the federal government and the nation from attack (OLC 2002, 45).

Second, Yoo argued that government interrogators and their superiors charged with torture could justify or defend their actions on the overlapping grounds of necessity and self defense. Torture or other violation of the “literal language of the criminal law” might be justified if it were necessary to prevent even greater harm to the nation. If a detainee might possess information that could enable the United States to prevent attacks, torture might be justified since “clearly any harm that might occur during an interrogation would pale to insignificance compared to the harm avoided by preventing such an attack” (OLC 2002, 40, 41).

The argument that Yoo sets forth could constitute the frame for a moral justification of torture or lesser forms of coercive interrogation: the person adopting the admittedly evil means has reasonably certain knowledge that the one to be tortured has relevant information, that great harm in the form of an attack is very likely to occur, that the information will be necessary to prevent the attack, and
that there are no alternative ways to obtain the information in time to prevent it. This justification would be some form of the “ticking time bomb” scenario. But the crucial parts of this argument are: What does it mean to be reasonably certain that a detainee has, and will give, useful information or that an attack is imminent or very likely to occur? In suggesting that torture is a defensive response to a potential attack that can be used when the opportunity is available and that since September 11, 2001 the president can authorize torture or an act of torture in the general name of national security, Yoo says in effect that under the law U.S. interrogators could torture any captives they thought had useful information about al Qaeda. This is a Machiavellian position.

Although they defined the law to allow them maximum flexibility, the Bush administration had not developed a policy on the exact interrogation techniques that would be permitted. They developed these policies over time in an ad hoc way, first for GTMO and then for other theaters. Secretary of Defense Rumsfeld did not make a final decision for GTMO until fifteen months after detainees first arrived there. During that time he approved one set of techniques, including many that he acknowledged were seen as violations of Geneva, then rescinded the approval and established an intradepartmental working group to advise him, and then finally approved a set of methods which included a smaller number of those regarded as violations.

Over the course of the decision, debate and conflict about the methods to be approved took place first at GTMO and then in the working group at the Department of Defense. The opposition to the use of aggressive methods in both places came from attorneys from the Judge Advocate General Corps (JAG). Lt. Col. Thomas Berg was one of the JAG attorneys at GTMO. He had “irreconcilable differences” and “hostile” conflicts with the military intelligence people and with their JAG attorney, whom he “despised” (Berg 2005, 9, 12). He cited the example of Red Cross visits. According to Geneva and the Army’s Field Manual (FM), which is seen to be in accord with it, the Red Cross should be able to register captives as soon as they arrive at a facility but when the “intel” people had high value prisoners “they would want to prevent the Red Cross from knowing about them for a while” (Berg 2005, 10).

On his side of the conflict, Berg said he was determined to apply the Geneva Conventions and the FM. He traces his determination to three main factors. First was his sense of professional duties as a lawyer, and as a JAG lawyer in particular, to enforce the law. The job of the JAG lawyer is to tell the military commanders “No you can’t do that;” said Berg, “by doctrine, we are the conscience of the command” (Berg 2005, 6). Second, Berg relied on his own individual conception of moral duty. “I thought there was a right and wrong principle involved and I wanted to be on the right side” (Berg 2005, 12). Third and, it seems, least important in his considerations, he did not think coercive tactics produced real benefits. These sorts of tactics, he said, “will make them [detainees] even less willing . . . to give anything up. And we degrade ourselves in the process” (Berg 2005, 16). Berg was willing to endure conflict and the anger of the intel commander as the price of his position, but he acknowledges that he had some advantages as a reservist who could go back to a “pretty good civilian job, so I didn’t view it as my career being at stake” (Berg 2005, 12).

Within the working group in Washington, opposition to more aggressive techniques also came from JAG officers from the four armed services, who were members. They objected to the OLC legal analysis and to the recommendations for what they called extreme or aggressive methods, that “on their face” violated or “may appear to violate” military law, army doctrine, domestic criminal law, and the Geneva Conventions. Major General Thomas Romig of the Army said the legal analysis would generate international criticism “that the U.S. is a law unto itself” (Romig 2003, S8794).

The JAG officers’ arguments focused on consequences, namely the costs of authorizing such techniques, and they pointed to a broad range of costs. Some concerned the self-interests of the military interrogators and their superiors. Using the proposed methods placed them at risk of criminal prosecutions in the United States and abroad. Major General Jack Rives of the Air Force said,
Although a wide range of defenses ... theoretically apply, it is impossible to be certain that any defense will be successful at trial; our domestic courts may well disagree with DoJ/OLC’s interpretation of the law. Further, while the current administration is not likely to pursue prosecution, it is impossible to predict how future administrations will view the use of such techniques. (Rives 2003b, S8796)

The JAG officers also saw costs to the interests of the U.S. military overall, fearing that the proposed methods lowered the bar for treatment of U.S. POWs in this and future conflicts. Brigadier General Kevin Sandkuhler of the Marines wrote, “OLC does not represent the services; thus, understandably, concern for servicemembers is not reflected in their opinion” (Sandkuhler 2003, S8794).

More broadly the JAG officers feared for the military’s sense of itself, for who and what they were as an organization. They asked the question posed by virtue ethics: who are we and who will we become? The officers answered that the proposed methods did not conform to the military’s sense of itself. General Rives:

The use of the more extreme interrogation techniques simply is not how the U.S. armed forces have operated in recent history. We have taken the legal and moral “high road” in the conduct of our military operations regardless of how others may operate. Our forces are trained in this legal and moral mindset from the day they enter active duty. (Rives 2003b, S8796)

The officers feared that the proposed methods, in undermining military culture, would also undermine discipline and, in that sense, the moral character of individual servicemembers. General Rives was concerned that giving official approval and legal sanction to interrogation techniques that the military had regarded as unlawful “may create uncertainty among interrogators regarding the appropriate limits of interrogations.” The idea that the detainees were unlawful belligerents not entitled to protections of Geneva was “a legal distinction that may be lost on the members of the armed forces” (Rives 2003a, S8795).

Rear Admiral Michael Lohr of the Navy said, “I recommend we consider asking decision makers directly is this the ‘right thing’ for U.S. military personnel.” He also said the proposed methods were not consistent with the American people’s conception of moral duty or sense of itself as a people.

More broadly, while we may have found a unique situation in GTMO where protections of the Geneva Conventions, U.S. statutes, and even the Constitution do not apply, will the American people find we have missed the forest for the trees by condoning practices that, while technically legal, are inconsistent with our most fundamental values?” (Lohr 2003a, S8795)

In this way the JAG officers informed their consequentialist thinking with considerations derived from other ethical approaches: a basic conception of moral obligation, duty to professional norms, and concern for the moral character of organizations and individuals. Their arguments can be seen as another version of Lake’s suggestion that our moral commitments or duties as individuals, organizations, and communities should affect our calculation of consequences. Our commitments tell us what to include among the consequences. For Lake, his moral values should have influenced him to give more weight to the large number of deaths in Rwanda. For the JAG attorneys, effects on the military’s sense of itself and the country’s sense of itself should be included among the costs and benefits of policies on interrogations.

To summarize, despite opposition from the State Department, the Bush administration justified exemption from international law and a very narrow interpretation of U.S law on Machiavellian
grounds: the end justifies the means; the nation is at war and its leaders must be able to choose the means necessary to protect it. Given the threat of deadly attacks by terrorist groups such as al-Qaeda, the use of torture to extract information from detainees may be justified since any harm that might occur during an interrogation would be relatively mild compared to the harm avoided by preventing such an attack.

The strongest opposition to the administration’s policy came from JAG attorneys who were concerned about U.S. national interests, the self-interests of service members, and also about the moral duties and character of the military as individuals and as an organization. In these terms, they found that the disadvantages of using torture outweighed the advantages.

CONCLUSIONS

In this chapter, we have analyzed case studies in ethics and politics to illustrate how public officials make normative decisions on important policy issues. We have discussed prevailing ethical theories and pointed out how officials have used these ethical approaches in actual decision making. Our goal has been to clarify the ways in which public officials’ thinking and our analysis of that thinking can be applied fruitfully to people at all levels of government dealing with many different types of cases. We now summarize what we have learned.

First, it is clear that ethical decision making in public life is highly complex. There are multiple factors and interests to consider and many centers of allegiance making claims on public officials—ranging from fidelity to duty, to law, to professional norms, to conscience, to constituents, to the public interest, and to the interests of humanity. Officials have to be sensitive to nuance and to shades of gray, and they must be willing to balance costs and benefits, and to seek compromise where appropriate.

Second, in the cases we have discussed, public officials usually adopt a consequentialist mode of analysis. This is not surprising since they represent or act for others, and their actions directly affect the lives of ordinary citizens. However, our analysis of the cases suggests that elements of deontological ethics and virtue theory often become part of the officials’ consequentialist reasoning, and make up for some of the deficiencies of that approach in complex situations where decisions have to be made quickly on the basis of limited information. The elements of other ethical approaches also help the officials compensate for the tendency, highlighted by Barnett, to equate the immediate interests of their organizations with the moral good. The different ethical approaches may be incompatible in their first principles but the cases suggest that they all can be useful in guiding officials making actual decisions.

For Peter Rodino, Frances Kelsey, and Thomas Berg the norms of their professions and of their positions in the bureaucracy helped them determine the course of action that would yield the best consequences. They did not have to analyze alternatives or weigh costs and benefits to figure out where the public interest lay. In other cases, the alternative ethical approaches did not so directly lead to a decision but gave the officials, or could have given them, a richer conception of the effects of proposed actions. Anthony Lake suggested that his own values or principles or conception of moral duties should have influenced him to give more weight to the scope of the killing in Rwanda. The JAG lawyers worried that harsh interrogation techniques would undermine the military’s conception of itself as a moral agent, which would have consequences for self-respect and discipline.

Third, qualities of individual moral character played an important role in some of the cases we examined. Peter Rodino and Frances Kelsey had in common personal virtues of modesty, persistence, and courage. They shunned the spotlight, and took risks that probably few others would accept—ridicule in Rodino’s case, and her job in Kelsey’s. Although Pomper explains their success by emphasizing their conformity to institutional norms and roles, it seems clear that individual moral character also helped them to be effective under pressure and in times of crisis (Pomper 2004, 244).
Fourth, context matters in ethics, and contextual factors matter here with respect to ethical decision making. For the public officials mentioned in this chapter, background experience, the responsibilities of a position, and the bureaucratic level of that position in an executive hierarchy influenced ethical priorities. Secretary of State Colin Powell’s background as a general and former head of the Joint Chiefs of Staff made him especially sensitive to the fact that not following the Geneva Conventions would lower the bar for other countries’ treatment of captured U.S. soldiers. In addition, his position as secretary of state undoubtedly led him to emphasize the consequences of U.S. renunciation of Geneva standards for our relations with other nations. Frances Kelsey’s experience as a scientific investigator and medical practitioner sensitized her to the need for pharmaceutical companies to demonstrate drug safety and to the public health consequences of their failure to do so. In several cases, an official’s position in the bureaucracy influenced the conception of consequences. Donald Steinberg, Prudence Bushnell, and other mid-level officials in the NSC and the State Department, who were closer to the Africa desks than Anthony Lake or Madeleine Albright, emphasized the negative consequences of a do-nothing policy for the people of Rwanda as well as for U.S. national security. On the issue of torture, it was JAG attorneys rather than White House Counsel and Department of Justice lawyers who were cognizant of the impact of torture upon U.S. servicemen and women. This suggests that the lower one is in the bureaucratic hierarchy and the more contact one has with the ordinary people affected by policy decisions, the less likely one is to engage in the kind of abstract thinking that Lake saw as typical of top decision-makers. In other words, our situations affect our conceptions of consequences and our framing of ethically justifiable public policies.

Finally, deontological ethics could play a more prominent role in ethical decision making than it currently does. Consequentialism is said to be appropriate because politicians represent others, act for others, and their actions impact directly upon the lives of others. However, another way that politicians could represent us would be to consult us directly and elicit our consent through public discussion and debate. On this view, the basis of morality is what various parties can rationally and freely agree to. This is the rationale underlying deliberative democracy (Fishkin 2003). Such a deontological ethics focuses on the duty to treat people as ends in themselves rather than as means to the ends of others. And people are treated as ends when they are able to consent to the actions, policies, or institutions that affect them.

In terms of the cases discussed in this chapter, perhaps Rodino’s chairing of the House Judiciary Committee hearings comes closest to responding to public debate about the Watergate scandal. On issues of Rwanda and torture during wartime, the public was not consulted at all. Ironically, later revelations of torture at prisons such as Abu Ghraib provoked a fierce public debate about whether such policies should be carried out in the name of the American people. Proponents of deontological ethics might ask why such a debate could not have happened much earlier, when the administration was considering the relevance of the Geneva Conventions to the war on terror in 2002. From this perspective, the task of public officials facing difficult ethical decisions would be to ask what the people affected by the decision would consent to and, when possible, to implement procedures to solicit the views of those people.
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Public Policy and Democratic Citizenship: What Kinds of Citizenship Does Policy Promote?

Anne Larason Schneider and Helen Ingram

INTRODUCTION

Citizenship (n). The state of being vested with the rights, privileges, and duties of a citizen. The character of an individual viewed as a member of society; the behavior of citizens in terms of the duties, obligations, and functions of a citizen. (Random House Dictionary of the English Language, 1988).

Public policy in the United States and most other Western democracies always has been used to promote one or another vision of democratic citizenship and nationhood. When citizenship is conceived broadly to encompass the rights and opportunities people should be able to expect from the governance of their society as well as their obligations, then almost every public policy impinges on citizenship in ways either large or small, positive or negative. Citizenship, however, is not just about rights and opportunities, but also about identity and whether one's identity is fully embraced by the society. Public policy teaches powerful lessons about rights, opportunities, and identity—but it carries different messages for different people, and produces more than one kind of citizen. Policy analysts and political leaders are acutely aware that policy may encourage or thwart participation, increase knowledge or obfuscate citizen learning, include or marginalize different groups, and advantage some at the expense of others. There is nothing neutral about the relationship between public policy and democratic citizenship.

This chapter begins by examining the concept of citizenship in its many diverse and partially conflicting meanings as explored by academic theorists, public intellectuals, and civic educators. We then turn to the types of citizenship that policy produces and to the concerns raised by policy analysts and others.

DEMOCRATIC CITIZENSHIP: IDEALS AND CONCERNS

Democratic citizenship refers to the characteristics and actions that people should exhibit in a democracy if they are to be considered worthy and deserving of the privileges and rights of the society. Because democracies are self-governing entities, their citizens are expected to support the values and engage in the behavior needed to sustain a democratic way of life. Democratic citizenship also refers to the ways the society and its public policies should treat people—namely, that all are
created equal and entitled to equal rights, to equal opportunity, and to equal inclusion in membership of the nation. Democratic citizenship, then, is a socially constructed concept grounded in the moral values and legal framework of the society. The construction of citizenship has evolved over time, but beyond the basic notion that citizens have rights and are expected to support democratic ideals, there is not all that much agreement on specifics. As the discussion that follows illustrates, academic literature has drawn some fairly distinct differences between philosophies of citizenship.

Contemporary left and right ideologies echo some of these distinctions even though the broader public discourse and those engaged in civic education, tend to embrace a blend of theories and a series of personal characteristics that are not reflected much in the academic treatments.

In the scholarly literature on democratic citizenship a number of issues have emerged, including: (1) whether the primary obligation of citizens as they participate in politics is the rational pursuit of self-interest or whether they should support that which is in the public interest; (2) whether democracy requires that citizens be active in holding government accountable or whether passivity and disinterest actually are necessary for democratic governance; (3) whether citizenship is mainly concerned with political participation, especially voting, or with civic engagement and voluntary activities; (4) whether the emphasis should be on rights and opportunities as opposed to obligations or duties; (5) whether rights should be confined to the so-called “negative” rights of limiting government interference with liberty or expanded to include the social rights insuring everyone the basic necessities of life; (6) whether there should be a national homogeneous culture defined mainly by the traditional values (white, European, Christian, male leadership, and female domesticity) or whether being “truly American” (or “truly Canadian” or “truly French”) embraces a wide range of values drawn from diverse race, ethnic, nationality, religious, and gender identities; and (7) whether voters need to be “competent” and where the competency line should be drawn.

The different emphases sometimes are grouped roughly into three categories, although there are numerous distinctions within each one: liberal/pluralist, civic republican/communitarian (including deliberative, participatory, and discursive versions), and nativist perspectives (e.g., see Almond and Verba, 1963; Conover, et al. 1991; Mansbridge 1990; DeLuca 1995; Boyte 2003; Verba et al. 1995; Bellah et al. 1985; Dryzek 1996; deLeon 1997; Ingram and Smith 1993; Landy 1993; Nie et al. 1996; Putnam,2000; Shklar 1991; Skocpol 1999; Smith 1986; Etzioni 2004).

One of the long-standing tensions between the liberal and civic republican models of citizenship is in the emphasis placed on pursuit of self-interest through politics and pursuit of a collective interest or common good. The traditional liberal perspective contends that good citizens should pursue their own interests in the political market place just as they are expected to do in the economic system. Beginning at least with Schumpeter’s work in 1935, the idea of balancing self- and public interest that had been common since the initial formulation of the republic was replaced with the contention that there is no common good or public interest (Mansbridge 1990; Lowi 1979; Schumpeter 1987). Instead, the pluralist idea of democracy was articulated in which citizens and public officials both are expected to pursue self-interest. The dynamic interplay of these would, on the one hand, hold elected officials accountable, and on the other hand, produce a temporary balance among the competing interests that is the closest possible to the interests of both sides (Downs 1957).

The traditional liberal view of a limited role for citizens was supported by many of the early studies of voting behavior, which claimed that the classical theory of democracy was inconsistent with the actual functioning of U.S. democracy (Berelson et al. 1954). The authors first posited a “classic” version of citizenship (which some theorists such as Patemen, 1970, say actually never existed), that viewed citizens as active, informed, and rational individuals. They were not only able to connect their self-interests with the positions of candidates and political parties, but were expected to vote accordingly. They also were expected to have a coherent set of beliefs corresponding to general ideas of either liberal or conservative political ideologies. Finding these characteristics lacking, the authors posited that “lack of interest by some people is not without its benefits (Berelson et al. 1954, 314).
Theories of participatory and discursive democracy (Landy 1993; Barber 1984) contend that, through discourse and communication, citizens are able to identify what is in the best interests of the collectivity, and also will be willing to pursue it (Fischer 2003). Liberalism, in the view of the communitarians and participatory democrats, has envisioned only a “thin” version of citizenship, rather than one featuring an active, engaged populace that creates and belongs to a community, bringing meaning and inclusion into people’s lives. Communitarians such as Etzioni (2004) and those stressing the importance of social capital, such as Putnam (2000), conceptualize citizenship as including community-oriented voluntary activities, which co-produce (along with local government) many of the services needed by the least advantaged people in the community. Citizens are not simply subjects who should obey the laws, be loyal to the nation and support the leadership, but are active, competent, and contrarian people, willing to criticize leaders and policies.

Liberal and communitarian visions of citizenship also differ on the role of rights, with some of the latter contending that rights claims have crowded out the discussion of issues needed for people to come to a genuine deliberative understanding of the collective good (Landy 1993). Some accuse communitarians of being too orientated toward the public good and the duties of citizenship, without an adequate understanding that citizenship must have a balance between duties and rights and a balance between self-interest and the public interest.

National identity has always been an issue in the United States and is especially salient at this time in the creation of a united Europe from among the very strong national identities of the traditional countries. “Nativism” is posited by some scholars as a third version of citizenship, (Smith 1986), and one that sees a common cultural identity and common values as central to citizenship (Abizasdeh 2002). Nativists see national identity threatened by new immigrants and other social changes reflected in multi-culturalism and the decline in the “Christian way of life.”

These conceptions, although at times “cruelly narrow-minded” (Smith 1986, 2) reflect a love of community and a desire for inclusion in a community of like-minded people with whom one shares a common social and cultural identity—a place where a person “like me” can truly belong.

The “moral values” movement that emerged during and after the 2004 presidential election reflects the deep-seated beliefs of some Americans that religious values as defined mainly by Christian traditions are synonymous with American values. This movement focuses on anti-abortion, anti-gay rights such as marriage or civil unions, restoring prayer in schools, permitting the Ten Commandments to be shown in public spaces, and a preference for candidates who converse with God as part of their deliberations about public issues. These types of principles may well reflect the re-emergence of nativism in that they represent a preference for homogeneous belief systems grounded in religion that are not subject to debate or discourse, except for arguments over “correct” interpretation of the will of God.

Within the broad recognition that beliefs in democratic principles include beliefs in individual rights, there is a long-standing disagreement between those who advocate mainly the rights to be free from an overreaching government, the so-called “negative” rights that prohibit government from interfering in free speech, assembly, religious observation; and those who include “social” rights to the basic necessities of life including food, shelter, and safety (Marshall 1964). The liberal tradition in America leans toward the former (although there certainly is some support for social rights); whereas the British and European tradition typically includes embraces a much more expansive welfare state (Conover 1990). This type of disagreement about the proper reach of public policy extends into the contemporary liberal–conservative debates over whether the national government in the United States should be a pro-active force for social and economic justice, or whether the welfare state should be sharply limited and the province of local government and civic organizations.

The competence of voters is an issue with a long tradition in the United States, and one that has two distinct facets. The first is the re-emergence over questions of restrictions on the right to vote that still exist for many of those who are mentally ill, who have had felony convictions, who are disenfranchised because of strict residency requirements (Shriner 2005; McDonald 2004), or
who are sixteen to eighteen years old. The second issue of competence involves the role of experts and whether the rapid advances in science and technology, along with the increased complexity of policy making, means that policy making should be largely left to expertise in the bureaucracy with citizens and elected officials both having a much reduced role.

These philosophical debates have generated considerable research on how well citizens are able to perform the responsibilities of citizenship, but only a surprisingly small amount of research on what citizens, themselves, believe citizenship is all about. Two studies, however, stand out. The first was conducted by Dryzek who concluded that there are four discourses of democracy (1996) among U.S. citizens. Contented republican refers to those who are trusting of government, believe in an active and informed citizenry, and believe that discussion can bring about an “identity between what is good for me and what is good for society” (Dryzek 1996, 133). Deferential conservatism reflects the notion that politics is only for the elites and people simply do not know enough or care enough to be involved. Government should be very limited, but left to experts to govern, as they are best equipped to look after the national interest. Disaffected populism also reflects beliefs that power is in the hands of conservatives and business elites, but differs in that populists believe elites will govern in their own interest, not in the national interest. People need to mobilize and take back power. Ordinary people, not elites, can be trusted. Private liberalism refers to ideas that government has too large a role in society and in life, but active citizenship is not desirable, either. The private realm of work and family are more important and one needs to rely on family, friends, and the market rather than government. Conover’s comparative study of U.S. and British citizens found that the U.S. citizens focused far more on civil rights, such as free speech, whereas the British focused more on social rights (Conover et al. 1991). Although there were other differences, there also was considerable overlap in ideas across these two nations, and the authors concluded that the meaning of citizenship is more complex and ambiguous than found in the philosophical debates.

WHAT KIND OF CITIZENSHIP DOES POLICY PRODUCE?

Policy impacts citizen attitudes and behaviors through explicit “citizenship education” initiatives, but primarily through the messages, models, and actual allocation of values for the society. In this section, we begin with the vision of citizenship found in specific citizenship education initiatives in the United States, Britain, and the European Union; we then turn to policy across a number of different substantive fields and illustrate how differences in policy design produce different kinds of citizenship.

CITIZEN EDUCATION INITIATIVES

What is most noticeable about the citizenship initiatives in Western democracies, is that they do not reflect any one of the philosophical constructions of citizenship “types” but rather reflect ideas from all of the philosophical perspectives. Our review of the recent initiatives in the United States indicates broad agreement that citizenship requires knowledge of democratic institutions and principles, skills for influencing politics and policy, and dispositions that reflect beliefs in democracy. The more specific ideas about citizenship lean more toward an active and engaged citizen especially at the local level than toward a passive subject, more toward civic volunteer activities than toward political action other than voting, (Boyte 2003); more toward civil rights than toward social rights; more toward limited and decentralized government than activist government; and toward a set of exemplary personal characteristics that are generally individualistic, passive, and not overtly political in nature. For example, the Indiana General Assembly in 1995 listed thirteen character traits to be taught as part of their state-wide mandated public instruction on “good citizenship.” These
Public Policy and Democratic Citizenship

included: (1) being honest and truthful, (2) respecting authority, (3) respecting the property of others, (4) always doing one’s personal best, (5) not stealing, (6) possessing the skills necessary to live peaceable in society and not resorting to violence to settle disputes, (7) taking personal responsibility for obligations to family and community, (8) taking personal responsibility for earning a livelihood, (9) treating others the way one would want to be treated, (10) respecting the national flag, the Constitution of the United States, and the Constitution of the State of Indiana, (11) respecting one’s parents and home, (12) respecting one’s self, and (13) respecting the rights of others to have their own views and religious beliefs. (IC 20-10.1-4-4.5).

Much greater emphasis on the idea of public responsibility, however, is found in a popular guide for teaching citizenship to K-5 students in the United States (Six Pillars of Character 2004). This guide refers to two educational goals: “that good citizens do their part to make their community a good place to live,” and “that they have the power to make a positive difference in the world” (Six Pillars of Character 2004). The six principles are: (1) do your share to make your school, your community, and the world a better place; (2) take responsibility for what goes on around you; (3) participate in community service; (4) help take care of the environment; (5) be a good neighbor; (6) treat other people with respect and dignity; and (7) follow the rules of your family, your school, and your society.

The National Civic Education Association has developed a comprehensive curricular model for K-12 years that emphasizes the rights, participatory responsibilities, political institutions, and dispositions—including tolerance and respect for others—that are needed to sustain democracy. The focus in these standards is more on the questions and topics to be considered, however, than it is on providing an agreed-upon framework that could be embraced by contemporary left and right ideologies in the United States. Interestingly, the details of this framework are buried deep in the implementation chain—undoubtedly as a way of avoiding the seriously divisive arguments that emerge whenever left, right, and religious right ideologues engage one another on the issue of the appropriate moral values of citizenship.

Britain initiated a major citizenship education project in the late 1990s with the general goals of teaching social and moral responsibility, community involvement and political literacy (Lockyer et al. 2003; Crick 2003). The revival of interest in citizenship in Britain emerged at least partly from “the excesses of possessive individualism” during the Thatcher years, the low levels of voting participation especially among youth, and the immigration into England of many people from different cultural backgrounds (Lockyer et al. 2003). The goal of the report is to “create a new model of active citizen, fitted for participatory democracy, rather than to reproduce a minimally engaged law-abiding subject.” (Lockyer 2003, 3).

Striking a very similar chord, the Council of Europe’s project, Education for Democratic Citizenship emerged out of concerns about low levels of participation, the “rise of intolerance, xenophobia, and racism throughout Europe,” and alienation of youth (Education for Democratic Citizenship 2003, 2). The report noted multiple themes and general principles for each: (1) from a political perspective, to enhance participation; (2) in terms of cohesion, to respond to the “fragmentation of increasingly individualist, pluralist, and complex societies;” (3) in terms of dignity, respect, identity, control over choices and quality of life; (4) in cultural terms, “the point is to create conditions for complete individual fulfillment and participation of everyone in creating a democratic culture;” (5) in terms of rights, “democratic citizenship is supposed to provide everyone with information about one’s rights;” (6) in terms of responsibilities, “democratic citizenship corresponds on the one hand, to a spirit of solidarity and a sense of the inherent limits of individual rights in order to respect others and contribute to the common good and, on the other hand, the possibility of being independent and assuming that independence.” (All quotes are from Education for Democratic Citizenship, 2.)

The visions found in the Council of Europe and the British projects embrace an expansive view of citizenship in political, social, economic, and cultural terms. Citizenship, in this vision, is about the quality of one’s life as an individual, as a member of the society, and as a participant in insuring the
quality of life of others. These visions posit a national identity based not on a homogenous culture or on a set of guaranteed freedoms, but on a sense of place and culture that embraces diversity.²

**HOW PLURALISM PROMOTES POSITIVE CITIZENSHIP**

The significant point about pluralist democracy, when it works as envisioned rather than in one or another of its perverted forms, is that it can produce policy that provides the opportunities, resources, positive identities, and incentives for a vibrant citizenship.

Examples of the positive effects of pluralist democracy are not difficult to find. The progression of suffrage laws from highly restrictive ones that permitted only white, male, property owners to vote to the much more expansive system that now includes almost all citizens eighteen and older is a good example of the direct effects of public policy on citizen opportunities to be involved in politics. Over time, as the issues shifted from the right to vote, to actually having the resources, incentives, and removal of local barriers, new policies were adopted including the Civil Rights Act of 1964, the Voting Rights Act of 1964, the Twenty-fourth and Twenty-sixth Amendments, the 1993 National Voter Registration Act (the “motor voter act”), and the Help America Vote Act of 2002.

Equal treatment under the law is a guaranteed right in the Constitution, but a host of policies have been adopted to insure and extend these rights of nondiscrimination and fair treatment to all aspects of ones life, not just to voting or political participation. The Civil Rights Act of 1964, for example, prohibits discrimination on the basis of race, color, sex, religion, or national origin by employers, labor unions, hotels, restaurants, theaters, gas stations, and all other public accommodations involved in interstate commerce. Workplace discrimination also was attacked through the 1967 Age Discrimination Act and the 1990 Americans with Disabilities Act.

Many initiatives exist to promote the health and safety of the people, including the clean air and water act—which also promote a new level of respect for the integrity of the planet—policies to ensure safety of the food supply, provide health care access for older Americans and for the poor, creation of a massive health research program under the National Institute of Health and the Centers for Disease Control to reduce the incidence of disease. Regulatory policies have been adopted to insure a right to a reasonable level of safety in the workplace, such as the creation of the Occupational Safety and Health Act of 1970.

Although the United States has never acknowledged that people have the types of “social rights” that British and European citizenship embrace, dozens of policies exist to either provide social welfare for those who cannot provide for themselves, or to provide the means and opportunities for self-sufficiency. Education policy has always been the most central means to insure equal opportunity for economic success in the United States. Free public education remains open to all children in the United States (including those of noncitizens) regardless of test scores or grades. As the nation developed, the Morrill Act created a system of higher education that would be available at very low cost to all people—not just to the elite and wealthy families of the East Coast. Education provides the resources, knowledge, and “standing” that enables people from all walks of life, race, nationality, and income to participate on a relatively equal basis (Nie et al. 1996). The 1935 Social Security Act and other New Deal programs of the 1930s and 1940s established a federal role in providing social safety nets, and even though these programs did not guarantee a “right” to the basic necessities of life, their intent was to insure a livable income for all people.

The Great Society programs of the 1960s were prompted by the growing recognition that the federal government was distrusted and was unable to take effective action to reduce poverty, solve the problems of racism, or inequality in society, and that the energy going into the massive demonstrations taking place on behalf of civil rights movement, women’s movement, and the anti-war movement could be directed toward positive change at the grassroots level. A very different policy design was used in these programs—one in which the federal government set broad policy goals,
allocated resources, but permitted wide discretion at the local level on the means to achieve those goals. Among the most prominent examples of this type of loosely coupled policy was the 1964 Economic Opportunity Act (EOA) which created the community action programs and the well-known provision that they be administered with “maximum feasible participation” of the residents of the areas and members of the groups served (Public Law 88-452, sec 202(a)(3)).

A very large number of other policies could be cited here that strengthen one or another aspect of citizenship or shape citizen beliefs and values in certain directions. Policy restrictions on immigration common during the first two centuries privileged white northern Europeans, signifying a form of nativism about who the most appropriate citizens are; whereas changes to a more race/nationality neutral immigration policy purportedly signals support for traditional American ideals of equality (Sniderman et al. 2004). Policy support of scientific and technological research signals the centrality of scientific ways of thinking and the superior value of technological progress as compared to other notions of progress, such as progress in human capacity for empathy or progress in indigenous beliefs in the sanctity of the planet and its resources. Policy protection of the environment, on the other hand, signals the importance of citizen commitment to environmentalism and restricts certain kinds of economic development, even as policy exploitation of natural resources signals the centrality of economic progress that depends on energy. Many public policies reflect complex and sometimes conflicting ideas of the appropriate beliefs and actions of the “good citizen,” but this simply means that policy tends to represent the multiplicity of values in an open society. Provision of safety from crime, terrorists, and other threats strengthens national identity and shows that government cares about people’s quality of life, even as other acts—such as the Patriot Act—undermine traditional notions of privacy and protection of civil rights. Policy to reduce hunger, provide better housing, improve nutrition, and develop effective drug therapies for disease all contribute to the way that citizens ought to be treated by their society.

Pluralist democracy has produced policy that, in turn, forges a particular pattern of citizenship. But there are a host of concerns about the state of citizenship in the United States.

**CONCERNS ABOUT POLITICAL INFLUENCE OF INTEREST GROUPS AND WEALTH**

Many academics and public intellectuals have voiced concerns about the influence that special interests and wealth have in policy making. There are, of course, policy regulations regarding interest groups and the use of wealth in politics, but the number of interest groups grows steadily, wealth continues to be used in numerous ways both obvious and hidden. The demands on government for constant improvement in the quality of life and the need to compete with other nations for economic, cultural, and military superiority are so extensive that government grows until citizens cannot relate to it, enormous budget deficits are created, and government is no longer capable of solving problems or serving the national interest (Lowi 1979; Greider 1992; Dionne 1991; Rauch 1994).

Lowi (1979) was one of the first scholars to posit that the problems with pluralism are not a “natural” byproduct of constitutional arrangements, but actually are created by the form that public policy has taken in the United States. Lowi was especially critical of the fact that most policies (excluding some forms of regulatory policy) are characterized by a particular kind of policy design in which statutes are vague, lack transparency, delegate most authority to agencies or local governments, and grant lower-level implementing agencies wide discretion in meeting the needs and demands of the various interest groups. Neither the statute nor the implementation specifications contains clear standards or rules of law. The result is “interest group liberalism,” which undermines government, Lowi says, because it precludes planning (relying on bargaining instead); undermines public morality and citizenship in that the self-seeking interests of organized groups dominate the policy process; is unable to pursue justice because justice is not at the bargaining table and is not even considered, and teaches wrong lessons about citizenship and democracy. Lowi’s solution
focused on “juridical” democracy where statutes contain clear, specific rules of law that enables citizens to know exactly what is being done, to whom, why, and with what resources. This type of statute provides a clear point of contention for those who oppose it, which leads (if needed) to positive policy change.

Although many contemporary commentators are concerned about the influence of interest groups, and many of them believe in an activist government, their prescriptions tend to take on a different angle than Lowi, and prescribe greater citizen participation and activity (Greider 1992); greater responsibility from the media to unveil special interests and false arguments (Fallows 1997); greater exercise of integrity by elected officials (Rausch 1994); and the reinvention of government and devolution of government to lower levels and nonprofits led by Vice President Al Gore in the mid-1990s.

CONCERNS ABOUT “BIG GOVERNMENT” AND “MORAL LESSONS”: THE CONSERVATIVE CRITIQUE

Many conservative observers of American government also are concerned about interest group influence, but they have quite a different set of prescriptions grounded mainly in strategies to reduce the role of public policy in society, leaving far more to philanthropists, civic volunteers, non profits, faith-based organizations, and private enterprise. The conservative critique has found a comfortable intellectual setting in public choice or rational choice theories of public policy. Public choice theory assumes a certain type of “natural” human behavior: the self-interested, utility-maximizing individual. Since this is the way people “naturally” behave, the theory contends, then social and political institutions have to be designed to accommodate such behavior. The problem, however, is that public choice theorists have deduced that if people pursue self-interests through politics, then public policy inevitably grows to cover more and more aspects of life and results in inefficient policies that do not solve problems and waste resources. Thus, the classical public choice theory contends that as much as possible should be left to markets, rather than government. The vision of citizenship here is very limited: citizens are “naturally” self-interested and unable to conceptualize or pursue a common interest.

The conservative critique extends beyond concern about big government to the moral lessons taught by a society that provides “too much” for its citizens. Also drawing from public choice theory, conservative views of citizenship focus on a particular form of individual secular morality: citizens should be self-sufficient, able to provide for themselves and their families, and disciplined enough to insure that they take advantage of the educational and other opportunities that are offered by the state. The debate about “privatized” security accounts within the Social Security system is a prime example of how the conservative and contemporary liberal perspectives of citizenship differ. The conservative agenda emphasizes a citizenship of individual self-reliance in which each provides for his/her own retirement; whereas liberals view security beyond the working years as a collective problem in which the society as a whole should share responsibility for insuring the quality of life for the elderly. The moral lesson of privatized social security is one of the self-reliant citizen; the moral lesson of collective social security is one of community care and compassion for those beyond the working years.

Other conservative commentators, such as Lawrence Mead (1987) and Charles Murray (1994), argue that all aspects of the welfare state create dependency and fail to teach good citizenship lessons. For example, the Welfare Reform Act of 1996 ends the entitlement that children previously had of a life with a family of at least one parent who had sufficient income to provide for housing, food, and other necessities, and replaces it with a time-limited entitlement of five years over the lifetime of the adult guardian. The act is intended to teach young women not to have more children than they can support, not to have children out of wedlock, and to take advantage of educational opportunities before they have children because education. The act teaches that parents must work
and do not have the privilege of staying at home with their children even when the children are very young.

**A NEW NATIVISM? THE RELIGIOUS RIGHT’S CRITIQUE**

A host of other policies and policy proposals over the past few years also are intended to re-introduce through public policy notions of morality grounded in Christian belief systems. The support of marriage act (that would ban same-sex marriage or civil unions) is an example. So is the policy insuring that faith-based institutions are eligible as service-delivery systems for federal grants; efforts at the local, state, and national levels to permit school-sponsored prayer, display of Christian symbols such as the Ten Commandment, proposals to overturn the *Roe v. Wade* grant of a woman’s right to the control of her own body during the first trimester of pregnancy; proposals to limit the teaching of evolution in school or to add various forms of “intelligent design” as a theory of human origin. These policies are intended mainly to regulate individual behavior and to teach different beliefs so that policy will reflect the moral teachings of fundamentalist Christians. The “good citizen” in this view, is one who exemplifies religious values—mainly fundamentalist Christian values. The vision here is of a society where all citizens are part of a common community because they share the same basic religious ideas.

The religious critique of contemporary public policy is quite different from the conservative one, in that it does not advocate the same type of “hands off” restraint of politics nor aversion to the use of federal power. The religious critique is directed at the secular culture of pluralist democracy and at the multicultural, multiracial heterogeneity of the culture. To the religious right, there is a “right way” to be an American, and public policy should teach this through its directives, symbols, and messages.

**CONCERNS ABOUT CITIZENS AND EXPERTS**

Many policy arenas have become exceptionally complex due to the scientific and technical advances of the twentieth and twenty-first centuries, the global economy, and the new forms of war that terrorism has advanced. From a policy science point of view, sophisticated analysis is needed to determine the facts, to provide the best estimates of benefits and costs, the best estimates of risk or probabilities, and to combine the facts into a scientific version of the problem to be solved and to design solutions (Quade 1991). From a policy science perspective, policy designs should not be determined through bargaining as interest groups have conflicts of interest and ordinary citizens simply do not know enough about science or technology or the law to be helpful in policy design. Taken to its logical extreme, public officials should only set broad national goals and leave the details to experts in the agencies, guided by scientific findings and professional management strategies (Kemman 1995). The role of citizen is limited to reacting when policy goes seriously wrong, and even then, it is up to the scientists, managers, and legal experts to design effective solutions. Citizen life would be largely divorced from complex policy issues and can focus on things such as civic engagement, participating in broad-gauged agenda setting activities, helping insure integrity in elected government leaders, and providing support for the advancement of science and technology.

Others see a variety of potential negative impacts on citizenship when policy arenas become dominated by the language and knowledge systems of science or highly professionalized experts (Stone 1997; Fischer and Forrester 1993; Guston 2004; Sarewitz 1997; deLeon 1997; Ingram and Schneider 2005). The issues come to be constructed in scientific terms and choices are defined by technically oriented or scientifically oriented decision making models. The use of quantitative decision making or other forms of “clinical reason” often disempowers citizens, substitutes scientific
knowledge for ordinary knowledge, and in other ways precludes citizen understanding and input. From these perspectives, scientific knowledge and expertise do not necessarily produce the best public policy, as policy has to serve numerous roles in society, of which one is problem solving, but others include justice, support of democratic processes, and the exercise of citizenship itself. Engagement in policy making and collective problem solving should be part of the meaningfulness in people’s lives—not just a technocratic exercise.

Recognizing the increased alienation from politics of many citizens in the United States, either because of the power of interest groups or the science/professionalism of policy arenas, a number of policy scholars have proposed discursive and participatory policy designs that are intended to increase the capacity of ordinary citizens to participate in policy development and implementation (Fischer 2003; Hajer and Wagenaar 2003; Feldman and Khademian 2002). Instrumental rationality, upon which policy science solutions depend, Dryzek argues, simply does not work to produce solutions in highly complex policy situations characterized by multiple values, multiple ways of framing the problem, multiple possible causal agents, multiple possible solutions, and high degrees of uncertainty regarding the means/ends connections. There simply is no single right or best or “most scientific” answer in highly complex situations and discourse among interested parties is the better way to arrive at a collective “best answer.” Communication among the diverse perspectives can be expected to lead to better understanding of interests and to solutions—even if only partial ones—that reflect the collective good. A similar conclusion has been reached from the extensive research program of Elinor Ostrom (1990) who, although working out of a public choice paradigm rather than the critical theory paradigm, has found in studies of common pool resources that communication among participants often permits them to come together—sometimes with and sometimes without external government intervention—and design policy strategies that come close to an optimal solution.

Discursive and participatory models of many different kinds are being used in complex and scientific policy arenas (Hajer and Wagenaar 2003; Feldman and Khademian 2004). Policy analysts have devised a number of techniques to bring the citizen back in, including focus groups, citizen juries, community advisory boards, consensus conferences, adaptive management, inclusive management, and participatory integrated assessment. Even though there are problems with these, and outcome evaluations are not usually conducted, participants and observers tend to make the argument that the groups often devise innovative policy designs that experts, alone, would not have developed (Innes and Booher 2003; Healey et al. 2003). Deliberative policy arenas constitute a dramatic change in the role of citizens compared with pluralist democracy. When deliberative policy making works, it brings together the citizenship of political participation with that of civic engagement by providing institutional arenas where citizenship can flourish. It creates inclusion and belonging; it brings new meaning into people’s lives.

CONCERNS ABOUT EQUALITY: POLICY DESIGN AND INEQUALITY IN CITIZENSHIP

One of the most persistent findings from empirical studies of citizen participation in politics and civic engagement in the United States is not only that the levels are low, in comparison with other developed democracies, but that the levels are very uneven across a range of demographic characteristics including income, education, age, gender, and race (Nie et al. 1996). The issue here is not which of these is most important, but rather why it is that persons who are the least advantaged also have the lowest participation levels. Some attribute this to the welfare state itself—that the comfortableness of welfare guarantees whether through direct welfare, minimum wage, unemployment insurance, social security, homeless shelters and the like, creates dependency that undermines active, full participation in the polity (Mead 1997). Others attribute it to the contentment of the lower class—that even the least well off people in the United States believe that policy is treating them
fairly and therefore they see no need to participate because they are basically contented. Others believe that persons with lower levels of income and education simply do not have the resources (time, money, expertise, skill) to participate at the same level as others. Critical theorists attribute the discrepancy in participation to the manipulation by the state and specific ways that institutions of participation systematically discourage or prohibit participation, such as the felony exclusion, difficulties in registration, harassment and fear-inducing messages to potential voters, and to the purposeful complexities of voting procedures (Piven and Cloward 1988; McDonald 2004; Hacker et al. 2004).

Those working from the perspective of policy design and interpretive frameworks have begun to advance theories of policy feedback that explain how public policy plays a significant role in unequal participation both through direct effects (such as the rules of participation or allocation of resources) and indirect or interpretive effects that shape citizen orientations to the state (Schneider and Ingram 1993, 1997, 2005; Ingram and Schneider 1993, 2005; Mettler 2002; Soss, 1999; Hacker et al. 2004; Sidney 2003).

Schneider and Ingram’s theory of policy design and citizenship proposes that some (not all) policy-making systems become “degenerative,” such that issues are not considered on their own merits in terms of problem solving or improving the quality of life for the populace, but instead are manipulated for strategic gain through the manipulation of images. Policy making in these contexts relies on divisive social constructions of social groups for legitimation. The social construction of target populations refers to the image, characteristics, and values that tend to be associated with the group. Social constructions can take on many forms, and sometimes are so hegemonic that they seem absolutely natural and appropriate, and at other times are heavily contested. The constructions of target populations range from very positive, such as “deserving” or “entitled” to very negative, such as “greedy” or “violent.”

Policy designs, Schneider and Ingram argue, depend on two aspects of target populations: their traditional political power resources (such as interest groups, wealth, voting patterns) and on their social constructions. By combining these dimensions, Schneider and Ingram propose four types of target populations: advantaged, contenders, dependents, and deviants. Advantaged groups have high levels of political power resources and also carry a strongly positive social construction. Contenders are powerful but are negatively constructed; dependents are socially constructed as “good” people, although weak or even helpless and they lack political power resources; deviants lack political power and are very negatively constructed. Policy directed toward each of these groups will tend to take on distinctive and different characteristics. Design elements, they contend, are interpreted by target populations in ways that influence their orientation toward government and their patterns of political participation. For example, policy designs for advantaged populations tend to focus on distributing benefits through capacity building programs with rules that are inclusive and expansive. Because there is so much political capital to be gained by providing benefits (subsidies, positive regulations) to advantaged groups, this domain will become oversubscribed, with far more public resources and favorable regulations than are actually warranted. Rationales for policies directed to advantaged groups emphasize that these policies are necessary for the national interests (such as economic competitiveness) and are an efficient way to achieve common societal goals. When burdens are being delivered to advantaged groups—such as taxes or undesired regulations—design elements tend to focus on self-regulation and learning at first; positive inducements, standards, or schemes where the target group can avoid the regulation or can buy its way out. Rationales associated with delivering burdens to advantaged populations explain that the group is sacrificing for the good of the country or that the burden really is in their own interests in the long run.

In contrast, policy design elements for delivering benefits to dependents tend to be means-tested with exclusionary rules, strict eligibility requirements, and punishment for noncompliance with the rules. Rationales tend to be in terms of justice, equal opportunity, need, or fairness rather than contributions to the national interest. For deviants, most of the policy consists of burdens or costs,
especially discipline or punishment, delivered with strict rules and legitimated through the notion that the groups deserve to be punished for their violations of the law and that the public needs to be protected from them. Contenders are a difficult group as they have significant political power but are negatively constructed as “greedy” or “dangerous.” Policy designs whose primary impact is on contenders tend to take on several other characteristics, including a high level of deception that makes it difficult for a lay person to know exactly what the policy will actually do. These policies may appear to regulate and discipline the target population, but in fact, offer numerous opportunities for the target group to thwart policy intent during implementation. Policy designs in this sector tend toward public tokens of discipline or regulation but with significant loopholes during the implementation that enable the target populations to escape most of the regulatory environment.

Secrecy and deception come to characterize much of policy designs, as policy makers shape their rationales to fit the social constructions they believe will generate the most political capital from the broad public, but contain actual policy design elements that will generate political capital from the powerful. These dynamics extend not just to specific policy designs, but to the design of the entire public policy agenda, as the issues that are taken up by political decision makers tend to be those that will confer benefits to the advantaged, punishment to the deviants, rhetorical policy without resources to the dependents, and token regulations to curb the dangerousness or greediness of powerful but negatively constructed groups.

Policy designs send very different messages to target populations that are interpreted by citizens and, in turn, impact their political participation and their orientation toward government. For example, Schneider and Ingram (1993, 2005) posit that advantaged populations will come to believe that their problems actually are national concerns that should be dealt with by government in its role of protecting the public interest, but that the problems of others are mainly special interests. Their orientations toward government tend to be disdainful (government is not very efficient, for example, and attempts to solve problems that should be left to the private sector), but they support limited government and tend to believe that the “rules of the game” are open, fair, and winnable. High levels of traditional political participation are expected from advantaged populations (voting, contacting, interest group activity, campaign contributions) and low levels of other types such as social movements, demonstrations, or violence.

Dependents, on the other hand, are expected to learn that they truly are helpless and needy; that their problems are more the responsibility of the private sector, philanthropy or faith-based organizations. They tend to have a disinterested and passive orientation toward government and may even come to believe that their own interests are not as important as the interests of other groups. They see the “political game” as hierarchical and elitist. Very low participation patterns of all types are expected. However, positive policy directed at dependents may in some cases be justified more on the basis of merit or deservedness than of helpless need; or policy entrepreneurs may mobilize dependents, reframe the issues, so that they obtain a more positive construction. These dynamics may, over time, create social movements or new interest groups that protect the advantages they have gained and protect their image as deserving of what they are receiving. Deviants come to understand that they have been labeled as bad and dangerous people; that their problems are their own fault and that government agents will treat them with disrespect or even hate. Orientations toward government are expected to be distrustful, alienated, and angry. They are expected to see the “rules of the game” as the abuse of power by privileged people. Traditional forms of participation are expected to be largely ignored in favor of the occasional social movement, demonstration, strike, or violence.

Jensen’s study (2005) of the pensions awarded to veterans of the Revolutionary War illustrate how policy created the group, constructed rationales of deservingness, provided resources and benefits, and over time produced the powerful veterans interest group that exists today. Suzanne Mettler’s (2002) study of the effects of the G. I. Bill on the political participation and civic engagement of World War II Veterans illustrates how a beneficial policy, its rationales, and delivery
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mechanisms combined to produce significant higher levels of political participation for those who participated in it than for those who did not. Her project then turns to explaining the relationship—how and why is it that a generous social program such as the G. I. Bill had such effects on citizenship practices? Drawing on ideas from policy design and policy feedback, she notes that the G. I. Bill’s educational benefits were generous; were not means-tested; were easy to access; did not label the recipient as a welfare case but treated the person with dignity since all veterans were on an equal basis rather than some being stigmatized as less advantaged. Using both qualitative and quantitative methodologies, she found support for the idea that these policy design elements of the G. I. Bill had positive effect on citizenship, especially for persons who had come from low and moderate income backgrounds.

The evolution of the policies enacted by the Social Security Act of 1935 illustrate that it is not simply the provision of a benefit that makes a difference in citizenship practices, but the rationales, rules, tools, and the implementation structure through which the recipient has a direct experience with government operatives. The target populations of the social security section of the act cut across racial, ethnic, social class, and economic lines and, most importantly, did not require means testing. All eligible persons had to pay into the fund if they were ever to be recipients. The policy was justified on the ground that it actually was just an insurance plan: people pay into it, and later after reaching the eligibility age, they receive funds from it. All who pay are entitled to receive. The Social Security Act did not cover everyone, however. It was originally intended for citizens in the industrial cities and excluded self-employed farmers, most agricultural workers, and domestic workers. However, those omitted were soon brought into it through amendments in 1950 that expanded coverage to all three of these groups who were expected to bring enormous new resources into the fund, which was quite strapped to meet the payouts that were being made. One of the rationales used in expanding the policy was that this was a better type of welfare system than simply providing a handout to the poor, as the policy required that people had to pay if they were to participate.

The long-term effects of the Social Security program are well known. Among them, this policy created, defined, and constructed as worthy citizens the elderly population and dramatically increased the political participation level of this group until today the American Association of Retired Persons (AARP) is one of the largest and most powerful interest groups in the United States. The statute also had some other interesting effects (Campbell 2002) in that among those who are recipients of social security, those with higher income levels are not the most active participants. In fact, Campbell (2002) has shown that social security recipients with lower incomes actually participate at a higher level than those with higher incomes—completely reversing the usual positive correlation between income and participation. Campbell attributes this compensatory effect to the fact that lower income social security recipients are more dependent on social security than others.

The 1935 act also created the Aid to Dependent Children (ADC) program, whose initial target group consisted mainly of white widowed mothers who could not provide for their children. This act presumed that mothers should be at home with their children, rather than working. The demographic composition was overwhelmingly white (about 86%) and most (85%) of the recipients were children whose fathers had died (Berkowitz 1991). The ADC program was means tested from the outset. Women had to prove that they were poor and unable to care for their children. By 1962, however, only 7 percent of the ADC caseload involved children whose fathers had died. By the time of the 1996 welfare reform that basically eliminated this entitlement, minority recipients were not only disproportionately represented but by most accounts actually outnumbered whites (Schram 2005). The recipients had become increasingly negatively constructed as welfare “queens,” or as people who cheated the system.

In commenting on the welfare reform of 1996, The Personal Responsibility and Work Reconciliation Act of 1996 (Public Law 104-193), and the Temporary Assistance to Needy Families (TANF) Soss noted that “Over the past two decades, the question of how to cultivate ‘good citizenship’ has come to play a remarkable role in American welfare politics” (Soss 2005, 293). A new paternalism
underlies this welfare reform whose purpose is to impose moral teaching and personal discipline to (mainly) mothers of minor children. Mead (1997) argues that paternalistic welfare programs are necessary because of the irresponsibility and lack of self-restraint among the poor.

Soss compares the citizenship practices of recipients of AFDC and Social Security Disability Insurance (SSDI), and finds marked distinctions that almost certainly have been produced by the rhetoric, rules, and the personal experiences recipients have had in obtaining the benefit to which they, presumably, are entitled. The SSDI program is designed so that recipients, although they have to meet strict requirements to document their disability, have a detached relationship with government that is the same, regardless of income level. They apply through a toll-free phone and can send supporting documents through the mail. If they are denied benefits, they can appeal to a superior in the office. Even though the requirements are strict, Soss’s interviews indicate that SSDI recipients feel they are treated with respect (Soss 2005, 299). Similar types of comments were made by the G. I.’s included in Mettler’s analysis of the G.I. Bill—efficient administration of the program that treated the recipients in a respectful manner. AFDC applicants, in contrast, had to appear in person at a local office that had made no provision for the children who usually accompany the parent. Applicants have to prove that they are poor, unable to care for their children, and are not cheating “the system” in some way (Soss, 2005:300).

AFDC clients come to understand that disagreeing with the case worker is generally futile. There are significant barriers to social mobilization—including the fact that AFDC clients (in contrast with SSDI) tend to believe that others in the group, in fact, exhibit the negative constructions attributed to the group as a whole but that they, personally, are different. They adopt mainly passive and subject orientations toward government and are far less likely than SSDI clients to believe that their individual actions would make any difference or that government listens to people like them (Soss 2005, 313). SSDI recipients, on the other hand, participate in politics and hold political beliefs that are generally indistinguishable from the general population.

CONCLUSION

It is often supposed that constitutions, guided by traditional political philosophies such as liberalism or civic republicanism, determine citizenship and that public policies, which operate on a much narrower plane and deal with power and values, and have little to do with the form citizenship takes in a nation. The perspective in this chapter is that citizenship and democracy are contested concepts, with meanings that are constantly under contention and constantly evolving. Public policy both explicitly and implicitly affects those meanings as well as the material conditions that enable or thwart the practice of citizenship.

We have set out some broad perspectives about citizenship. Citizenship encompasses the quality of life that a society is expected to provide to its people, and there are numerous examples of how public policy is related to the quality of life. There are also disagreements about the level that should be provided by government and whether the inequality in the quality of life is tolerable. Citizenship encompasses the quality of engagement and participatory arenas that are available to the people; and public policy makes these arenas available or controls the access and ease of access to them. Citizenship involves the rights and privileges that people have. Public policy defines and secures rights and privileges, or fails to do so, or does for some but not others. Citizenship involves the qualities of mind and behavior that citizens are expected to have, but again there are disagreements over what “morality” means in the context of citizen beliefs, and whether policy should teach and support secular morality or religious morality; whether it should emphasize the self-interested, self-sufficient individualism or the empathic, community-oriented citizenship. There are disagreements over whether political participation is at an appropriate level or whether inequalities in participation are a matter of concern. There are concerns about the competence of citizens to engage in policy
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deliberations in a meaningful way; there are concerns that interest groups and experts are crowding out the ability of ordinary citizens to participate.

Citizenship is about identity and about whether one’s identity is embraced fully by the community and the nation. Public policy helps shape identity and, in ways both instrumental and symbolic, influences whether people belong to the society and are “full-fledged” members of a community or not. We have shown that public policy sends different kinds of messages, provides for (or permits) different levels of quality of life, different access, and different identities to different social groups. Public policy produces the equality that exists in citizenship, but it also produces (or permits) an unequal citizenship in the United States. This chapter has demonstrated that the types of citizens in a society depend largely on the cumulative public policy choices that are made.

NOTES

1. In the United States, major initiatives have been undertaken by several national foundations, including a cosponsored annual Congressional Conference on Civic Education, first held in 2003, and the first annual National Conference on Citizenship held in December, 2004. Generally, these initiatives all indicate that democratic values should be taught in the schools through civic education, but there is no broadly-agreed-upon statement of “ideal citizenship.”

2. This brings up the issue of whether there are any common international themes on the meaning of democracy or citizenship. In 1999, the International Association for the Evaluation of Educational Achievement launched its first international assessment of citizenship knowledge and engagement at age fourteen (Torney-Purta et al. 2001). Eventually including twenty-eight countries, they contend that there is a core agreement about a very few fundamental democratic principles and processes, including core beliefs in competitive political parties, political rights (such as voting and standing for election), free elections, free speech, limits on the influence of the wealthy, limits on political influence over the courts, obligations to obey the law, and obligations to vote in elections.
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Part VII

Quantitatively Oriented Policy Methods
INTRODUCTION

Policy analysis involves using quantitative and/or qualitative techniques to define a policy problem, demonstrate its impacts, and present potential solutions. It often requires sophisticated methods to assess how identified policy problems are impacted by numerous variables, including both policy interventions and contextual factors. Quantitative methods help demonstrate whether a relationship exists between policy designs and policy outcomes, test whether the relationship can be generalized to similar settings, evaluate magnitudes of the effects of policies on social, economic, and political factors, and find better policy alternatives. The use of such methods is part of the scientific expertise with which policy analysts claim their relevance. Techniques such as modeling, quantification of inputs and outputs, descriptive statistics, statistical inference, operations research, cost-benefit analysis, and risk-benefit analysis are frequently used in policy studies.

This chapter discusses the use of quantitative methods in policy analysis. It aims to provide a general understanding of the use of quantitative methods in policy analysis, using examples from the policy analysis literature and linking quantitative methods with the development of policy analysis as a profession and an applied discipline. The chapter has two major sections. The first section briefly reviews the emergence and evolution of quantitative methods in policy analysis, discussing their origin, change, use, and education. The second section introduces some quantitative methods that are widely used in policy analysis.

Due to page limits, this chapter does not cover such basic topics as sampling, level of measurement, reliability, validity, and hypothesis testing, nor does it go into the details of the statistical procedures. Interested readers may find the details in many research methods textbooks. This chapter does not address several important quantitative analysis methods either, such as cost-benefit analysis, survey research, evaluation research, Q methodology, and environment impact assessment, since they are dealt with in other chapters of this handbook. For the same reason, the debate between positivist and post-positivist perspectives is not elaborated here.

HISTORY OF QUANTITATIVE METHODS IN POLICY ANALYSIS

The need for quantitative policy analysis reflects elected officials’ desire to design better policies, understand how policies have performed, and assess what impacts policies have made. The use of quantitative methods in policy analysis has its intellectual roots in Harold Lasswell (1951, 1970, 1971), who envisions an overarching policy science discipline based on social science knowledge and methods to analyze policy choices and decision making for the democratization of the society. Policy science, as a multimethod, multidisciplinary, and problem-oriented field, is concerned with mapping the policy process, policy alternatives, and policy outcomes. Like other social science disciplines, it has to use analytic methods to model policy dynamics and solve policy problems.
QUANTITATIVE ANALYSIS AS POLICY ANALYSIS: 1950s–1960s

Quantitative methods have long been used in public decision making. The New York Bureau of Municipal Research in the 1910s started to use social science methods to systematically study urban problems. In 1922, the Bureau of Agricultural Economics was created within the U.S. Department of Agriculture to examine the relationships between agriculture and the economy and to develop better economic policies. However, more sophisticated use of quantitative methods did not emerge until World War II. The Office of Scientific Research and Development was established in 1941 to coordinate scientific activities during World War II. The Employment Act of 1946 created the Council of Economic Advisors, the first step as Congress formally acknowledged that the executive branch should utilize expert knowledge.

Regarding quantitative methods being used, World War II was a watershed that stimulated new analytic techniques such as systems analysis and operations research. Social scientists began to play more important roles in government decision making by adopting positivism and normative economic reasoning. The economic models dominated the field. For example, scientists and engineers in Great Britain created operations research in World War II in order to help effectively allocate and manage military resources. The technique became widely used in the United States in the early 1950s. It has also been called as management science, systems engineering, and cost-effectiveness analysis. The Rand Corporation, founded in 1948 to do policy analysis work for the government especially the Department of Defense, finally developed the technique into systems analysis, a tool used in the military throughout the 1950s. It was quite successful in solving simple and some complex problems such as inventory management, production scheduling, equipment reliability assessment, and investment risk minimization (Brewer and deLeon 1983).

The 1960s became a “Golden Age” for systems analysis and policy analysis. During this time, policy analysis was essentially quantitative analysis and the research emphasis was on methodology rather than on subject matter. Policy analysis expertise or specializations were in the quantitative methods and techniques, not in their application in specific policy areas. As Radin (2000) observed, professional papers and conferences in the 1960s primarily addressed quantitative analytic procedures such as linear programming, Markov analysis, dynamic programming, game theory, stochastic modeling, Bayesian analysis, quasi-linearization, invariant embedding, and general systems theory. One reason for the quantitative orientation was that most policy analysts during this time were experts in economics. Radin (2000) observed that most of the policy analysts of the time, who were trained as economists or operations researchers, had Ph.D.’s in those areas. Most policy analysis positions were on economic analysis. For example, the Bureau of Agricultural Economics was the center for economic policy research. The Council of Economic Advisers was another prominent policy analysis organ. During this time, policy analysis was influenced by the methodology development of other disciplines, such as the positivism in social science generally, econometrics in economics, and the behavioral revolution in political science.

The domination of quantitative methods in policy analysis during this period was also apparent in the practice. To a large extent, the use of Planning, Programming, and Budgeting Systems (PPBS) is characteristic of policy analysis at this stage. Actively promoted by President John Kennedy’s Secretary of Defense, Robert McNamara, PPBS had antecedents in the work of the Rand Corporation. McNamara invited Charles Hitch from Rand to establish a Systems Analysis Unit with responsibility for the PPBS process linking planning with budgeting. The research unit also introduced some other quantitative methods to the federal government such as cost-benefit analysis, operations and systems research, and linear programming. President Johnson, in 1965, required all federal agencies to prepare planning documents and issue-analysis papers to back up their recommendations to the Bureau of Budget. PPBS consisted of three main types of reports: (1) program memoranda, comparing the cost and effectiveness of major alternative programs and describing the agency’s
strategy; (2) special analytic studies on current and long-term issues; (3) program and financial plans, summarizing agency outputs, costs, and financing needs over a five-year period. In 1965, the Bureau of the Budget issued a directive to all federal departments and agencies, requiring them to establish central analytic offices that would apply PPBS. In 1969, the National Environmental Policy Act mandated impact analysis in environment policy making.

From the very beginning, statistics has been a curricular requirement. Policy analysis program was thought to help students establish a sense of critical awareness for the general utility of quantitative information (Leinhardt 1981). The early policy literature introduced systems analysis and operations research methods, especially as applied in the defense area (Hitch 1965; Quade 1966; Quade and Boucher 1968). Contents such as how to apply operational research methods, welfare economics, and cost-benefit analysis were common topics in popular textbooks on policy methods during the time.

In public affairs or policy programs, which were first established in the late 1960s, economics was the primary theory, coupled with a number of quantitative techniques. For example, at the University of Minnesota’s School of Public Affairs, economics was the core of the required curriculum. Its policy analysis core sequence includes cost effectiveness analysis and PPBS. It also had a quantitative methods sequence teaching the logic of inference and regression analysis (Brandl 1976). In 1968, the University of Michigan reorganized its Institute of Public Administration into the Institute of Public Policy Studies. The program had eight core courses for first year students. Among them, four courses are analytical tools such as statistics, micro and macro economics, cost benefit analysis, and systems analysis. Other course included two in organizational theory and two in political theory and institutions. The purpose was to help students combine latest tools of problem solving and quantitative analysis with a subtle understanding of the social, political, and economic contexts (Walker 1976).

USE OF QUANTITATIVE POLICY ANALYSIS METHODS: 1970s–1980s

The use of quantitative techniques such as PPBS had its critics since its emergence. Wildavsky (1969) called for rescuing policy analysis from PPBS, arguing that preconditions for successful PPBS implementation usually do not exist in government. In fact, three years after President Johnson’s announcement of a government-wide PPB system, President Nixon issued a memorandum abolishing it. By the 1970s, many limitations of the positivist approach have been acknowledged. In general, those quantitative techniques failed to effectively deal with many complex social problems because those problems cannot be represented with a rational scientific model and do not have a single unitary goal. Operations research places a heavy burden on mathematicians and quantitative analysts to come up with mathematical representation, while overlooking qualitative and soft data, concepts, and methods (Brewer and deLeon 1983). Systems analysis, heavily relying on economics and objective measurements and proxies, does not work well when a full range of human values, interests, and perspectives are considered. Other tools such as flow charts and decision trees were found helpful when there were agreed-upon goals and values. But in reality, policies tend to have multiple and conflicting goals.

Nevertheless, in the 1970s and 1980s, quantitative methods stemming from the systems analysis framework were still widely used and economic models remained dominant although other techniques were also drawn from positivist social sciences. Radin (2000) concluded that “despite the differentiation in practice, the economists’ framework, drawn from the market model, continued to dominate” (p. 113). The cost-benefit analysis was extensively used to quantify costs and benefits of policy solutions and thus identify the solution providing the greatest net benefit. For example, the California Legislative Analyst’s Office conducted cost-benefit studies for all legislation before the
legislature during the 1970s and 1980s. Cost-benefit analysis was required in the federal government in the 1970s and 1980s for all proposed regulations to be issued by agencies, although the benefits of health, education, and welfare programs are diverse and often intangible. The Executive Order 12291 signed by President Reagan, required detailed cost-benefit analyses for all new federal regulations to assure that federal regulatory agencies thoroughly study the impact of proposed regulations on all concerned parties before promulgation. The order specifies that administrative decisions shall be based on adequate information concerning the need for and consequences of proposed government action, and regulatory objectives shall be chosen to maximize the net benefits to society.

The development of quantitative methods in policy analysis was affected by several historical social events. For example, the Energy Crisis impelled academia to set up energy supply and demand models based on mathematics. The War on Poverty generated a series of new social welfare programs that produced great opportunities for policy analysis. As a result, professional journals and research institutes in public policy were created in a large amount. Significant resources were available for evaluation studies sponsored by the federal government. In the 1950s and 1960s, policy analysis was primarily prospective in that it attempted to assess policy alternatives before a program was actually established. Retrospective policy analysis, which evaluates the impact of an established program, was used in the 1960s but did not become a common practice until the 1970s. At the same time, program failures of some Great Society initiatives prompted policy analysts to address the implementation issues during the policy design stage (Nakamura and Smallwood 1980). Analysis on implementation and program impact entailed the use of more sophisticated methods in order to include more contextual variables. While the measurement of efficiency and filed study were emphasized in the 1960s, experimental studies became important in the 1970s, when social experiments such as Negative Income Tax and Head Start programs were widespread (Daniels and Wirth 1983).

In general, during the two decades, analytic capacity was significantly enhanced due to greater demands for policy analysis, stronger computing capabilities, and advances in economic modeling such as micro-analytic simulation models. However, although policy analysis became more sophisticated, its limits were also exposed (May 1998). The debates between qualitative and quantitative methods, positivist and post-positivist approaches also took momentum. Quantitative techniques were no longer the sole set of skills for policy analysts, and many people realized that political skills were as important as technical skills (i.e., Meltsner 1976).

With support from private foundations, in the late 1970s, public policy graduate programs were set up at Harvard, the University of California at Berkeley, Carnegie-Mellon, the Rand Graduate Institute, the University of Michigan, the University of Pennsylvania, the University of Minnesota, and the University of Texas at Austin. At the University of Michigan, the policy program introduced several new courses on advanced analytical techniques such as modeling and forecasting, policy evaluation, and operations research with emphasis on statistical decision theory. A math refresher course was added to prepare students for advanced statistics (Walker 1976). The National Association of Schools of Public Affairs and Administration established policy analysis as one of five fundamental subject areas. Wildavsky (1976) described the principles for graduate education of public policy based on Berkeley’s experiences in the 1970s. He emphasized the importance of multiple analytic perspectives and techniques, arguing that no single set of operations can be taught as the essence of analysis. He viewed analysis as a traveling skill of creatively applying analytic tools to solve various policy problems in a short time period.

Engelbert (1977) reviewed the experiences of policy graduate programs in the early and middle 1970s and pointed out that there was a core subject matter built around: (1) quantitative methodology including mathematical programming and modeling and descriptive and inferential statistics; (2) the political and institutional environment of policy formulation and implementation; (3) economic theory and analysis with emphasis on public-private sector relationships in the allocation of resources; (4) behavioral and nonbehavioral decision making and implementation strategies and
processes; and (5) program management, control, and evaluation. There was a heavy reliance upon quantitative tools of evaluation: “Not only is training in quantitative methodology emphasized in course subject matter . . . but students are expected to demonstrate some proficiency in the application of quantitative techniques to problem-solving exercises” (Engelbert 1977, 231). Intensive instruction was given to techniques such as operations research, model building, cost-benefit analysis, and linear programming.

**DEMOCRATIZATION FOR POLICY ANALYSIS: 1990s–**

In the 1990s, quantitative analysis became far more common and informed, largely because statistical software, such as SPSS, SAS, and STATA, facilitated the use of quantitative methods to deal with complex models and huge datasets. Those statistical packages can calculate numerous statistics and allow their user to manipulate the dataset and transform the variables. Today, policy analysis bears the imprint of the positivist heritage, which is evident in the curricula of policy schools requiring various statistics as core courses. The power of the heritage is also seen in the journals such as *Journal of Policy Analysis and Management (JPAM)*, *Policy Studies Review (PSR)*, *Review of Policy Research (RPR)*, among others. These journals are filled with policy studies using various statistical analyses of particular policies. It is also evident in the annual conferences sponsored by the Association of Public Policy and Management, which, in recent years, have been dominated by papers that employ positivist economic and other research models (Durning 1999).

Meanwhile, there have been methods wars between quantitative and qualitative research; between internal and external validity; and between experimental and statistical control (Brewer 1983; Krane 2001). The quantitative versus qualitative debate reflects the larger battle between “positivists” and “post-positivists.” Since the 1980s, the rational positivist approach to policy analysis has been criticized on many grounds. The basis of quantitative methodologies is empirical falsification through objective hypothesis testing of rigorously formulated models. The fundamental positivist principle in policy analysis is to separate facts and values, by which normative issues are translated into technical considerations. In pursuit of replicable relationships, positivists emphasize empirical research designs, causal modeling, scientific sampling, and quantification of outcomes. However, when studying social phenomenon, we can not isolate ourselves from the objects of the research, nor can we separate facts from values.

In the methodology curriculum, positivism equips the students with empirical research designs and statistical methods. Many writers criticize that students trained in this tradition often have little training in understanding the normative and interpretive foundations of the tools they have learned, as well as the social settings to which these techniques are to be applied (Fischer 1998). Therefore, post-positivism has been proposed as an alternative, which is treated as a marriage of scientific knowledge with interpretive and philosophical knowledge about norms and values. In terms of epistemology, post-positivism incorporates deliberative theories and democratic participation.

The tension between positivism and post-positivism has not faded away. On the one hand, one can justifiably argue that positivism is feeble in the face of intractable or wicked problems (Fischer 1995). On the other hand, it is not clear whether post-positivism can specify a common goal of its own and offer their own set of solutions, especially in the operational aspects of policy research (deLeon 1998). Nevertheless, since the 1990s, more efforts have been made to democratize the policy analysis design and process. Participatory design, stakeholder involvement, citizens’ input, qualitative methods, and mixed methodology, among others, have contributed to an area with a multidisciplinary theoretical and methodological base (Krane 2001).

Currently, positivism still constitutes the discipline’s intellectual infrastructure and is supported by the training, practice, and specialization of the academicians who teach policy analysis methods (Durning 1999). Morçöl (2001) finds that there is considerable support for positivism
among policy professionals, especially among practitioners and professionals with educational background in economics, mathematics, and science. Policy analysis skills in the 1990s include: case study methods, cost-benefit analysis, ethical analysis, evaluation, futures analysis, historical analysis, implementation analysis, interviewing, legal analysis, microeconomics, negotiation and mediation, operations research, organizational analysis, political feasibility analysis, public speaking, small-group facilitation, specific program knowledge, statistics, survey research methods, and systems analysis (Radin 2000).

Vijverberg (1997) recommends that a quantitative methods curriculum should include: (1) Course 1: introduction to probability theory, hypothesis testing, statistical distributions, difference of means test, ANOVA, and rank tests; (2) Course 2: research design and survey methods; (3) Course 3: introduction to regression analysis; (4) Course 4: continuation of regression analysis including maximum likelihood estimation, logit/probit, tobit, simultaneous equations, factor analysis, and LISREL models; (5) Course 5: advanced topics in research methods, including Box-Jenkins (ARIMA), unit roots and cointegration, the introduction to nonparametric statistics, and sample selectivity models. In addition, the economic analysis and operational research traditionally are essential to quantitative policy analysis, so we add them as another category of courses. It can be described as advanced topics in economic analysis and operational research, which includes macroeconomics, microeconomics, cost-benefit analysis, econometrics, operations research, and applied economics.

Take the Master of Public Policy program in the Harris School of Public Policy, University of Chicago as an example, students must finish required and elective courses including Mathematical Preliminaries, Statistical Methods for Policy Research I, Survey Research Methodology, Survey Questionnaire Design, Statistical Methods for Policy Research II, Applied Regression Analysis and some economic analysis courses. Students use computer programs to apply these techniques to real situations (e.g., the effect of sales taxes, labor market discrimination, and redistributive programs). It is also apparent from the curricula and syllabi that economic analysis dominates the teaching for policy analysis.

QUANTITATIVE STATISTICAL METHODS

Statistics is the theory and procedure of analyzing quantitative data obtained from samples of observations in order to study and compare sources of variances of phenomena, to help make decisions to accept or reject hypothesized relationships. Descriptive statistics enable policy analysts to summarize data effectively and meaningfully. Inferential statistics is the use of quantitative techniques to generalize from a sample to a population. In order to choose the right technique policy analysts have to consider the research purpose, the sample size, the distribution of the data, the number of dependent and independent variables, and the type of measurement scale employed by the variables. One can refer to other statistical books for detailed information (i.e., Hair et al. 1998).

UNIVARIATE AND BIVARIATE ANALYSIS

Univariate or descriptive statistics summarize a body of raw data so that the data can be more easily understood. Before descriptive statistics are calculated, policy analysts sometimes use graphs and tables to map the data and have a general sense of the data. For example, frequency polygon displays the trend, Ogive (cumulative frequency polygon) shows percentage of cases following below or above a standard, and both of them can be used to compare different samples. Histograms and bar charts help demonstrate differences among subgroups. Percentages can be calculated to show the proportions, such as the percentage of welfare receipts who are satisfied with the service. Those proportions are sometimes difficult to interpret—as too high or too low, for example—if policy
Measures of central tendency indicate the typical value of the data. The mean is the arithmetic average and affected by extreme values. Thus it is not useful for a skewed distribution such as income. The median is the middle observation in a rank-ordered dataset and is insensitive to the observations’ values but sensitive to sample size. The mode is the most frequent value, insensitive to the values and sample size. Researchers should find out whether the appearance of two or more modes is due to the mixing-together of different subgroups (e.g., weights of third graders and their parents) in one dataset. The relative value of the mean, median and mode inform policy analysts the shape of the distribution. The choice of an appropriate measure depends on not only the distribution, but also the level of measurement and the analysts’ purpose. Also important are measures of dispersion, which sometimes indicate reliability, consistency, and safety. For example, decision makers may be interested in which police department has shorter average emergency response time, but they should also be interested in how consistent those departments are. Analysts should use several descriptive statistics to summarize different aspects of their data to produce a clearer picture. The standard deviation is the most commonly used measure, although it is not useful for a skewed distribution. Another measure, the Inter-quartile range (the distance between the upper and lower quartiles), is hard to calculate mathematically but useful for a skewed distribution.

Bivariate analysis tests whether and how one variable is statistically related with another variable. It helps demonstrate the existence, statistical significance, the direction, and the strength of the relationship. The procedure depends on the level of measurement of the independent and dependent variables. When the independent and dependent variables are categorical (nominal or ordinal), contingency table analysis (cross-tabulation) is generally used. When the independent variable is categorical and the dependent variable is interval or ratio, the difference of means test (t test) or analysis of variance (ANOVA) is preferred. When both variables are interval or ratio, correlation or regression is conducted.

In contingency table analysis, analysts first separate the observations into groups based on their values for the independent variable, then calculate percentages within the independent categories, and finally compare the percentages across one of the dependent categories. The percentage difference tells analysts whether the independent variable makes a difference (Meier and Brudney 2002). The chi-square ($\chi^2$) test is then used to assess the statistical significance of the relationship—whether we can reject the null hypothesis that assumes no relationship between two variables in the population based on our sample observations. Chi-square test indicates the probability that the results can be generalized to the population. However, chi-square is not a measure of substantive importance or strength because chi-square result is affected by the sample size: if the sample size $N$ is large (say, greater than 1,500), $\chi^2$ will usually be large even if the association is weak. The importance or the strength of the relationship is better measured, especially when dealing with large samples, by a measure of association that ranges from +1.0 (perfect positive relationship) and −1.0 (perfect negative relationship). When both variables are ordinal, the most frequently used measures of association are Kendall’s tau-b (for square tables), Kendall’s tau-c (for non-square tables), Somer’s $d$, and Goodman and Kruskal’s gamma. In general, the tau measures are used more commonly then the Somer’s $d$ measures. Many analysts often use both gamma and either tau-b or tau-c. When one or both of the variables are nominal, Goodman and Kruskal’s lambda should be used.

The difference of means test and the analysis of variance have similar logic. Analysts first divide observations into categories based on the values of the independent variable. A relationship exists if the values of the dependent variable are quite different across groups and have smaller within-group variance than before (Johnson and Reynolds 2005). To determine the statistical significance, the difference of means test uses t test and compares the result with the appropriate criterion (large t values lead to rejection of the null hypothesis). The analysis of variance uses $F$ statistic to measure the statistical significance. $F$ is the ratio of between-group mean square to
within-group mean square. The $F$ ratio is compared with an $F$-ratio table to decide whether to reject the null hypothesis.

Linear regression, or ordinary least squares regression, is to find the best line function to describe a relationship that can minimize the squared errors. Its general form is $Y = a + bX + e$, in which $a$ is the intercept, $b$ is the slope, and $e$ is the error term. The formula for $b$, the regression coefficient, is

$$
\frac{\sum (X_i - \bar{X})(Y_i - \bar{Y})}{\sum (X_i - \bar{X})^2}.
$$

The coefficient shows how much the estimated average $Y$ value will change if $X$ is changed one unit. The goodness of fit may be measured by the standard error of the estimate, which indicates the amount of error that one makes when predicting a $Y$ value for an $X$ value. Another common goodness of fit measure is the coefficient of determination ($r^2$) ranging from zero (lack of fit at all) to one (perfect fit). The coefficient of determination is the ratio of the explained variation to the total variation in $Y$, or the ratio of the reduction of the error by using the regression line to the total error by guessing the mean.

**Analysis of Variance (ANOVA)**

ANOVA is a dependence technique that explains the variation of a metric dependent variable based on a set of nonmetric (categorical) independent variables. Its general form is:

$$
Y_i^{(\text{metric})} = X_1^{(\text{nonmetric})} + X_2^{(\text{nonmetric})} + \ldots + X_n^{(\text{nonmetric})}
$$

ANOVA helps determine whether samples from two or more groups come from populations with equal means. It is a primary tool for analyzing experimental data. ANOVA examines within-groups variances ($MS_w$) and between-groups variances ($MS_b$). The ratio of $MS_b$ to $MS_w$, which is the $F$ statistic, measures how much variance is attributed to the different treatments versus the random sampling error. Large values of the $F$ statistic lead to rejection of the null hypothesis assuming no treatment effects. Consider a study on job training and job placement. Policy analysts want to compare the effect of two programs, School Training and On-the-Job Training (OJT), on job placement in terms of salary. Participants are randomly assigned to one of the two programs. ANOVA is used to test the difference between the two groups. The independent variable here is the type of job training programs and the dependent variable is participants’ monthly earnings. ANOVA is widely used in policy studies. For example, Wells, Layne, and Allen (1991) used ANOVA to assess whether learning styles differed for supervisory, middle, upper middle, upper, and executive managers in the Georgia Department of Corrections.

To use ANOVA, the data has to satisfy the assumptions of linearity, normality (the dependent variable is normally distributed), and equal variance (variances are equal for all treatment groups). However, $F$ tests in ANOVA are robust regarding these assumptions except in extreme cases. The equal variance assumption is often ignored if the number of cases in each group is similar. Analysts are encouraged to examine the data first to assess the presence of nonlinear relationships and outliers.

**Multiple Regression Analysis**

Multiple regression analysis examines the relationship between a single metric dependent (criterion) variable and a set of metric independent (predictor) variables. Its general form is:

$$
Y^{(\text{metric})} = \alpha + \beta_1X_1^{(\text{metric})} + \beta_2X_2^{(\text{metric})} + \ldots + \beta_nX_n^{(\text{metric})} + e
$$
α is a regression constant, representing the value of Y when all the independent variables have values of zero. β is a regression coefficient indicating the relationship between X and Y controlled for all other independent variables. ε is an error term that incorporates the cumulative effect on Y of factors not included in the model. Regression may be used to calculate the predicted value of Y for any given value of X. And the residuals or distances between the predicted and observed values of Y lead to a measure (R²) of how well the equation fit the data.

Regression analysis is the most widely used and versatile dependence technique in policy analysis for the purpose of prediction or explanation. For example, regression analysis is the foundation for forecasting models that predict national economy or other performance based on certain inputs. It is used to examine how decisions are made and how attitudes are formed. It is also used to identify quality determinants of policy implementation and program design. Hunter (2001) used multiple regression to explain the difference of states’ economic growth by lobbying efforts in selected categories and a sample of demand-side economic policies, controlling for net business growth, expenditure, and republican control of the government and legislature. The economic growth was measured by the change of a state’s per capita gross state product (GSP) between 1986 and 1991. The regression results suggest that two categories of lobbying efforts explain more of the variance in GSP than the demand-side policies and the other variables. With multiple regression, the author was able to show that the control variables contributed to 9 percent of the variation in changes in GSP while the dependent variables contributed to an additional 34 percent variation.

A very important but often ignored step is to assess whether the model satisfies the assumptions of regression analysis, such as existence, linearity, homoscedasticity (equal residual variances), independence of the residuals, and normality. The principal diagnostic method is to examine the residual—the difference between the actual dependent variable value and its predicted value—though partial regression plots and statistical tests (i.e., the Kolmogorov-Smirnov test and the Shapiro-Wilks test for normality; the Durbin-Watson test for independence). In graphical analysis, a triangle-shaped or a diamond-shaped pattern indicates the presence of heteroscedasticity, which can also be assessed with the Levene test in SPSS. Also important is to avoid multicollinearity, which can substantively affect explanation and estimation of the regression coefficients and their significance tests. Analysts can use correlation matrix for the independent variables to observe whether high correlations are present (.90 and above). More common measures are the tolerance value and the variance inflation factor (VIF, rule-of-thumb cutting value at 10.0), which measures the degree to which each independent variable is explained by the other independent variables. Analysts may use some remedial strategies to solve the above problems, and data transformation (i.e., from Y to log Y or Y²) is one of the options. In the final steps, analysts also need to identify outliers and determine whether they should be excluded from the analysis. Common indicators for this purpose are the leverage h and the Cook’s distance, which measures the extent to which the regression coefficients change when the particular observation is deleted.

**TIME SERIES ANALYSIS**

Time series analysis identifies the pattern of change across time in order to explain the phenomenon and to predict the future based on historical and existing patterns. It enables policy analysts to examine a variable, such as unemployment rate and economic growth, over equally spaced intervals of time such as month and year. Its general form is

\[ X_t = a_1 X_{t-1} + a_2 X_{t-2} + \ldots + a_n X_{t-n} \]

Time series analysis is important to policy analysis since policy change is a crucial question and time series analysis permits data-based forecasting. Many policy studies are cross-sectional, and the results may be strengthened by replicating the study in different times. In addition, time-series analysis can address questions of causation that would be impossible to tackle with cross-sectional
analysis, given that the temporal sequencing of changes can be established with a time-series. For example, to answer the question whether the incidence of crimes in a region changed following the establishment of a new crime-fighting program, interrupted time-series experiment is an appropriate strategy. To predict the pattern over time based on Gallup polls of presidential popularity, time-series regression is an appropriate strategy.

In general, time series analysis can serve three purposes: analyses of trends and forecasting; causal analyses; and program and policy analyses (Burbridge 1999). Especially, interrupted time-series is useful because the introduction of a program or policy will produce a break in the time-series trend for certain variables affected by the program or policy. Analysts need to have enough pre-program data to establish a pre-program trend, to know the exact time of the introduction of the program and reasonable assumption about how long it will take for the program to affect the long term trend (Burbridge 1999).

There are six basic steps in a time series analysis. First, plot the data. Second, examine the plot and determine if any short-term fluctuations exist. Third, if the data show a cyclical trend, determine the length of the short-term trend and filter the trend. Fourth, determine whether a relationship exists. Fifth, use linear regression to estimate the relationship between time and the variable being analyzed. Sixth, make a forecast by using the regression equation (Meier and Brudney 2002).

For example, in a research on policy design, bureaucratic incentives, and policy enforcement, Keiser and Meier (1996) hypothesized that local-level implementation environment and resources committed to implementation affect the actual enforcement levels. Using pooled time series data of federal laws on child support enforcement from 1983 to 1991, they were able to confirm the hypotheses. Albritton (1979) measured impacts of the Title XX amendments to the Social Security Act with an interrupted time-series analysis. The Auto-Regressive Integrated Moving Averages (ARIMA) model was adopted and the results showed that the policy innovation led to dramatic, nonincremental changes. Morgan and Pelissero (1980) used an interrupted time-series quasi-experiment to test the hypothesis that reformed cities tax and spend less than unreformed cities. Eleven cities, with a population of 25,000 and above, which reformed their political structure between 1948 and 1973, were compared with eleven matched cities that did not reform. The results showed that government structure did not affect cities’ fiscal behavior.

**Event History Analysis (EHA)**

Event history analysis is used to explain why certain units of analysis (individuals, organizations, or states, etc.) are more likely to experience the event(s) of interest than others. It is a specialized subfield of time series analysis that analyzes rare events (time series in which most data are non-events). The data in EHA measures the number, timing, and sequence of changes in a variable of interest. EHA can be a form of panel study in which the periods of observation are not arbitrarily spaced but instead measurement is taken at each stage of a sequence of events. The dependent variable is qualitative and taking values between zero and one, but the independent variables can take any real numbers.

The key concepts of EHA include a risk set (a set of unit of analysis that have yet to experience a particular event), a survivor function (the decline in the size of risk over time), and the hazard rate (the rate at which particular events occurring at a particular time). EHA assumes that it is possible to predict the dependent variable (e.g., marriage, employment changes, higher education, and death) within certain time frames. The rationale stems from the life table analysis used by demographers to calculate survival and mortality rates in a given population over time. For example, if x number of the population is alive at time 0, it is possible to predict the survival rate of that population at time 0 + 1. The hazard rate in EHA is the other side of the survival rate and refers to the probability of a dependent variable occurring to an individual within a specified time frame, given that individual is at
risk (Cohen, Manion, and Morrison 2000). The problem is solved by taking a logit transformation of
the dependent variable and then estimating with maximum likelihood techniques (Allison 1984).

EHA began to be used in social sciences in the 1970s. It was prominent in the field of interna-
tional relations, where it was used to analyze time series of international conflict and diplomatic
events. Policy analysts applied EHA in other areas later on. Plotnick (1983) used EHA to study
the entry to and exit from the Aid to Families with Dependent Children (AFDC) program. The es-
timates were applied to projected changes in lengths of time spent on and off AFDC and in AFDC
caseloads due to changes in the dependent variables. The results demonstrated that age and wage
have significant, negative effects on the rate of entering AFDC, and significant, positive effects on
the exit rate.

Berry and Berry (1990), examining state lottery adoptions, used EHA to explain how states’
internal characteristics (political and economic) and regional diffusion influenced the probability
that the state adopted a lottery. An EHA model was developed as:

\[
ADOPT_{it} = \Phi \left( b_1 FISCAL_{i,t-1} + b_2 PARTY_{i,t} + b_3 ELECT1_{i,t} + b_4 ELECT2_{i,t} + b_5 INCOME_{i,t-1} + b_6 RELIGION_{i,t-1} + b_7 NEIGHBORS_{i,t} \right)
\]

\[
ADOPT_{it} = \text{the probability that state } i \text{ will adopt a lottery in year } t
\]

\[
FISCAL_{i,t-1} = \text{the fiscal health of a state’s government in the previous year}
\]

\[
PARTY_{i,t} = \text{the degree to which a political party controls the government}
\]

\[
ELECT1_{i,t} = \text{dummy, 1 for the year of gubernatorial election}
\]

\[
ELECT2_{i,t} = \text{dummy, 1 for neither the year of an election nor the year after}
\]

\[
INCOME_{i,t-1} = \text{personal income}
\]

\[
RELIGION_{i,t-1} = \text{the proportion population adhering to fundamentalism religion}
\]

\[
NEIGHBORS_{i,t} = \text{the number of previously adopting neighboring states}
\]

The results showed that previous adoption by neighboring states and declining fiscal health
affect the probability of adopting the lottery. The authors noted that lottery adoption was most
likely to occur in the years immediately following the election. In addition, states with lower per
capita income and states with higher percentage of religious fundamentalists were least likely to
adopt lotteries. With EHA, Berry and Berry (1990) concluded that regional diffusion and internal
determinants were valid explanations of state lottery adoption. They proposed that EHA should be
used in other subfields of political science because it takes advantage of both temporal and cross-
sectional variation in political behavior, and it remains valid for rarely occurred events such as wars
and switching political party identification. Box-Steffensmeier and Jones (1997) illustrated EHA
methods with three issues: overt military interventions, challenger deterrence, and congressional
career paths. They called for greater use of EHA models as well.

**Factor Analysis**

Factor analysis is an interdependence technique in which all variables are simultaneously considered
and factors are created to explain the variable set. Factor analysis has three basic purposes: to iden-
tify factor structure underlying the variables, to achieve data reduction, and to test the relationships
among variables. Factor analysis is based on the fundamental assumption that some underlying
factors, which are smaller in number than the number of observed variables, are responsible for
the covariation among observed variables. The emphasis on an underlying factor structure reflects
a belief that there are real qualities in the world, such as trust, motivation and satisfaction, which
are not directly measurable but can be revealed through the covariation of related variables. Its general form is:

\[ X_1 = b_1(F_1) + b_2(F_2) + \ldots + b_n(F_n) + d_1(U_1) \]

where

- \( X_1 \) = the subject’s score on observed variable 1
- \( b_n \) = the weight for underlying common factor n, as used in determining the subject’s score on \( X_1 \)
- \( F_n \) = the subject’s score on underlying factor n
- \( d_1 \) = the regression weight for the unique factor associated with \( X_1 \)
- \( U_1 \) = the unique factor associated with \( X_1 \)

Factor analysis has two types: exploratory and confirmatory. Confirmatory factor analysis is used with path analysis for structural equation modeling. For exploratory factor analysis, if cases are being grouped then it becomes Q method or cluster analysis; if variables are being grouped then it is the R-type factor analysis. Factor analysis differs from the principal components analysis in that the components of principal component analysis account for total variance in the data while the factors of factor analysis account for common variance in the dataset. Factor analysis assumes that the observed variables are linear combinations of the underlying factors. In contrast, principal component analysis assumes that components are linear combinations of observed variables. Therefore, factor analysis can be used to identify the number and nature of the factors that are responsible for covariation in the dataset, but principal component analysis cannot. Nevertheless, many writers do not make the distinction especially when the purpose is to reduce items or variables.

For example, Winter and May (2001) measured Danish farmers’ social motivation to comply with regulations with six survey items about farmers’ perceptions of the enforcement style of municipal inspectors. They then used the principal component analysis, treated as factor analysis, and identified two underlying dimensions of enforcement style: formalism and coercion. Warner and Hebdon (2001) studied factors affecting local governments’ restructuring choices among privatization and its alternatives. In addition to fiscal stress and control variables such as per capita income, municipal type, size of government and tenure of office, the authors developed fourteen items to measure economic and political conditions of the local governments. They conducted principal components analysis and reduced the fourteen items to three distinct components: information and service quality; efficiency; and unionization and political factors. In Table 23.1, the first seven items have factor loadings higher than 0.5 on Information and Service Quality, with lower loadings for the other two components. Therefore, the seven items can be used together in the future analysis. The eighth item, local employment impact, has similar loading on the first component (0.476) and the third (0.452). Therefore, this item should have been deleted from future analysis.

**Path Analysis**

Path analysis is used to test the indirect and casual relationships among the variables specified in the model. Policy analysts first draw a path diagram based on a theory or a set of hypotheses, then estimate path coefficients using regression techniques, and finally determine indirect effects (Nachmias and Nachmias 1996). It is very useful when dealing with mediating effects, where an independent variable had an impact on an intervening variable which, in turn, had an impact on a dependent variable. Path analysis assumes perfect reliability of the instruments used to operationalize variables. Therefore, all variables in the path model are considered to be observed, not latent or underlying factors. When it is used mathematically with confirmatory factor analysis (CFA), it becomes structural equation modeling (SEM) and can deal with latent variables. SEM allows
assessment of the reliabilities of the latent variables, more precise estimation of the indirect effects of the exogenous variables, and multiple dependent variables.

Path analysis is used to both simplify and depict complex theoretical relationships. LISREL (Linear Structural Relations) has been the popular program since 1981, and statistical packages such as SAS and Stata can conduct the analysis as well. Ellickson (1992) used path analysis to explain the impact of personal, environmental, and institutional factors on legislative success with data drawn from the 1987–88 Missouri House of Representatives. The results showed that institutional variables, seniority and political party, have the strongest impact. The path analysis was able to show that formal office is an intervening variable between legislative success and other independent variables such as age, urbanism, seniority, and political party.

Cohen and Vigoda (1998) used path analysis to compare two different models explaining the relationship between citizenship behavior and work outcomes. Figure 23.1, the direct model, has no mediating variables. The results show that political participation, community involvement, and general altruism have statistically significant direct impact on perceived performance, while disillusionment with government has significant direct impact on turnover intentions. Figure 23.2, the indirect model, has four independent variables (political participation, community involvement, general altruism, and disillusionment with government), one mediating variable (participation in decision making), and two dependent variables (turnover intentions and perceived performance). Among the independent variables, only community involvement has a statistically significant path to participation in decision making. In comparison, model fit indices suggested that the direct model is better than the indirect model.

**Game Theory**

Game theory is a mathematical approach to individual decision making that employs games as paradigms of rational decision-maker interactions. A game is any interaction between agents that is governed by a set of rules specifying the possible moves for each participant and a set of outcomes for each possible combination of moves. A game of “pure strategy” consists of the following interrelated components: The **players**, who may be people or organizations, choose from a list of **options**
or strategies available to them. At each stage of the play, the players choose their course of action from a set of possible decisions, which are not usually the same for each player. The actions lead to outcomes or consequences. It assumes the players have fixed preferences for the outcomes: they like some outcomes more than others. After the decisions have been made, each player receives a certain payoff measured in a common unit for all players (Morrow 1994).
The assumptions of game theory are: (1) individual action is instrumentally rational, (2) common knowledge of rationality held by all the players, (3) the players will draw the same inferences on how a game is to be played, (4) players know the rules of the game and their motive is independent of the rules, (5) fixed preferences, (6) transitivity (if A>B and B>C then A>C) (Heap and Varoufakis 2004; Gates and Humes 2000). Apparently, those assumptions are simplistic and subject to criticisms. For example, individual identities and preferences may not be pre-fixed; rather, they are socially embedded and constituted. They are often generated during the specific social interactions.

In a policy situation, we may encounter different occurring events that result from decisions made by others. When actors seek to maximize their own interests but their actions affect one another, a game condition involving both conflict and cooperation exists. Game theoretic models help actors make decisions when confronted with competing policy alternatives or decision consequences. Both politics and games involve the moves and interactions of players attempting to maximize their interests; the selection of strategies with specific consequences; and, at times, coalition formation (Kelly 2003).

There are several game forms. The simplest one is the two-person, zero-sum game in which two players are involved and one player’s gains are the other player’s losses, and vice versa. Consider the Prisoner’s Dilemma, one of the classic games, as an example. The two players are partners in a crime who have been captured by the police. Each suspect is placed in a separate cell and offered the opportunity to confess. Each prisoner has two choices: strategy A (confess) or strategy B (do not confess). The payoff for a prisoner in any particular round depends on both prisoners’ choices in that round. As shown in the tradeoff table (Table 23.2), there are four possible scenarios: (1) both choose to confess (strategy A), and each of them earns the same payoff of 3; (2) both choose not to confess (strategy B), and each of them has the same payoff of 2; (3) Prisoner 1 chooses to confess (strategy A) while Prisoner 2 chooses not to (strategy B). As a result, Prisoner 1 earns a payoff of 5 while Prisoner 2 earns a payoff of 1; (4) Prisoner 1 chooses not to confess (strategy B) while Prisoner 2 chooses to confess. As a result, Prisoner 1 earns a payoff of 1 while Prisoner 2 earns a payoff of 5.

The Prisoner’s Dilemma relates to the issue of trust, the free rider problem, public goods, negotiation, regulation, corruption, and conflict resolution. Axelrod (1984) demonstrated that Tit-for-Tat, a program starting with a co-operative move and then following whatever the opponent did on the previous move, is the best strategy in repeated Prisoner’s Dilemma games. It indicates that although cooperation is not a Nash equilibrium in the one-shot game, it is in indefinitely repeated games. Both Axelrod’s analysis (1984) and Smith’s (1982) analysis have led to many other applications in the filed of political science (see Axelrod and Dion 1988). Game theory has been used in political science since the 1950s, especially in areas such as voting, group preference, coalition formation, bargaining, diplomacy, and negotiation (Shubik 1982). After Harsanyi (1967) introduced the concept of incomplete information to game theory in the late 1960s, incomplete information models have been applied to voting, political activism, bureaucratic control, crisis bargaining, arms control agreements, and alliance formation (Gates and Humes 2000).

<table>
<thead>
<tr>
<th>Prisoner 2</th>
<th>Strategy A</th>
<th>Strategy B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy A</td>
<td>(3,3)</td>
<td>(1,5)</td>
</tr>
<tr>
<td>Strategy B</td>
<td>(5,1)</td>
<td>(2,2)</td>
</tr>
</tbody>
</table>

**TABLE 23.2**  
The Prisoner’s Dilemma
Simulation

Simulation is a quantitative procedure by which analysts build mathematical models of policy process that are difficult to solve analytically and then run the models on a series of organized trial-and-error experiments in order to simulate the behavior of the system over time. It helps analysts understand the system by simulating it in the environment and determining the likely course of events and conditional changes in public policy. It helps answer questions such as: “What would happen to our local economic development policies if the inflation rate is 4 percent instead of 3 percent in the coming year?” Or, “How would this growth management strategy influence the traffic of this county in twenty years?” Simulation sometimes is the only method available if the actual environment or system is difficult to observe or model, or if the model is too complicated to be solved analytically. In some other times, it is infeasible (i.e., too expensive or disruptive) to actually operate and observe a system. For example, if analysts are comparing two ways of providing benefits to veterans, operating two different systems may cause great confusion and legal problems.

A good simulation should satisfy the following conditions: (1) Calibrated. Accurate data are included in the construction of the simulation, and the values for the parameters match empirical observation as closely as possible; (2) Checked. The functioning of the model is comparable to the actual functioning of the real world; (3) Flexible. The model is flexible enough to answer a variety of questions (Kane 1999). The general steps are: (1) define the system one intends to simulate, (2) formulate the model one intends to use, (3) identify and collect data necessary to test the model, (4) test the model and compare its behavior with the actual environment, (5) run the simulation, (6) analyze the results and revise the solution if desired, (7) rerun the simulation to test the new solution, (8) validate the simulation (Levin et al. 1989).

Despite the criticism that it lacks mathematical elegance and precision, simulation is one of the most widely used operations research techniques. In the 1960s, it was used in international relations and urban affairs issues such as municipal budgeting, election, and political recruitment (see Coplin 1968). Its use has grown considerably with the development of mathematical modeling and information technology. It is especially useful in answering “what if…” questions (Zagonel et al. 2004). At the University of Rhode Island, the Department of Environmental and Natural Resource Economics created a Policy Simulation Laboratory (SimLab) to apply interactive tools based on modern computer technologies to help understand the consequences of policy actions. For example, the town council in one of the Group Decision Rooms of SimLab might design a plan for managing growth in the town. Computer systems then simulate the environment and predict the economic and social consequences of the plan. Geographic Information Systems are used to present the consequences for the town with electronic maps.

Simulation is used in a variety of policy settings such as the construction of electoral districts (Gelman and King 1994), the making of foreign policy (Taber 1992), the effects of emission controls on the earth’s climate (Bankes and Lempert 1996), social security reform (Weller 2000), and alternate approaches to health insurance expansion (Remler, Zivin, and Glied 2004). Tengs et al. (2004) created a Tobacco Policy Model to examine the potential consequences of mandating tobacco companies to improve the safety of cigarettes. Through simulation of the U.S. population over a fifty-year time span, the results show that even if the safety mandate makes smoking more attractive and increases tobacco use, it is still possible to obtain a net gain in population health. Robins, Michalopoulos, and Pan (2001) used a simulation model to examine whether welfare recipients would work full-time if offered an earnings supplement conditioned on full-time employment. The simulation model extended a traditional microeconomic model of the income or leisure choice to include the choice to receive welfare, assuming that welfare recipients’ decisions about employment and welfare were based on the intention to maximize their economic well-being. Outcomes were simulated with three different financial incentives: AFDC (pre-TANF environment), TANF (currently used in the sample states as required by the Temporary Aid to Needy Families Act), and SSP (Self-Sufficiency Project).
The results suggested that the earning supplement would increase full-time employment while the TANF incentives would encourage primarily part-time employment.

CONCLUSION

Quantitative methods help assess the relative and joint effects of a variety of independent variables on some dependent variables. They inform citizens and clients about policy choices with numbers, graphs, and tested relationships. They enable citizens and clients to see the benefit and risks of policy alternatives with mathematical eyes. Development of more sophisticated quantitative techniques is a crucial task for many current policy analysts (Wagle 2000). As policy problems become more complex, environments become more turbulent, and time and budgets become more constrained, policy analysts must be able to choose the most appropriate (valid, reasonable, and realistic) strategy and implement the study in a short period of time.
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Once upon a time in the distant past, Neanderthals were undoubtedly crouched in a cave somewhere in present day Europe wondering if they should relocate because of a shrinking bear population. If the Neanderthal’s Leviathan was inclined toward a social contract way of thinking, the early humans might have been polled about their support and opposition to the move elsewhere. The results could have been used as a rationale for the risk-filled decision to budge or stay put. The reason for the eventual extinction of the Neanderthals was possibly because the populace perceived the correct policy direction, but the sovereign misinterpreted the data.

There is certainly no speculation involved in knowing that people have been formally and informally polled about different courses of action in many venues and for all sorts of reasons throughout human history. Pontius Pilate decided to put Jesus to death after taking an unsystematic survey of the local populace, President Bill Clinton decided to fib about his affair with Monica Lewinsky after his pollster told him the public would strongly disapprove of such a dalliance, and the Hungarian Parliament decided to withdraw its troops from Iraq after a poll showed 55 percent of the public favored the pull out.

It could very well be human nature for leaders and followers to question one another about what they believe or what they should do. Perhaps there is an evolutionary pressure for people to ask each other how well they have adapted or fail to adapt to environmental circumstances. After all, the pervasive propensity to gossip is nothing more than a small scale, unscientific survey that describes what other people have said and done. At the institutional level, yesterday’s royal privy council and today’s corporate advisory board are kindred mechanisms for eliciting opinions about particular actions. Voting is really nothing more than a state-sponsored, self-selected survey that provides a legal mandate for office holding and making laws. The fact is that people are polled about their preferences before they go to the polls and then polled again after they have been to the polls to explain why they marked their ballots one way or another.

The fascination with surveys has reached epidemic proportions. Practically every nation on the globe conducts a poll before and after the election of their leaders. In the months leading up to the 2004 U.S. presidential election, voter surveys were undertaken on a daily, if not hourly, basis by news organizations, advocacy groups, and political parties. Although politicians decry surveys and contend that they are not beholden to polls, it was easy to witness the impact of surveys in the 2004 election because the two presidential candidates campaigned almost exclusively in states where surveys showed a neck and neck race. In the eccentric winner take all system of the American electoral college, there was no sense in running commercials or making personal appearances in a state where one candidate had a dominant lead according to survey research.

But it is not only in political campaigns where survey research has become popular. Viewer surveys establish which television shows survive and thrive every season, which celebrities are liked and disliked, and which commercials succeed and fail. It is a rare consumer product that has not been subjected to a marketing survey at one time or another. Customer opinion polls affect where
products are placed on store shelves and the form of advertising that appears in store windows. In fact, the University of Michigan’s survey of consumer sentiment has become a leading indicator of the health of the U.S. economy. Even the determination of what is good and bad to eat is based to some degree on the longitudinal responses to questionnaires about the eating habits of some specially selected population. The extraordinary deference to surveys and the ease of their administration has led them to become a part of every school of thought, so that it is commonplace to find survey results reported in the professional journals of anthropology, psychology, sociology, education, political science, and public administration.

The use of survey research is also a part of policy analysis. Surveys are conducted to identify public needs, to discover support and opposition to policies, and to evaluate satisfaction and dissatisfaction with programs. Surveys may be employed by policy makers as the foundation for making decisions about whether to create new policies or terminate old ones, to gain a better understanding of issues, and to advocate for changing policies, programs, and services. Surveys can be applied to every stage of the policy process: to identify problems, consider the worth of solutions, determine legislative support for laws, appraise implementation difficulties, and measure outcomes. Surveys are relevant to many policy areas: the environment, social welfare, economic development, education, healthcare, civil rights, criminal justice, and foreign affairs (Christenson and Taylor 1983; Glaser and Bardo 1994; Swindell and Kelly 2000; Thompson 1997). To influence public policy, surveys are conducted by every sector—public, private, and nonprofit—from the San Francisco Zoo to the Chicago Tribune to the New York City Council. They can be used at every level of government: federal, state, and local. Whenever and wherever surveys are conducted, there is money to be made in putting them together and analyzing the results. In 2001, George W. Bush’s administration spent nearly one million dollars alone on operations to gauge the public’s reaction to alternative Social Security proposals and energy policies (Green 2002).

It does not take much noticing to notice that surveys are important part of the policy process, but surprisingly policy analysis textbooks all too often leave survey methods out of the analyst’s methodological toolbox. For example, in the 499 pages of the 4th edition of David L. Weimer’s and Aidan R. Vining’s Policy Analysis: Concepts and Practices (2005) there is a mere page and half discussion of interviews, not even the inclusion of the word survey or poll in the index. Who knows the reason for this neglect, but it is surely no time to be a Neanderthal when comes to understanding how to study policies that affect the lives of countless people. The purpose of this chapter, therefore, is to examine the use of surveys in policy analysis. The first part identifies the elements of survey research, the second part provides examples of how surveys address various policy questions, and the last part examines problems with the survey research enterprise.

THE ELEMENTS OF SURVEY RESEARCH

There are four things to consider when undertaking a survey: (1) selecting the best type of survey to use, (2) developing good questions, (3) determining who should be surveyed, and (4) analyzing the results.

TYPE OF SURVEYS

There are three types of surveys: telephone, in-person, and self-administered. Telephone surveys are the easiest to conduct because all that is required is a phone, phone numbers, and a caller (although large-scale telephone surveys do necessitate elaborate systems, such as telephone assisted computers and a large, well-trained staff). Interviewing people by telephone is by far the most common way of polling large numbers of people—the nation, a state, or a large metropolitan area. Telephone
surveys are advantageous because of their immediacy, standardized format, and potential for interviewers to explain questions to the respondents. However, it is impossible to reach people without telephones (the homeless, hospital patients, prisoners, etc.) and it often difficult to contact certain populations (judges, doctors, elected officials, etc.) with gatekeepers (i.e., secretary, assistant, etc.). Yet another problem is getting responses from people who employ their answering machines and caller id systems as screening devices. Pollsters are also legally prohibited from using automated dialing equipment to call wireless numbers.

In-person surveys involve face-to-face contact between interviewers and respondents. This may involve a formatted questionnaire with a set number of responses that come one right after another or it can be unstructured with the questions evolving like a conversation between two friends. In-person surveys are not appropriate for large populations, but they are very useful when wanting to contact a select group of people in a natural setting—on the streets, in a mall, or inside a waiting room. A major advantage is to permit interviewers to explain questions to the respondents. To be done well, trained interviewers are critical because voice inflections, body language, and other physical cues can shape responses. In-person interviews are expensive and time consuming.

Self-administered surveys are distributed to respondents for completion. Surveys can be distributed in four ways: (1) sent through the mail and returned in the mail, (2) sent through e-mail or posted on a Web site and return via e-mail or by entering information on a Web site, (3) left at particular sites (on a table or counter) and either returned by mail or to the site (drop box, etc.), and (4) passed out to people as they enter or leave buildings, streets, rooms, or other venues. The advantages of self-administered surveys include anonymity for the respondents, the ability to ask sensitive questions, the potential for gaining access to difficult-to-reach populations, and the absence of interviewer bias. On the negative side, it is a difficult to obtain responses—questionnaires can be easily tossed in the trash, email can be deleted, and surveys left lying around may not be picked up. It is critical to make sure that one person does not complete more than one survey, otherwise the sample is biased. Asking good questions is extremely important because the interpretation of questions is left to the respondents.

**QUESTIONNAIRES**

Surveys are all about questions. The conundrum is that questionnaire construction is more of an art than a science. There is no exact prescription for how any question should be asked in surveys, although there are books that provide some guidelines for asking questions, such as Peter M. Nardi’s *Doing Survey Research* (2003) and Don Dillman’s *Mail and Internet Surveys: The Tailored Design Method* (2000). Sometimes questions from previous surveys are repeated, but in most instances questions are crafted ad hoc from one survey to the next. Two general kinds of questions can be posed: (1) close-ended questions that provide a set of response categories for the respondents to complete, and (2) open-ended questions that allow respondents to write in their responses.

Survey questions operationalize variables. An independent variable is one that explains a behavior, attitude, or need. For example, partisan affiliation may be used as an independent variable to explain support or opposition to some policy. A dependent variable is what is being explained or accounted for. Some typical dependent variables include policy satisfaction, the use of services, and the support of public programs.

Both independent and dependent variables have different values or properties with them. For instance, age can take different values for different people or for the same person at different times. Similarly, country of origin is a variable because a person’s country can be assigned a value. There are two traits of variables that should always be achieved. Each variable should be exhaustive, it should include all possible answerable responses. For instance, if the variable is “religion” and the
only options are “Protestant,” “Jewish,” and “Muslim,” there are quite a few religions that haven’t been included. The list does not exhaust all possibilities. Since it is not possible to list all possibilities with some variables, it typical to explicitly list the most common properties and then use a general category like “Other” to account for all remaining ones. In addition to being exhaustive, the properties of a variable should be mutually exclusive, no respondent should be able to have two attributes simultaneously. While this might seem obvious, it is often rather tricky in practice. For instance, it would be inappropriate to represent the variable “employment status” with the two properties “employed” and “unemployed.” The problem is these attributes are not necessarily mutually exclusive—a person who is looking for a second job while employed would be able to check both attributes. The solution may to have another category “employed but looking for a job” or to have the respondent check all that apply.

Survey questions can be nominal, ordinal, or interval level measures. A nominal level measure is one that contains distant categories without any ordering. For example, if a survey asked if a person owed or rented their home. An ordinal measure is one that has a set of ordered categories. Age could be measured by a series of ordered ranges, such as from eighteen to thirty, thirty-one to forty, and so on. An interval level measure is one where every value is its own category. An example is asking an open-ended question that requires the respondent to write in the number of years they have been employed. Each response would be its own value. The level of measurement of the questions is important because it determine the kind of statistical analysis that can be performed.

There are many additional items to consider when constructing a survey instrument (Miller and Miller-Kobayashi 2000). Respondent must be told how to answer questions and there should be a statement about whether the survey is confidential or not. Most surveys start off with questions that are relatively easy to answer, followed by more difficult questions. Demographic questions (income, age, residence, etc.) are usually posed at the end of a survey. Typically, survey researchers want to obtain an intensity of feeling in their questions, so that they would not ask if someone were satisfied or dissatisfied, but rather they would inquire whether an individual was very satisfied, somewhat satisfied, somewhat dissatisfied, or very dissatisfied. Questions should not be biased or leading. They should be easy for the respondents to understand, which requires the analyst to carefully to match questions to the units of analysis. This is one reason that surveys should be pilot tested before they are actually administered.

**RESPONDENTS**

There are two approaches to deciding who to survey: (1) the entire population of interest, or (2) a sample of the population. When there is a small population, everyone is usually surveyed. For instance, if one were surveying twenty-five juvenile offenders about their opinions of an alternative-to-incarnation boot camp they had just completed, then all twenty-five participants would be surveyed. There would be no need to sample them. When there is a larger population involved, then it is worthwhile to engage in sampling, that is, to draw a subset of the population. There are two types of samples: probability and non-probability.

A probability sample is one in which names are drawn from a population whose size and characteristics (such as gender, age, residence, etc.) are known. In other words, there is means to know statistically whether the sample is representative of the population. In a probability sample, it is possible to calculate a sampling error—the difference between the sample statistics and the true parameters of the population. Sampling error is a function of the number of respondents—the larger the number of people from whom data are collected, the smaller the sampling error (and, of course, the higher the cost of the survey). A survey of one thousand respondents would have a sampling error of ± 3.1 percent, while in one with two hundred respondents the sampling error
would be ±6.9 percent. Random assignment is the most common form of probability sampling, which involves giving every subject in a population the exact same chance of being selected. Another type of probability sample is a systematic sample, which involves selecting names or items from a population list at set intervals (e.g., every tenth person).

A non-probability sample is one where names are selected from a population whose size and characteristics are unknown. For example, if the Chicago Transit Authority wanted to survey its riders it would know there is a population of riders, but it would not have a master list from which to draw names. In non-probability sampling the effort is to estimate whether the sample is representative of a population that is known to exist, but whose exact parameters are unknown. To construct a representative distribution of respondents, there may be a purposive effort to obtain responses according to particular categories, such as gender, ethnicity, or occupation.

Whether it is a probability or non-probability sample, a survey researcher endeavors to have a large enough sample size to approximate the population, to have a response rate above 50 percent, and to make sure that all of the questions in the survey instrument are answered. The quality of a sample is dependent on the sample and how it will be used. If a state were considering the value of creating a new enterprise zone program and wanted to know how well it has worked in other places, it might be good enough to have a sample of the experiences of nearby states in using enterprise zones. Someone from a think tank examining the perceptions of enterprise zones in the nation would probably want a sample of American states from every region of the country.

**DATA ANALYSIS**

Surveys yield numbers. The irony is that subjective questions produce objective statistics. Every question in a survey is a univariate analysis that may be presented, depending on the format of the question, as a frequency distribution or measure of central tendency. Bivariate statistics depict the relationship between two questions. Multivariate statistics are about the relationship among two or more questions, which often involves the use of regression analysis. In other words, a survey assessing support for school vouchers could indicate how many of the respondents supported or opposed vouchers (a univariate analysis). It could also show whether Republicans or Democrats were more or less likely to support school vouchers (a bivariate analysis). And it could point out whether support or opposition to vouchers was affect by one variable more than others, such as partisan affiliation, gender, residence, or income (a multivariate analysis).

There are many techniques for determining the accuracy of survey results, which can be calculated using a statistical software package. For example, the Chi Square statistic measures the significance of bivariate relationships between nominal level variables while correlation coefficients measure the strength of the relationship among multiple interval level variables. Another statistic is Pearson’s $r$, which is a measure of the strength of association between two interval level variables. The type of statistic used to assess the value of relationships is dependent on how questions are measured, the sample size, and the audience for the analysis. Complicated statistical discussions may be more appropriate for scholarly readers than for policy makers or the public.

Survey data can be presented in a narrative or in graphs and tables. If tables are used, it is important that enough information is presented for easy interpretation, but not so much information that comprehension becomes difficult. Tables should have a descriptive title, all variables and their corresponding categories should be clearly labeled, the independent variables should be listed in a column and the dependent variable should be listed along the row, statistical measures should be listed at the bottom of the table, and the number of cases used in the analysis should be indicated. After a conclusion or recommendation section, it is common for a policy report to contain an appendix which includes the survey instrument with the responses to each question.
THE USE OF SURVEYS

There are several ways surveys are used to examine public policies. Three uses are illustrative: (1) assessing the need for policies, (2) understanding the support and opposition to solutions, and (3) evaluating the responsiveness of policies to individuals and groups.

NEED ASSESSMENT

Policy analysts commonly assess the need for policies among various segments of the public. How are policy makers supposed to know that policies should be adopted if they don’t know what is needed? Although need is a somewhat ambiguous concept that can vary from one person or group to another, a straightforward way to understand need is to ask people what they need, letting them self-define the concept. Once the level of need has been assessed for a particular population, then a more intelligent discussion of program planning can be instigated. Ideally, policy makers and policy advocates seek to develop a service or intervention to help the population achieve or approach a satisfactory state (Posavac and Carey 2003).

An example of a need assessment is a survey conducted by the New York City Department of Small Business Service to determine the need for a business improvement district (BID) in a local neighborhood. A BID is a professionally-managed enterprise whose purpose is to improve a locale using funds from mandatory special taxes or fees paid by property and/or business owners in a legally designated area. The issue is whether or not a BID is needed. To determine need, a survey is distributed to all of the businesses and property owners asking them to indicate whether they agree or disagree about several neighborhood conditions, such as dirty streets, pick pocketing, deteriorated facades, and retail vacancies. When the surveys results show overwhelming agreement on the severity of the problems in an area, the city council has more of a reason to approve the establishment of a BID. In fact, nearly all of the New York City’s forty-seven BIDs have been established after surveys found businesses believed they were needed.

OPINION POLLING

It is common to assess the level of support and opposition to alternative solutions in the policy process. Anyone and everyone can be involved in the assessment of solutions, including elected officials, public administrators, policy advocates, and journalists. Studies are done all the time to discover opinions about limiting abortion, privatizing Social Security, installing charter schools, or constructing mass transportation systems. In effect, surveys become a kind of plebiscite on the worth of policy options. If most people support some alternative, then that gives it credence, no matter whether it will or will not be effective. Conversely, if there is general opposition to an alternative, then that make may make an alternative less worthwhile, even though it might have a great chance of succeeding.

There is no more important example of how surveys are used to measure the support and opposition to public policy than in the decision of cities to build sports stadiums. Every city where new baseball, football, basketball, or multipurpose stadiums have been considered, there have been polls undertaken to diagnose the views of city residents and elected officials. These surveys are conducting by citizen groups opposed to publicly financed stadiums, business groups in support, and local media interesting in a more balanced assessment. Generally, positive survey results can give a stadium proposal the aura of respectability and negative results can make it extremely difficult to go forward. In 2001, a proposal to construct a publicly financed stadium in Minneapolis-St. Paul was seriously affected by a public opinion survey conducted by the St. Paul Pioneer Press. In
a front page story, the paper reported that public financing for sports facilities was an unattractive proposition among residents in the Twin Cities. Based on a telephone survey of 406 residents, 62 percent of likely voters polled in St. Paul and 71 percent of those queried in Minneapolis opposed any significant public financing for a new ballpark for the Twins. Subsequent to the survey, the stadium proposal was rejected by the city council. Although the survey was not the only reason for its demise, it was certainly a major factor.

**IMPACT ASSESSMENT**

Surveys are also conducted to assess policy outcomes. People may be surveyed about whether they are aware of a public advertisement, if they have every used a revamped service, or if they are satisfied or dissatisfied with a new or ongoing program. The premise is that the capacity of a political system to respond to the preferences of its citizens is central to democratic theory and practice. From a democratic perspective, it may not really matter if a policy is effective or efficient, but instead the issue is whether or not it satisfies some segment of the public according to the results of a survey.

The evaluation of the Drug Abuse Resistance Education (D.A.R.E) program is a good example of how surveys trump other methodologies in the assessment of impact. The D.A.R.E. program involves specially trained, uniformed police officers giving lessons to elementary school students (typically, eight to twelve year olds) on how to resist drugs. By employing law enforcement officers to teach the curriculum, D.A.R.E brings the firsthand accounts of the officers’ experiences from the street to the classroom. The lessons provide factual information about drugs, with an emphasis on gateway drugs (marijuana, alcohol, and tobacco), and teach refusal skills through role-playing and other techniques. When it comes to evaluation of D.A.R.E, cost-benefit studies have consistently found it to be inefficient, and quasiexperimental designs have concluded it is not that effective in preventing young people from using drugs (Lynman et al. 1999). Nonetheless, the program survives in school districts because surveys consistently find parents, teachers, administrators, and students are satisfied with its performance. For example, a 1995 survey of 1,800 parents, teachers, and D.A.R.E graduates in Illinois found the program was valuable and worth maintaining. Over 92 percent rated it “very good” or “good.” This impact assessment is reported on the D.A.R.E Web site (2004), which, when combined with other similar surveys, is a rationale for the program’s continuing presence in public schools.

**THE MISUSE OF SURVEYS**

The fact that surveys are used all the time does not mean they are perfect. Surveys have three problems: (1) surveys are frequently completed that are methodologically flawed, (2) surveys are regularly conducted that are politically biased, and (3) surveys are used inappropriately as a substitute for other forms of democratic engagement.

**SURVEY FLAWS**

It is not easy to create the perfect survey, perhaps it is impossible. It is all together too easy to find surveys with unrepresentative samples comprised of a small number of people who choose to participate, abysmally low response rates, highly ambiguous questions, ill-defined words in the questionnaire, responses to complex subjects limited to yes and no answers, and statistics that provide percentages, but not the actual number of people who responded to the questions. The fact is that anyone can conduct a survey, without any expertise whatsoever, and there is no survey police to
Hall bad researchers away. The penalty for poor research is to critique the analysis, which happens only occasionally, or to ignore the results, which happens all the time.

An example of a poorly constructed survey is a needs assessment conducted by the Los Angeles Downtown Women’s Action Coalition in 2001, the purpose of which was to understand the problems confronting homeless women on Skid Row. One question asked, “Overall, how would you rate the treatment you received from the staff of the various missions, shelters, and social services agencies of the Skid Row area?” The response categories were: (1) very good, (2) good, (3) average, (4) poor, (5) very poor, and (6) no opinion. The problem with the question is that it is actually three questions: one about missions, another about shelters, and third about social service agencies. The question also does not define what is meant by staff and it assumes the respondents are in agreement on where Skid Row is located. In addition, the response categories are indistinctive; is it really possible to distinguish between very good and good, or very poor and poor? The survey sample was 399, but no effort was made to show whether it was representative of the population of homeless women. The survey was completed on only one day in the summer, so it is impossible to know if there were any seasonal variations in the opinions of the women. Simply put, the survey had many methodological flaws, although that did not stop the Coalition from publicizing the results and citing them in policy-making forums. Perhaps the methodology was not that important because the results confirmed the Coalition’s advocacy work on behalf of homeless women in Los Angeles.

**Survey Bias**

Surveys can be methodologically sound, yet biased. A tendency in policy analysis is for surveys to be created for no other reason than to rationalize, advocate, and attack public policies. In other words, surveys in policy analysis are often more political instruments than scientific endeavors. Does anyone really believe that someone with a conservative ideology would ever produce a survey that shows parents are not satisfied with school voucher programs? Has the American Association of Retired Persons (AARP) once presented statistics showing a general opposition for seniors to buy cheap drugs in Canada? Would the Sierra Club really undertake a survey to prove that most people do not believe sprawl is a major problem? It is obvious why President George W. Bush in 2004 cited a survey that showed 70 percent of Iraqis supported his policies and equally obvious why he rejected a survey that found 70 percent of Europeans were opposed to his policies.

The space between objectivity and subjectivity is ephemeral. For example, the New Haven, Connecticut Town Green District conducted a survey in 1999 with 900 surveys mailed or hand delivered to property owners and businesses, resulting in 131 responses for a response rate of 15 percent, which the district proudly noted in a newsletter was a 173 percent increase in responses over the previous year’s survey. To the question—“Are you generally pleased with the impact that the Town Green has had on downtown?”—71.8 percent said “yes” and 6.9 percent said “no.” To the question, “Do you see/feel a positive change downtown since the creation of the district in January 1997?”—70.2 percent said “yes” and 7.6 percent said “no.” It stretches common sense to think the Town Green District would have ever conducted a survey that found over 70 percent in the no category for either of these questions. It seems apparent that this survey was more about advocacy than an empirical description of public opinion.

**Undemocratic Surveys**

A final issue in survey research is the presumption that the best measure of any public policy is to have a set of responses to survey questions. In effect, responding to surveys has become a substitute for other forms of democratic engagement—attending public hearings, writing letters to
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public officials, and voting in elections. A survey is one of a few ways that citizens can express their views about alternative garbage disposals methods in a locality or a proposal in a state to reduce a budget deficit by issuing bonds and reducing services. The assumption is that surveys are a corrective to the influence of rich elites and professional interest groups in the policy process. Other than voting, surveys are one of the few opportunities for the disadvantaged and people with busy lives to analyze and shape public policy. There is even a sense that the act of being interviewed might reduce a citizen’s feeling of alienation from politics and government (Benson 1981; Web and Hatry 1973).

One problem with the use of surveys to reflect democracy is the low cost and benefits to those being interviewed (Berinsky 2004). Respondents do not contact pollsters, but instead pollsters and their political sponsors assume the costs of participation by contacting people and mobilizing them into a limited form of political action. But this only half of the equation, answering polls is also a low-benefit activity. Respondents are no better off at the beginning of an interview than at the end. In effect, to use surveys in the policy process is to rely on the lowest common denominator of democratic participation.

Another problem is that not all respondents react the same to questionnaires. Consequently, surveys tend to reinforce social inequality. Few surveys are multilingual and most require the respondents to be familiar with processing bureaucratic information. All kinds of people are excluding from survey research, such as children, people in institutions (prisons, hospitals, etc.), and individuals who for one reason or another lack the time or interest to answer survey questions. When it comes to telephone interviews, households without phone service are excluded, thereby devaluing the opinions of those with lower incomes, less stable jobs, and fewer group and community attachments (O’Sullivan, Rassal, and Bermer 2004). It is doubtful that a telephone survey on housing policy would be meaningful if it excluded those without telephones.

Polls tend to include mostly people who like putting forth their opinions about issues. There is an argument that understanding the public interest should be more than counting the opinions of individuals who enjoy giving their views on everything and anything. In fact, one of the ideas of representative democracy is that elected officials and public administrators have a responsibility to understand the silent majority. The intent of surveys is surely not to force people to have opinions. There are many policy issues when people do not have enough information to make an informed assessment. Most Americans have heard of the No Child Left Behind Act, for instance, but nearly seven in ten say they don’t know enough to form an opinion about the educational initiative of the federal government.

A final problem is that surveys tend to boil complicated issues down to the level of platitudes, catch phrases, and easy to answer questions. Is it really good for democracy to think about public policy in the most simple of terms? Simplistic surveys may do nothing more than produce a convoluted mishmash of ideas and opinions that don’t indicate anything other than most people are confused. Consider, for example, a Harris Poll conducted online in 2002 among a nationwide sample of 2,118 adults. The data was weighted to be representative of all U.S. adults. The poll found:

- Almost everyone, 93 percent of all adults, support “the United States continuing to fight… the war on terrorism in order to kill or capture those who planned or supported the attacks… on September 11th.”
- When it comes to U.S. support for other countries fighting against their terrorists, the public is much more equivocal. Modest majorities favor U.S. support for Israel (63%) and Britain in Northern Ireland (56%). The public is almost equally divided as to whether the U.S. government should support the Indian government, the Russian government or the Spanish government against those attacking them in Kashmir, Chechnya and the Basque region. And most people oppose U.S. support for the Chinese government in Tibet (68%) or for “undemocratic, totalitarian or military dictatorships” (64%).
• A 58 percent majority of all adults believes that “the use of bombs and guns against . . . governments that do not give their people the right to decide their own future by free democratic elections” can be justified.
• A 57 percent majority of the public says they “think of people fighting to overthrow dictatorial, military or undemocratic governments” as freedom fighters, and only 11 percent think of them as terrorists.
• When the government is bad enough, almost everyone thinks that the use of bombs and guns against the government is justified. When told of the attempt by German officers to bomb and kill Hitler during World War II, fully 89 percent of adults say that “it is morally justified to kill people if you have no other way to fight against a really bad government or leader.”

The conclusion of this poll is that the public is confused about what is and is not terrorism. It is unclear how this information helps policy makers or, for that matter, how it helped the people who responded. Terrorism is a complicated subject that requires thinking about many events in human history, weighing the advantages and disadvantages of various forms of participation in different contexts, and understanding a wide range of human behaviors. It is difficult to comprehend how simplifying reality through a series of questions that yield conflicting results will ever contribute to the improvement of public policy, one of the obvious goals of policy analysis.

CONCLUSION

The fact that there are problems with the use of surveys does not mean they should be removed from the policy process. What is needed is more careful consideration of how they are used and a better sense of the ways they can be misused. Simply put, knowledge is key to the key to good utilization. In this regard, educators must spend more effort to examine surveys in policy analysis textbooks and in college classrooms. Academics should be especially cognizant of how they report survey results in professional journals because they are implicitly setting standards for how to judge the worth of surveys conducted in the world of politics and administration. When presenting the findings of survey research, it is incumbent on everyone to be thorough in the description of their methodology. Thoroughness may go along way to eliminating mistakes, exposing bias, and indicating how the results should be used. A survey report that details how questions were asked, notes all aspects of the sampling procedure, and explains the statistics analysis will be much more likely to be utilized and understood. And when the elements of survey research are followed closely and the problems with survey research are avoided, the use of surveys in policy analysis will be less Neanderthal and more likely to lead to good public policy.

REFERENCES

The Use (and Misuse) of Surveys in Policy Analysis


25 Social Experiments and Public Policy

Caroline Danielson

INTRODUCTION

Social experiments randomly assign people (or sometimes sets of people, i.e., neighborhoods or communities) either to a group that is subject to one or more policy “treatments” or to one that continues to be subject to the prevailing policy norm (“controls”). For example, a social experiment might test the efficacy of a welfare-to-work program by randomly assigning welfare applicants to the new program (perhaps an intensive, coached job search combined with the provision of services like transportation assistance and subsidized child care) and to the old standard, which leaves the initiative to find a job nearly completely up to the welfare recipient.1

It is standard for those who conduct experiments to make the claim that theirs is the only methodology that can with certainty isolate the impact of the program under evaluation. Social experiments alone can assure that “any differences that emerge over time in employment, earnings, or other relevant outcomes can reliably be attributed to the program” (Berlin 2002, 3). Yet this is not simply a claim that circulates in the research community. Social experiments also hold the respect of those crafting social policy (Baum 1991; Greenberg, Linksz, and Mandell 2003; Greenberg, Mandell, and Onstott 2000; Haskins 1991). Social experiments generate this respect because they appear to offer a readily-accessible, incontrovertible answer to the most pressing question in evaluation research: does X program cause Y outcome?2

In this chapter, I examine the key factors that make social experiments attractive to both researchers and policy makers. These features of social experiments seem worth exploring because there appears to be a consensus among researchers and policy makers that experiments constitute a gold standard in policy evaluation. To the extent that this consensus exists, it removes one obstacle to the application of social science research to policy making. Social experimentation promises to be a rigorous, straightforward arbiter among political choices—a method well-suited to the division of labor that leaves the choice of ends to policy makers and the evaluation of means to technical experts.

Such a consensus clearly does not imply that only evidence from social experiments will be used in the policy process, or even that any research at all will guide policy making. The literature describing the actual use of research in policy making is also extensive. Greenberg, Linksz, and Mandell (2003) explore the influence of social experiments in the welfare policy arena on state policy makers, and Weaver (1999) examines the role of policy research in the debates on “ending

---

1. I use examples from the arena of welfare policy to illustrate principles and pitfalls of social experiments; however, social experiments are also used in other social policy arenas, including crime, education, and health. For a list of major social experiments conducted in the United States, see Greenberg and Shroder (2004).

2. I focus on tests of the efficacy of a program, although experimental data can be turned to other purposes—for instance, computing cost-benefit calculations.
welfare as we know it” that occurred in the 1990s. Aaron and Todd (1979) reports on the influence of earlier social experiments on policy. For examples of other research examining more generally the use of social science research in policymaking (see Danziger 2001; Haveman 1976; Hird 2005; Jones 1976; Lindblom and Cohen 1979; Rich 2001; Shulock 1999; Stone 1997; Szanton, 1981). Obviously, legislators can choose whether to request, or to use, social scientific research to evaluate policy proposals although their choices are constrained by the prevailing norms regarding the applicability of research to policy development and evaluation. This chapter will examine key aspects of the prevailing norms regarding social experiments.

A number of important aspects of social experiments have been discussed extensively elsewhere: technical issues (e.g., selective attrition, determining the effect of the treatment), the definition of treatments (are only certain types of policies tested? are programs tested in an intensive enough way?), and the practicalities of running experiments (obtaining the committed participation of agencies that implement policies, adequately getting the message across). Recent discussions include Gennetian et al. (2002), Grogger and Karoly (2005), Haveman (1987), Heckman in Manski and Garfinkel (1992), Lalonde (1995), and Orr (1999).

I focus here on unpacking two accepted aspects of experiments that make them attractive to policy makers: their ability to isolate causes and their methodological transparency. Experiments offer these virtues, but not in an unqualified way: they are not a complete recipe for policy evaluation. I also take up ethical questions that social experiments pose. I argue that the absence of a real debate over ethics is more evidence that social experiments are an established methodology from the point of view of both researchers and policy makers. My argument is in line with other discussions of the ways in which methodology can take precedence over substantive debates about the ends that democratic societies seek to achieve and the permissible means that they can use to achieve them (Fischer 1990; Fischer 2003; Stone 1993).

After sketching the history of social experiments in the next section and summarizing essentials of conducting experiments in the third, I take up the primary intellectual attraction of experiments in the fourth—their ability to isolate the program from other events that shape subjects’ outcomes—and in the fifth I discuss a central political attraction of experiments—what I call their transparency. In the sixth section I review standard ethical justifications of social experimentation.

EVOLUTION OF SOCIAL EXPERIMENTATION

Greenberg, Linksz, and Mandell (2003) review the history of social experiments and The Digest of Social Experiments describes all social experiments conducted to-date in the United States (Greenberg and Shroder 2004). When large-scale social experiments were first proposed in the 1960s, they were a departure from the normal practice of policy research. Evidence of this is that organizational capacity had to be built to handle the new demand: the Manpower Demonstration Research Corporation (now simply MDRC) a non-profit, non-partisan research organization, with seed funding from the Ford Foundation, was purpose-built in the early 1970s to conduct the National Supported Work Demonstration (Gueron 2000; Manski and Garfinkel 1992). A handful of other organizations also retooled to undertake experiments (e.g., Mathematica Policy Research, Abt Associates, Rand, organized research units at a few large universities). The scale and scope of cooperation between civilian agencies and researchers was also unprecedented.

Haveman (1987) notes that poverty research, and the organizations capable of training researchers and carrying out the research, were fundamentally shaped by the War on Poverty, which provided the funding and the federal agency loci to stimulate policy research in this field. The Digest

3. The Ford Foundation also funded the development of several public policy schools (Haveman 1987), presumably to develop capacity to conduct rigorous, policy-relevant research.
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of Social Experiments reveals that the majority of social experiments have been conducted with poor populations as subjects in program areas that include health, employment, and education and training (see Greenberg and Shroder 2004).

The first social experiment, the New Jersey Negative Income Tax Experiment (NIT), was conducted by Mathematica under contract from the University of Wisconsin’s Institute for Research on Poverty. This experiment had several treatment groups, each of which was subject to a different combination of a minimum guaranteed income and a tax rate on income earned above the guarantee. The core aim was to test whether adults would reduce their hours of work if they knew they were guaranteed a minimum income. According to an observer, it was not obvious that experimentally altering individual’s incomes was ethical. Conducting the New Jersey NIT was justified on the grounds that there was no other way to obtain answers to the question of individuals’ responses to a guaranteed income (Haveman 1987).

It is important to realize that experiments were first intended to be used in conjunction with simulation to provide a way of projecting the impact of a broad range of policies. According to Haveman (1987), writing after the first wave of social experimentation in the 1970s had ended, a goal of all of these experiments was to estimate structural parameters like the behavioral response (expressed, for instance, in hours of work) to manipulations of income by tax policy. That is, so long as the assumption could be maintained that individuals’ behavior in response to incentives like additional income was constant across time and place and varied smoothly, an experiment that assigned groups to several gradations of tax policy treatments could be used to estimate the impact of a whole range of tax policies on hours of work.

According to economist James Heckman, however, as the NIT experiment in particular progressed, its aims grew more constrained: it came to be to compute the mean impacts of the program (Heckman in Manski and Garfinkel 1992). Instead of one or several experiments providing the raw material that would enable researchers to simulate behavioral responses to a range of hypothetical policies, an experiment would supply simply the difference in outcomes between the treatment and the control group for the policy or policies under study. This type of experiment gets called a “black-box” experiment because researchers make no strong claims about the underlying causes of the outcomes; their focus is on reporting the results of a particular policy treatment.

The scaling back of researchers’ ambitions had partly to do with technical difficulties in collecting data adequate to the task of simulating responses to a range of hypothetical policies. The results of the NIT, in particular, were not as clean as expected. Apparently the implied responses to different tax policies the researchers computed relied on self-reported, and therefore incomplete, income data as well as on the experimental data, and the computations did not produce a smooth pattern of responses. But dropping this more theory-laden approach to experiments perhaps also betrays the insight that a more easily-communicated approach is more compelling to policy makers. Black-box experiments report the outcome, attribute it to the treatment, and stop there.

The goal in conducting social experiments has decidedly shifted to estimating mean impacts of the treatment (Greenberg, Linksz, and Mandell 2003). It is this way of setting up social experiments that has won the approbation of policy makers and that backs confident statements that organizations like MDRC make about the methodological rigor of experimental evaluations. As the then president of MDRC has stated, “With random assignment, you can know something with much greater certainty and, as a result, can more confidently separate fact from advocacy” (Gueron 2000, 1).

The sense that black-box experiments are the gold standard of evaluation research had developed by the late 1980s. According to those pivotal in developing the legislative language for the 1988 overhaul of the Aid to Families with Dependent Children (AFDC) program, Family Support Act (FSA), experimental evidence from a number of welfare-to-work projects that MDRC was conducting played a decisive role (Baum 1991; Haskins 1991). This was the case for a number of reasons (fortuitous timing, MDRC’s ability to both disseminate results widely and in a timely fashion and to maintain a non-partisan stance), but included the absence of debate among researchers about
the outcomes and the concomitant respect that the methodology commanded. The FSA included provision for the evaluation of its effects using randomized experiments.

A few years later, a little-used provision of Title IV-A, Section 413 of the Social Security Act stating that federal requirements for AFDC could be waived by the Secretary of the US Department of Health and Human Services was exploited to allow states broadly to experiment with their AFDC programs in the early- and mid-1990s. Section 413 states that “The Secretary may assist States in developing, and shall evaluate, innovative approaches for reducing welfare dependency and increasing the well-being of minor children living at home”. It continues, “In performing the[se] evaluation[s]…, the Secretary shall, to the maximum extent feasible, use random assignment as an evaluation methodology” (42 U.S.C. 613).

While obtaining approval for waivers to existing AFDC program regulations apparently became quite straightforward by the mid-1990s—the Clinton administration did not want to be perceived as obstructing states’ reform efforts—the Administration for Children and Families did typically require states to perform randomized experimental evaluations of their programs, a requirement that produced a wealth of data that would not otherwise exist. Forty-three states obtained waivers between January 1993 and August 1996, although not every state actually implemented its waiver program (Boehnen and Corbett 1996; Gordon, Jacobson, and Fraker 1996). With this impetus, a large number of social experiments was initiated in the 1990s. One might say, then, that the early- and mid-1990s marked a high point in policy evaluation because of the widespread use of experimental methodology.

Although the pace of experimentation has since slowed in the welfare policy arena, commentators continue to call for experimental evaluations of policy proposals newly on the national agenda. For example, a policy brief published by the Brookings Institution endorses experimental evaluations of government programs to encourage marriage as a means of defusing controversy over their appropriateness—if programs that encourage couples to marry raise marriage rates, then, presumably, concerns about intervening in individuals’ private lives will diminish (Haskins and Offner 2003). At the same time, the case for experimental evaluation of policy proposals is building in other policy arenas. As evidenced by the language of the 2002 No Child Left Behind act policy makers are now advocating evaluations of policy proposals the field of education using experimental methodology (Glenn 2004; Mosteller and Boruch 2002).

NUTS AND BOLTS OF EXPERIMENTS

To conduct an experiment, researchers randomly assign some members of a target group to the program under study and some to the current program. The impact of the treatment is measured as the mean difference between the treatment and control groups on relevant measures (e.g., income, educational achievement, mental health). That is, how much more (or less) income did the treatment group earn at the end of the study period than the control group did? Or, how much higher (or lower) did the treatment group score on a standardized test administered to both groups?

Internal validity is the core methodological strength of experiments. Assigning members of a target group at random to treatment and control comparison groups ensures that they are statistically equivalent on both measured and unmeasured characteristics. Since adjustments can be made for differences on measured characteristics, the problem that other research methods face is their inability to methodologically rule out systematic differences between nonexperimental comparison

4. The evaluated programs include the Minnesota Family Investment Program (MFIP), Florida’s Family Investment Program (FIP), Vermont’s Welfare Restructuring Project (WRP), Arizona’s EMPOWER program, Connecticut’s Jobs First program, Iowa’s Family Investment Program (FIP), and the Indiana Manpower Placement and Comprehensive Training Program (IMPACT).
groups on *unmeasured* characteristics. Experiments make it possible to confidently assert that there are no differences (statistically speaking) between experimental comparison groups on unmeasured characteristics. Any differences between groups measured subsequently can therefore be confidently attributed to the treatment, within the bounds of certainty provided by statistics.

To insure the internal validity of experiments, researchers must successfully randomize participants between the test and the standard programs. This involves developing a protocol for initial randomization that is straightforward and not susceptible to manipulation by those implementing the protocol. It further involves ensuring that members of the control group do not cross over and obtain the program reserved for the treatment group. It also requires that members of the treatment group realized that they were subject to different program rules than the control group. For more extensive treatments of the practicalities of conducting experiments, see Boruch (1997), Hausman and Wise (1985), and Orr (1999).

It is important to be clear about what the outcomes that can be measured experimentally are. The experimental outcomes that can be measured depend on the point at which randomization occurred. For example, if some welfare recipients are assigned to have a limit on the number of months they are eligible to receive cash assistance and some are not, then the experimental outcomes that can be measured are in relationship to *exposure* to a time limit. For example, did those who were subject to a time limit find a job sooner than those who were not? Or, did they use fewer months of welfare over a particular period of time? The effect of the time limit on the income and well-being of those who reach it in the experimental group is not an experimental outcome, since the two groups were not randomly assigned to *reach* the time limit. It is possible to compare subgroups defined by initial characteristics of the treatment and control groups because the groups are (statistically) identical on those measures. For example, it would be possible to compare the differences between long-term welfare recipients assigned to the groups subject and not subject to the time limit.

A related point is that experimental outcomes are measured as differences between those assigned to the program and those not assigned to it. The effect of the new program is often not identical to the impact measured by the experiment because not everyone gets the program. For example, some of those assigned to a treatment group that is eligible for a range of job search services will not avail themselves of any of the services, or of only some of them. Finally, the impact of the program either on participants or on those randomized to be eligible for the program is not the identical to the impact on the population if the new program were to become policy because experiments typically do not randomly assign entire target populations to treatment and control groups. The first crucial point here is that a new program may very well change the applicant pool. For example, in the presence of time limits, some of those who would earlier immediately have applied for cash assistance when they experienced a job loss might hold out for a few months, realizing that they now only have a limited number of months of eligibility for cash aid. The second is that if a new program is widely implemented, it may change the broader environment in which it operates (so-called “macro” effects) in ways that a small pilot program that is experimentally tested would not. For example, a job search program, if implemented for all welfare recipients, may alter the labor market for low-income workers, thus altering the effectiveness of the job search program.

---

5. Researchers using nonexperimental methods can argue that, for theoretical or practical reasons, it is unlikely that the comparison groups in question differ on unmeasured characteristics.
6. Random assignment experiments, under certain assumptions, have a built-in instrumental variables estimator that can be used to estimate the average effect of the treatment on the treated (Angrist et al., 1996; Gennetian et al., 2002).
7. While it would be possible to randomly assign a sample of the entire target population to treatment and control groups, it would be more expensive (and in many cases prohibitively so) because a large enough sample would have to be randomized in order to detect the effect of the treatment. The size of this sample would depend on the expected rate of application to the program among members of the target population.
CONCEPTION OF CAUSALITY

Here is a stripped-down version of the core question to which policy makers seek an answer when they commission a policy evaluation: If we implement X program, will Y outcome result (or, in the case of a program already implemented: Did X program produce Y outcome that we envisioned)? Policy evaluation is fundamentally a testing of means. Simplifying the real complexities of the process of policy making, one can say that policy makers seek to achieve an end. The ideal evaluation of a policy would answer the question, does one particular means as compared to another advance us toward that end?

Here is the question that social experiments address: On average, there was (or was not) a statistically significant difference (at conventional levels) between the outcomes of treatment group T and control group C on measure M (of outcome Y) in an experiment in which X program was tested. For example, if policy makers want to know whether a welfare-to-work program that emphasizes quick immersion into a process of searching for a job (X) improves child well-being (Y), researchers would design an experiment that randomly assigned some (T) to participate in a sequence of job search activities and others not (C). Child well-being (Y) might be measured, among other things, by surveying parents about problem behaviors their children might be exhibiting (M).

Is the question that policy makers implicitly pose identical to the question that researchers address? The central difference between the two questions posed above is generalizability. It seems clear from the way that the first query above is framed that policy makers are interested in a general result, or something resembling law-like behavior. If program X is funded, then Y outcome will always (or usually) obtain. But experiments tell us nothing directly about law-like behavior. Their methodological soundness comes exactly from their internal validity. That is, experiments are a powerful means of attributing the impact of the intervention, and not other factors, to the outcomes observed by researchers. Experiments accomplish this by posing a counterfactual: what would have happened had the program not existed? Thus researchers use experiments to identify causes using the evidence from unique occurrences, rather than that obtained from observing regularities or from logical deduction.  

Given policy makers’ interest in the more general question, the natural inclination is to generalize. Thus a natural slippage occurs: researchers and policy makers treat the experiment as predictive of outcomes in other times and places that are “similar enough.” But what counts as similar enough? What would the outlines of an argument that generalized from one particular experiment look like? There are two key elements: (1) identify the most important behavioral mechanisms that produced the result, and (2) identify key features of situations that make them enough like the experimental situation so that individuals placed in those like situations will interact with the context in the same manner that the experimental subjects did.

Because experiments take a black-box approach, they do not address the behavioral responses that the program may have induced (although researchers can and do use other methodologies to understand such mechanisms). And unlike researchers conducting laboratory experiments, those carrying out social experiments do not control the context in which the treatment and control group programs unfold. In this sense, they cannot rigorously specify the context. There is at least one strong reason to believe that experimental situations are exceptional: those who are “treated” are not blind to their situation, and those who administer the treatment often know the circumstances of the experiment—this is a crucial difference between double-blind medical trials where both treatment and control groups are treated and neither researcher nor subject knows who received the treatment and social experiments.

Those interpreting experimental impacts must make additional inferences in order to generalize beyond the particular instance, and they must do so on grounds other than the soundness of the

8. Max Weber (1949) developed this conception of causality.
internal validity of the experiment. The causal question to which policy makers seek an answer thus differs crucially from the question that researchers answer by conducting a social experiment.

**METHODOLOGICAL TRANSPARENCY**

Perhaps experiments must be interpreted with caution because they do not unpack causal mechanisms and because conclusions drawn from them do not extend in a straightforward fashion to programs put in place in other contexts. But as freestanding exercises, experiments have the virtue of employing a methodology that is more readily grasped than other evaluation methodologies. In addition, experiments are attractive because they promise to sidestep the debates of “dueling witch doctors” that heighten the politicization of policy debates: when technical experts disagree, it undermines the credibility of the policy proposal (Baum 1991).

The promise that social experiments make of a more immediate, incontrovertible truth than other research methodologies offer appears to rest on two factors. First, grasping the essentials of social experiments seems to require no arcane technical training inaccessible to policy makers and their advisors. Second, and relatedly, the outcomes of experiments are not murky: experiments reliably allow observers to sharply distinguish between programs that worked and those that had no effect on outcomes of interest.

One might complain that a key test of a social scientific methodology in the policy arena should not be its (apparent) lack of technical complexity, but this complaint would be misplaced. Garfinkel, Manski, and Michalopoulos claim that social experiments receive funding preference over basic research in the social sciences because policy makers are unable to interpret the disputes that social scientists enter into over the results of quasi-experimental research (in Manski and Garfinkel 1992). But when, for example, engineers and biologists are hired by policy makers, they produce proof of the viability (or lack thereof) of their efforts: an unmanned air vehicle that can track a highway, a fly-sized drone that collects photographic evidence. Social scientists in general face precisely the problem that they cannot produce tangible proof that social programs are working without simultaneously justifying and explaining the methodology by which they arrived at their conclusions. That is, a welfare-to-work program must be shown to be effective; it is not evident from simple observation whether the program increased subjects’ hours of work or not.

There is, in fact, a large literature on subtle technicalities of experimentation. These subtleties range from the step of the program at which randomization occurs (experimental differences must be measured in relationship to this step) to the difference between intention to treat and the effect of the treatment to macro effects that experiments do not fully capture like information diffusion, norm formation and altered market equilibria. These subtleties typically receive only scant attention when researchers communicate their results to policy makers (see, for example, Hamilton et al. 2001, ES-9; Beecroft et al. 2003, ii).

It is worth noting in this context that the experimental evaluations of welfare-to-work programs, among them those that so impressed the framers of the FSA in the late 1980s, have now been subject to several reanalyses that raise questions about the internal validity of the findings (Hotz, Imbens, and Klerman 2001; Walker et al. 2003). That is to say, there is debate among researchers about the outcomes of the very experiments that had such an influence on the formulation of the work-first approach in state reforms and eventually on the shape of the Temporary Assistance for Needy Families (TANF) program that replaced Aid to Families with Dependent Children (AFDC) in 1996. As is probably often the case, this scholarly debate took longer to mature than did the policy debate.


10. For examples of these discussions, see Manski and Garfinkel 1992. See Haveman (1987) for a discussion of problems that the first set of social experiments shared.
In fact, it is plausible that the aims of social experiments and the manner in which their results are reported is heavily influenced by the desire to communicate in a transparent way. As I described in section two, economists’ original aim for experimentation was to recover structural behavioral parameters that could be used to simulate the impact of arbitrary policies. But this more ambitious aim was quickly dropped, possibly partly because it was not compelling to policy makers.

Further, it might seem puzzling that experiments are typically agnostic about the outcome. Even if theory or intuition predicts that welfare recipients who receive job search assistance should find employment at a higher rate than those who do not, researchers perform a two-tailed hypothesis test (i.e., that the alternative hypothesis is the difference of means is equal to zero, not the difference of means is greater than zero). This unwillingness to begin from theory is perhaps more evidence that experiments are meant to be transparent, or assumption-free. Alternatively, it is possibly evidence that researchers seek to be as conservative as possible.

Thus it might be fair to say that the way social experiments have been carried out has been influenced by policy makers’ need for simplicity and clarity. But it would be misleading to state that experiments are simply methodologically transparent.

ETHICAL JUSTIFICATIONS

As I noted in the second section, conducting the first NIT experiment was acceptable because it was seen as a last resort: those who proposed it and those who supported its implementation could envision no other way of testing individuals’ responses to a guaranteed minimum income. Social experiments must no longer meet this severe standard. They are now presumed to be appropriate: randomized trials are ethical except in special circumstances. For an example of the standard defense, see the statement by the then-president of MDRC (Gueron 2000): In short, resources can generally be presumed to limited, and as long as more people are potentially eligible for the program than can actually be served, random assignment is a fair way of allocating scarce resources.

More fundamentally, random assignment is a means of determining whether programs benefit target populations or not. Both individual and social ends can be better achieved if only successful programs are pursued with government dollars.

Although it is apparent that not every situation of policy interest is susceptible to experimentation for ethical reasons, versions of random assignment seem to be. For example, it is not possible to imagine assigning children to parents, or education to children, even though it is vitally important to know how much difference family background, and how much education, makes to children’s achievement. But it is possible to contemplate assigning parents to programs that increase their likelihood of developing positive relationships with one another and their children (Haskins and Offner 2003; Dion et al. 2003). While proposed programs are not identical to “assigning children to parents,” the shaping of choices that these programs, if successful, would have in effect imply that some children will have relationships with parents that they would not otherwise have had.

It appears that they are presumed to be ethical because of aspects of the methodology employed. Researchers point out if resources are limited so that only a subset of applicants can be accommodated in the program, then random assignment—the core distinctiveness of social experiments—is a fair way of distributing the opportunity to participate, and is more fair than the most likely other means of allocating it (e.g., first come, first served). This argument can be challenged. Researchers must ensure that the treatment and control groups are large enough to produce reliable estimates of the impact of the program. Depending on the size of the program being evaluated, they may warn sponsors that evaluation sites will need to ramp up recruitment efforts in order to enroll enough subjects to randomize (see, e.g., Dion et al. 2003). In such situations, everyone who sought the service or program being evaluated could be accommodated, and it is the experiment that produces

11. There are also standard phrases to repeat here—Type I error, Type II error, replication—I will just note them here in passing. They also bear on the reliability of the distinction made in crucial ways.
the need to deny some access.

In cases where programs are mandatory for all applicants, or are open to all who request it, random assignment can be thought of as a fair way of assigning recipients to programs of unknown efficacy. That is, if it is unknown whether the old or the new program produces better outcomes, a social experiment can determine whether the new program should continue. Once the experiment has run its course, the knowledge that it produces will benefit all future applicants. Note that if experiments are the gold standard, then it is tautologically true that the program’s effects are not known—at least not with any credibility—in the absence of one or several social experiments conducted to establish the efficacy of the program.12

It is also the case that, in the United States, the provision of social supports are typically not seen as rights and poor people are not taken to be a group that requires special protections. Just as the government can grant or withhold tax relief at will, denying an individual access to a program to which she does not have a strong claim, even if comparable others do have access to the program, poses a weak ethical dilemma. This ethical dilemma is further weakened by an individualist ethic. Social experiments do not deny individuals access to services that they might desire because those in the control group can often, through their own initiative, acquire the education or job search assistance that the experimental program provides to some.

In these ways it has become easy to justify random experiments as an evaluation tool for any program that Congress or a state legislature might decide to authorize. Randomization to be eligible for (temporary) income supplements, to have time-limited welfare benefits, and to receive job search assistance have all recently passed muster. So while on the ground there are apparently ethical qualms about assigning participants to treatment and control groups that are serious enough to cause agencies to refuse to participate in experiments—see, for example, Gueron (2000)—the research community’s justifications for experimentation makes clear that researchers see no serious ethical barriers to randomization in a broad range of instances. To an extent, social experiments are even treated as establishing a baseline for the ethical evolution of social policy: random assignment is a fair means of allocating scarce resources and experiments can tell us which programs help, and which harm, target populations.

There is a related question that is a natural follow-on for those who promote social policy evaluation via experimentation: Why does a society aim to understand the effects of programs on outcomes? A straightforward answer is that its members seek to improve the lot of disadvantaged groups. Since social programs can appear promising without in fact producing intended effects, evaluating their effects again makes sense, and social experiments are the most reliable means of evaluating their effects.13

In this sense, the ethical question has been turned on its head: Is it ethical to assign (or even invite) individuals to participate in programs without knowing whether the treatment has the intended effect? After all, social choices are about achieving ends. While they may limit permissible means, programs like TANF are primarily aimed at achieving certain outcomes (broadly speaking, ameliorating the lot of children in poor families). Social experiments are a means of achieving social ends by helping to determine which programs further social goals. Without delving into mechanisms for social choice and their justifications, it appears to be at least possible to assert that research methodologies that seek to isolate the impact of programs on participants advance social choice-making by advancing the achievement of social ends like that of improving the well-being

---

12. Because of the large number of factors outside of the control of those orchestrating the experiment, it is probably quite difficult to replicate a social experiment. All the same, the argument in favor of replication does not lose its punch: as is the case with all research that relies on statistics, experimental impacts are subject to random error. Then the question becomes: at what point do researchers decide that they know whether the program works or not, and thus whether this ethical justification for randomization still holds?

13. See O’Connor (2001) for the claim that poverty research focuses narrowly on individual circumstances and behaviors instead of on the social and economic opportunities that these individuals face.
of low-income children.\textsuperscript{14} Social experiments achieve particularly high marks in this regard because it is accepted that they are methodologically rigorous.

The ethical questions posed by experimentation are no longer ones that set up serious obstacles to the implementation of experiments because the technical merit of experimentation is unquestioned. A number of researchers have explored different aspects of the push toward neutral, efficient decision-making in the policy arena, often noting a link to anti-democratic practices (Fischer 1990; Fischer 2003; Stone 1993). Fischer (1990) argues that the objective of technocrats is to remove as many decisions from the political arena as possible, shifting them into the arena of administration. In the case of social experiments, it appears that placing faith in their methodological virtues has allowed policy makers to largely finesse ethical questions.

CONCLUSIONS

To recap, social experiments appear to offer three core strengths: fairness, simplicity, and rigor. Random assignment offers a fair way (perhaps the most fair way) of allocating scarce resources, no special training is required to grasp the essentials of the method, and experiments reliably isolate “the program” from other factors influencing subjects’ outcomes thus informing policy makers how to further social ends. Experiments do possess these virtues, but they do not possess them in an unqualified way. I have argued that, in fact, the conclusions that can be drawn from social experiments, like other evaluation methodologies, rest on crucial assumptions, and they have important limitations. The manner in which social experimentation has evolved in the United States has reduced the apparent complexities of evaluating social policies, but it has not actually erased them. Policy makers would do well to keep these complexities and limitations in view, even as they point to the strengths of experimentation. Finally, the fact that experiments are methodologically attractive should not be a reason to sideline ethical questions.
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DEFINITIONS, CONCEPTS, AND TYPES OF EVALUATION

Evaluation in the field of public policy may be defined, in very general terms, as an analytical tool and procedure meant to do two things. First, evaluation research, as an analytical tool, involves investigating a policy program to obtain all information pertinent to the assessment of its performance, both process and result; second, evaluation as a phase of the policy cycle more generally refers to the reporting of such information back to the policy-making process (see Wollmann 2003b, 4).

Yet, a bewildering array of concepts and terms has made its appearance in this field, especially given the recent “third wave” development of new vocabulary (such as management audit, policy audit, and performance monitoring). In light of a definition that focuses on the function of evaluation and, thus, looks beneath the surface of varied terminology, it becomes apparent that the different terms “cover more or less the same grounds” (Bemelmans-Videc 2002, 94). Thus, analytical procedures, which have come to be called “performance audit” would be included in our definition, except, however, “financial audit,” which checks the compliance of public spending with budgetary provisions and would not be counted as evaluation (see Sandahl 1992, 115).

TYPES OF EVALUATION: FUNCTIONS AND TIMING

In terms of the different temporal and functional linkages with the “policy cycle,” often the following distinctions are made (see Wollmann 2003b).

Ex-ante evaluation, preceding decision making, is meant to (hypothetically) anticipate and pre-assess the effects and consequences of planned or defined policies and actions in order to “feed” the information into the upcoming or ongoing decision-making process. If undertaken on alternative courses of policies and actions, ex-ante evaluation is an instrument of making the choice between alternative policy options (ideally) analytically more transparent, more foreseeable, and politically more debatable. It includes implementation pre-assessment is meant to analytically anticipate the course of policy implementation in focusing on its process, as well as environmental impact assessment, designed for anticipating or predicting the consequences which envisaged policies and measure may have on the environment.

Ongoing evaluation has the task of identifying the (interim) effects and results of policy programs and measures while, in the policy cycle, the implementation and realization thereof is still under way. The essential function of “ongoing” evaluation is to feed relevant information back into the implementation process at a point and stage when pertinent information can be used in order to adjust, correct or redirect the implementation process or even underlying key policy decisions. In a nearly synonymous usage, some speak of accompanying evaluation running parallel to the policy implementation process. Within “ongoing” or “accompanying” evaluation one can discern
between a primarily “analytical” modality that remains “detached” and “distanced” from the implementation process in order to ascertain objectivity. Further, the term interventionist accompanying evaluation has been applied when, besides the analytical mandate, the evaluators are also expected, if not obliged to actively intervene in the implementation process in order to rectify shortcomings and flaws in the implementation process jeopardising the attainment of the pre-set policy goals. In such an “interventionist” orientation “accompanying” evaluation would approximate the concept of action research.

Finally, monitoring can be seen as an (ongoing) evaluative procedure which aims at (descriptively) identifying and, with the help of appropriate, if possible operationalized, indicators, at “measuring” the effects of ongoing activities. In the most recent upsurge of “performance indicators” (PIs) in the concepts of New Public Management, indicator-based monitoring has gained great importance.

Ex-post evaluation constitutes the classical variant of evaluation to assess the goal attainment and effects of policies and measures, once they have been completely. As such, summative (Scriven 1972) has been directed at policy programs (as a policy action form combining policy goals and financial, organisational as well as personnel resources), typical of early reform policies in the United States, but also in European countries, ex-post policy evaluation has often been identified with program evaluation (see Rist 1990). Characteristically, policy (or program) evaluation has been given primarily two tasks.

First, it was meant to produce an assessment about the degree to which the intended policy goals have achieved (“goal attainment”). The conceptual problems following from this task revolve around the conceptualising the appropriate, if possible measurable, indicators in order to make such assessments of goal attainment. But, besides identifying the “intended” consequences, the assessment of the effects of policies and programs came to pertain also to the non-intended consequences.

Second, the evaluation of policies and programs was also expected and mandated to answer the (causal) question as to whether the observed effects and changes have be really (causally) related to the policy or program in question. From this the methodological issue of applying the methodological tools and skills (possibly and hopefully) capable of solving the “causal puzzle.”

Meta-evaluation is meant to analyse an already completed (primary) evaluation using a kind of secondary analysis. Two variants may be discerned. First, the meta-evaluation may review the already completed piece of (primary) evaluation as to whether it is up to methodological criteria and standards. One might speak of methodology-reviewing meta-evaluation. Second, the meta-evaluation may have to accumulate the substantive findings of the already completed (primary) evaluation and synthesise the results. This might be called a “synthesising” meta-evaluation.

While (rigorous) evaluation aims at giving a comprehensive picture of what has happened in the policy field and project under scrutiny, encompassing successful as well as unsuccessful courses of events, the best practice approach tends to pick up and tell success stories of reform policies and projects, with the analytical intention of identifying the factors that explain the success, and with the applied (learning and pedagogic) purpose to foster lesson drawing from such experience in the intranational as well as in the inter- and transnational contexts. On the one hand, such good practice stories are fraught with the (conceptual and methodological) threat of ecological fallacy, that is, of a rash and misleading translation and transfer of (seemingly positive) strategies from one locality and one country to another. On the other hand, if done in a way which carefully heeds the specific contextuality and conditionality of such good practice examples, analysing, telling and diffusing such cases can provide a useful fast track to evaluative knowledge and intra-national as well as trans-national learning.

Vis-à-vis these manifold conceptual and methodological hurdles full-fledged evaluation of public-sector reforms is bound to face a type of quasi-evaluation has been proposed (see Thoenig 2003) that would be less fraught with conceptual and methodological predicaments than a full-fledged
evaluation and more disposed toward focusing on, and restricting itself to, the information- and data-gathering and descriptive functions of evaluation rather than an explanatory one. A major asset may be a conceptually and methodologically pared-down variant of quasi-evaluation that may be conducive to more trusting communication between the policy maker and the evaluator that will promote a gradual learning process that fosters an information culture (Thoenig 2003).

Finally, an evaluability assessment can be undertaken. This happens before an evaluation, be it of the ex-post, but also of the ex-ante and ongoing type. It is used to find out in advance which approach and variant of evaluation should be turned to on the basis of the criteria of technical feasibility, economic viability, and of practical merits.

“Classical” evaluation is, first of all, directed at (ex-post) assessing the attainment or nonattainment of the policy and program goals or at (ex-ante) estimating the attainability of goals. It deals essentially with the effectiveness of policies and measures the amount of resources employed (or invested) in order to reach that goal. This is in contrast to a cost-benefit-analysis which compares the outcomes to the resources devoted to achieve them. Emphasizing efficiency cost-benefit analysis may thus also have an ex-post orientation.

TYPES OF EVALUATION: INTERNAL AND EXTERNAL

For one, evaluation may be conducted as an internal evaluation. Such evaluation is carried out in-house by the operating agency itself. In this case, it takes place as self-evaluation. In fact, one might argue that informal and unsystematic modes of self-evaluation have been practiced ever since (in the Weberian bureaucracy model) hierarchical oversight has taken place based on forms of regular internal reporting. But evaluation research involves more formal approaches. Evaluation research has become a key component of various theories of public administration. In recent years, New Public Management has emphasized the concept of monitoring and controlling based on evaluation performance indicators. Such indicators play, for example, a pivotal role in operating systems of comprehensive internal cost-achievement accounting (see Wollmann 2003b).

External evaluation, by contrast, is initiated or funded by outside sources (contracted out by an agency or actor outside of the operating administrative unit). Such an external locus of the evaluation function may be put in place by institutions and actors that, outside and beyond administration, may have a political or structural interest employing evaluation as a means to oversee the implementation of policies by administration. Parliaments have shown to be the natural candidates for initiating and carrying out the evaluation of policies and programs inaugurated by them. In a similar vein, courts of audits have come to use evaluation as an additional analytical avenue for shedding light on the effectiveness and efficiency of administrative operations.

But also other actors within the core of government, such as the Prime Minister’s Office or the Finance Ministry, may turn to evaluation as an instrument to oversee the operations of sectoral ministries and agencies. Finally, mention should be made of ad hoc bodies and commissions (i.e., enquiry commissions) mandated to scrutinize complex issues and policy fields. Such commissions may employ evaluation as an important fact-finding tool before recommending policy implementation by government and ministries.

The more complex the policies and programs under consideration are, and the more demanding the conceptual and methodological problems of carrying out such evaluations become, the less the institutions, initiating and conducting the evaluation, are capable to carry out such conceptually and methodologically complicated and sophisticated analyses themselves. In view of such complexities, evaluation research is ideally based on the application of social science methodology and expertise. Thus, in lack of adequately trained personnel and of time the political, administrative and the other institutions often turn to outside (social science) research institutes and research enterprises in
commissioning them to carry out the evaluation work on a contractual basis (see Wollmann 2002). In fact, the development of evaluation, since the mid-1960s, has been accompanied by the (at times rampant) expansion of a “contractual money market” which, fed by the resources of ministries, parliament, ad hoc commissions, etc., has turned evaluation research virtually into a “new industry of considerable proportion” (Freeman and Solomon 1981, 13), revolving around contractual research and has deeply remolded the traditional research landscape in a momentous shift from “academic to entrepreneurial” research (see Freeman and Solomon 1981, 16), a topic to which we return.

THE THREE WAVES OF EVALUATION

Three phases can be distinguished in the development of evaluation over the past forty years: the first wave of evaluation was during the 1960s and 1970s, the second wave began in the mid-1970s, and a third wave set in since the 1990s.

During the 1960s and 1970s, the advent of the advanced welfare state was accompanied by the concept of enhancing the ability of the state to provide proactive policy making through the modernization of its political and administrative structures in the pursuit of which the institutionalization and employment of planning, information, and evaluation capacities were as seen as instrumental. The concept of a “policy cycle” revolved, as already mentioned, around the triad of policy formation, implementation, and termination, whereby evaluation was deemed crucial as a “cybernetic” loop in gathering and feeding back policy-relevant information The underlying scientific logic (Wittrock, Wagner, and Wollmann 1991, 615) and vision of a science-driven policy model was epitomized by Donald Campbell’s famous call for an experimenting society (“reforms as experiments,” Campbell 1969).

In the United States, the rise of evaluation came with the inauguration of federal social action programs such as the War on Poverty in the mid-1960s under President Johnson with evaluation almost routinely mandated by the pertinent reform legislation, turning policy and program evaluation virtually into a growth industry. Large-scale social experimentation with accompanying major evaluation followed suit.1 In Europe, Sweden, Germany, and the United Kingdom became the frontrunners of this “first wave” of evaluation (see Levine 1981; Wagner, and Wollmann 1986; Derlien 1990); in Germany social experimentation (experimentelle Politik) was undertaken on a scale unparalleled outside the United States (see Wagner, and Wollmann 1991, 74).

Reflecting the reformist consensus, which was widely shared at the time by reformist political and administrative actors as well as by the social scientists, involved through hitherto largely unknown forms of contractual research and policy consultancy, the evaluation projects normatively agreed with and supported the reformist policies under scrutiny and were, hence, meant to improve policy results and to maximize output effectiveness. (Wittrock, Wagner, and Wollmann 1991, 52).

The heyday of the interventionist welfare state policies proved to be short-lived, when, following the first oil price rise of 1973, the world economy slid into a deepening recession and the national budgets ran into a worsening financial squeeze that brought most of the cost-intensive reform policies to a grinding halt. This lead to the “second wave.” As policy making came to be dictated by the calls for budgetary retrenchment and cost-saving, the mandate of policy evaluation got accordingly redefined with the aim to reducing the costs of policies and programs, if not to phase them out (see Wagner, and Wollmann 1986; Derlien, 1990). In this second wave of evaluation focusing on the cost-efficiency of policies and programs, evaluation saw a significant expansion in other countries, for instance, in the Netherlands (see Leeuw 2004, 60).

The “third wave of evaluation” operates under the influence of sundry currents. For one, the concepts and imperatives of New Public Management (see Pollitt and Bouckaert 2003, 2004) have
Policy Evaluation and Evaluation Research

come to dominate the international modernization discourse and, in one or the other variant, the public sector reform in many countries (see Wollmann 2003c) with “internal evaluation” (through the build-up and employment of indicator-based controlling and cost-achievement-accounting, etc.) forming an integral part of the “public management package” (see Furubo and Sandahl 2002, pp. 19 ff.) and giving new momentum to evaluative procedures (see Wollmann 2003b.). Moreover, in a number of policy fields, evaluation has gained salience in laying bare the existing policy shortcomings and in identifying the potential for reforms and improvements. The great attention (and excitement) raised recently by the European-wide “PISA” study, a major international evaluation exercise on the national educational systems, has highlighted and, no doubt, propelled the role and potential of evaluation as an instrument of policy making. Third, mention should be made that, within the European Union, evaluation has been given a major push when the European Commission decided to have the huge spending of the European Structural Fund systematically evaluated (see Leeuw 2004, 69 ff.). As the EU’s structural funds are now being evaluated within their five-year program cycle in an almost text book-like fashion (with an evaluation cycle running from ex-ante through ex-post evaluation), the evaluation of EU policies and programs has significantly influenced and pushed ahead the development of evaluation at large. In some countries, for instance Italy (see Stame 2002; Lippi 2003), the mandate to evaluate EU programs was, as it were, the cradle of the country’s evaluation research, which had hardly existed before.

In an international comparative perspective at the beginning of the new millennium, policy evaluation has been introduced and installed in many countries as a widely accepted and employed instrument of gaining (and of “feeding back”) policy-relevant information. This has been impressively analysed and documented in a recent study2 based on reports from twenty-two countries and on a sophisticated set of criteria (see Furubo et al., 2002, with the synthesising piece by Furubo, and Sandahl 2002). While the United States still holds the lead in the “evaluation culture” (Rist, and Pakiolas 2002, 230 ff.), the upper six ranks among European countries are taken by Sweden, the Netherlands, the United Kingdom, Germany, Denmark, and Finland (see Furubo, and Sandahl 2002; Leeuw 2004, 63).

METHODOLOGICAL ISSUES OF EVALUATION

Evaluation research is faced with two main conceptual and methodological tasks: (1) to conceptualize the observable real world changes in terms of intended (or non-intended) consequences that policy evaluation is meant to identify and to assess (as, methodologically speaking, “dependent variables”); and (2) to find out whether and how the observed changes are causally linked to the policy and measure under consideration (as “independent” variable).

In coping with these key questions, evaluation research is seen to be an integral part of social science research at large; it includes, as such, most of social science’s conceptual and methodological issues and controversies. In fact, it seems that the methodological debates that have occurred in the social science community at large (for instance in the strife between the “quantitative” and the “qualitative” schools of thought) have been one of the most pronounced (and at times fiercest) struggles in the evaluation research community.

Two phases can be discerned in this controversy. The first, dating from the 1960s to the early 1980s, has been characterized by the dominance of the neopositivist-nomological science model (with an ensuing preponderance of the quantitative and quasi-experimental methods). The second and more recent period has resulted from advances in the constructivist, interpretive approach (with a corresponding preference for qualitative heuristic methods).

Accordingly, from the neopositivist perspective, evaluation has been characterized by two premises. The first is the assumption that in order to validly assess whether and to what degree the
policy goals (as intended consequences) have been attained by observable real world changes, it is necessary to identify in advance what the political intentions and goals of the program are. In this view, the intention of the “one” relevant institution or actor stands in the fore.

Second, in order to identify causal relations between the observed changes and the policy/program under consideration, valid statements could be gained only through the positivist application of quantitative, (quasi-) experimental research designs (Campbell, and Stanley 1963). Yet, notwithstanding the long dominance of this research paradigm, the problem of translating these premises into evaluation practice were obvious to many observers. For example, in identifying the relevant objectives serious issues arise (see Wollmann 2003b, 6): (1) goals and objectives that serve as a measuring rod are hard to identify, as they often come as “bundles”—goals are hard to translate into operationalizable and measurable indicators; (2) good empirical data to fill in the indicators are hard to get, and the more meaningful an indicator is, the more difficult it is to obtain viable data; (3) the more remote (and, often, the more relevant) the goal dimension is, the harder it becomes to operationalize and to empirically substantiate it; (4) side effects and unintended consequences are hard to trace.

Moreover, methodologically robust research designs (quasi-experimental, controlled, time-series, etc.) are often not applicable, at least not in a methodologically satisfying manner (Weiss and Rein 1970) Here one needs to observe the ceteris paribus conditions (on which the application of quasi-experimental design hinges) are difficult, if not impossible, to establish. While the application of quantitative methods is premised on the methodological requirement “many cases (large N), few variables,” in the real world research situation often the constellation is the opposite: “few cases (small N), many (possibly influencing) variables.” These problems tend to rule out the employment of quantitative methods and, instead, proceeding qualitatively. And finally, the application of time series methods (before/after design) has often narrow limits, as the “before” data are often not available nor procurable.

In the second phase, the long dominant research paradigm has come under criticism on two interrelated scores. For one, the standard assumption that evaluation should seek its frame of reference first of all in the policy intention of the relevant political institution(s) or actor(s) has been shaken—if not shattered—by the advances of the constructivist-interpretive school of thought (Mertens 2004, 42 ff.). It advocates questioning on epistemological grounds the possibility of validly ascertaining “one” relevant intention or goal and call instead for identifying a plurality of (often) perspectives, interests, and values. For instance, Stafflebeam (1983) has been influential in advancing a concept of evaluation called the “CIPP model,” in which C = context, I = input, P = process, P = product. Among the four components, the “context” element (focusing on questions like: What are the program’s goals? Do they reflect the needs of the participants?) is meant to direct evaluator’s attention, from the outset, to the needs (and interests) of the participants of the program under consideration (and its underlying normative implications). This general line of argument has been expressed in different formulations, such as “responsive,” “participatory,” or “stakeholder” evaluation. Methodologically the constructivist debate has gone hand-in-hand with (re-)gaining ground for qualitative-hermeneutic methods in evaluation (Mertens 2004, 47). Guba and Lincoln (1989) have labeled this development “fourth generation evaluation.”

While the battle lines between the camps of thought were fairly sharply drawn some twenty years ago, they have since softened up. On the one hand, the epistemological, conceptual and methodological insights generated in the constructivist debate are accepted and taken seriously, the mandate in evaluation to come as close as possible to “objective” still remains a major objective. The concept of a “realistic evaluation” as formulated by Pawson and Tilley (1997) lends itself to serve that purpose. Furthermore, it is widely agreed that there is no “king’s road” in the methodological design of evaluation research; instead, one should acknowledge a pluralism of methods. The selection and combination of the specific set and mix of methods depends on the evaluative question to be answered, as well as the time frame and financial and personnel resources available.
EVALUATION RESEARCH: BETWEEN BASIC, APPLIED, AND CONTRACTUAL RESEARCH

The emergence and expansion of evaluation research since the mid-1960s has had a significant impact on the social science research landscape and community. Originally the social science research arena was dominated by academic (basic) research primarily located at the universities and funded by independent agencies. Even when it took an applied policy orientation, social science research remained essentially committed to the academic/basic formula. By contrast, evaluation research, insofar as it is undertaken as “contractual research,” commissioned and financed by a political or administrative institution, involves a shift from “academic to entrepreneurial settings” (Freeman and Solomon 1981).

Academic social science research, typically university-based, has been premised on four imperatives. The first has been a commitment to seeking the truth as the pivotal aim and criteria of scientific research. The second relates to intra-scientific autonomy in the selection of the subject matter and the methods of its research. The third has been independent funding, be it from university sources or through peer review-based funding by research foundations such as the National Science Foundation. The final component has been the testing of the quality of the research findings to an open scientific debate and peer review.

While applied social science still holds on to the independence and autonomy of social science research, contractual research, which now constitutes a main vehicle of evaluation research, hinges on a quite different formula. It is characterized by a commissioner/producer or consumer/contractor principle: “the consumer says what he wants, the contractor does it (if he can), and the consumer pays” (to quote Lord Rothschild’s dictum, see Wittrock, Wagner, and Wollmann 1991, 47). Hence, the “request for proposal” (RFP) through which the commissioning agency addresses the would-be contractors (in public bidding, selective bidding, or directly), generally defines and specifies the questions to be answered and the time frame made available. In the project proposal the would-be contractor explains his research plan within the parameters set by the customer and makes his financial offer which is usually calculated on a personnel costs plus overhead formula.

Thus, when commissioned and funded by government, evaluation research confronts three crucial challenges related to the subject-matter, the leading questions, and the methods of its research. In contract research, unlike traditional evaluation research, these considerations are set by the agency commissioning the evaluation. Also, by providing the funding, the agency also jeopardises the autonomy of the researchers (“who pays the piper, calls the tune”). And finally, the findings of commissioned research are often held in secret, or at least are not published, thus bypassing an open public and peer debate. So, contractual research is exposed and may be vulnerable to an epistemic drift and to a colonization process in which the evaluators may adopt the “perspective and conceptual framework” of the political and administrative institutions and actors they are commissioned to evaluate (Elzinga 1983, 89).

In the face of the challenges to the intellectual integrity and honesty of contractual research, initiatives have taken by professional evaluators to formulate standards that could guide them in their contractual work, in particular in their negotiations with their “clients” (Rossi, Freeman, and Lipsey 1999, 425 ff.). Reference can be made here, for example, to Guiding principles of Evaluation, adopted in 1995 by the American Evaluation Association in 1995. Among its five principles the maxims of integrity and honesty of research are writ large (Rossi, Freeman, and Lipsey 1999, 427 ff.; and Mertens 2004, 50 ff.).

PROFESSIONALIZATION

In the meantime, evaluation has, in many countries, become an activity and occupation of a self-standing group and community of specialized researchers and analysts whose increasing
professionalization is seen in the formation of professional associations, the appearance of professional publications, and in the arrival of evaluation as a subject matter in university and vocational training.

As to the foundation of professional associations, a leading and exemplary role was assumed by the American Evaluation Society (AES), formed in 1986 through the merger of two smaller evaluation associations, Evaluation Network and the Evaluation Research Society. As of 2003, AES had more than three thousand members (Mertens 2004, 50). An important product was the formulation of the aforementioned professional code of ethics laid down in the “Guiding Principles for Evaluators” adopted by the AES in 1995. In Europe, the European Evaluation Society was founded in 1987 and the establishment of national evaluation societies followed suit, with the UK Evaluation Society being the first (see Leeuw 2004, 64 f.). In the meantime, most of them have also elaborated and adopted professional codes of ethics which expresses the intention and resolve to consolidate and ensure evaluation as a new occupation and profession.

Another important indicator of the professional institutionalization of the evaluation is the extent to which evaluation has become the topic of a mushrooming publication market. This, not least, includes the publication of professional journals, often in close relation to the respective national association. Thus, the American Evaluation Association has two publications: The American Journal of Evaluation and the New Directions for Evaluation monograph series (Mertens 2004, 52). In Europe, the journal Evaluation is published in association with the European Evaluation Society. Furthermore, a number of national evaluation journals (in the respective national languages) have been started in several European countries. All of these serve as useful sources of information on the topic of evaluation research.

NOTES

1. For example, see the “New Jersey Negative Income Tax experiment,” which involved $8 million for research spending (Rossi and Lyall 1978).
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Qualitative Policy Analysis: Interpretation, Meaning, and Content
27 Qualitative-Interpretive Methods in Policy Research

Dvora Yanow

The use of qualitative methods in policy research is not new. Academic scholars and policy analysts have for some years been venturing out into the “field” as ethnographers or participant-observers to study first-hand the experiences of legislators, implementors, agency clients, community members, and other policy-relevant stakeholders. Others have based qualitative studies on in-depth interviews with various policy actors; and still other studies draw on legislative, agency, and other documents.

What is new, however, in methodological circles is a greater attention to making the steps of such analyses more transparent. On the one hand, this makes it easier for students and others to learn how such studies are carried out. At the same time, such transparency enables critics and skeptics of the scientific standing of such research to see that they are not impressionistic, that they have regularized procedures, and that they can yield trustworthy analyses, although these procedures and standards may be—indeed, are—different from those used in other forms of research. Part of this transparency involves making clear that qualitative methods have a longstanding history of philosophical exploration and argumentation that supports their procedures and evidentiary claims at a conceptual level. It has become increasingly important to be explicit about what these philosophical groundings are, and so this chapter includes a brief summary of several of the central presuppositions and their ideational sources. Another part of this transparency involves attending quite carefully to the language used in talking about methodological concerns and methods procedures. This has led to a shift in many circles from talking about “qualitative” methods to a discourse of “interpretive” methods. This shift has taken place because of the so-called “interpretive turn” in the social sciences quite broadly (see, e.g., Rabinow and Sullivan 1979, 1985), but also because of the greater awareness of the philosophical presuppositions undergirding all research methods and an increased desire to ground methods discussions in their attendant methodologies.

The approach I sketch out here rests, then, on “taking language seriously” (to draw on Jay White’s article and book titles; White 1992, 1999) and also on the very philosophical presuppositions that undergird these methods and methodologies. I begin with an explanation and defense of the interpretive turn, not only in conceptual terms but in methodological ones as well, as a more fitting name for this form of research. As this rests on philosophical argumentation, in the second section I summarize some of the main points from interpretive philosophies that inform interpretive methods. These suggest some of the central characteristics and themes of interpretive methods, including some of the central issues raised today in methodological discussions. Entire chapters and volumes have been written about these several interpretive methods. Here, I will sketch out the entailments of interpretive methods for accessing or generating data. The chapter concludes with very brief notes on some of the interpretive methods used in analyzing such data in the context of policy research. There are many more than I have space for here, and the reader is encouraged to use the references to pursue these.
WHAT’S IN A NAME? INTERPRETIVE METHODS

Researchers in many fields who use those methods traditionally called “qualitative”—field research methods such as participant-observation and analytic methods such as frame analysis or ethnomethodology—are increasingly using a different umbrella term to refer to them: “interpretive.” The reasons are both historical and contemporary, having to do with the origins of the term qualitative and current issues in the philosophy of science, including social science.

The language of qualitative methods came into being to distinguish field research methods, such as those developed prominently in Chicago School sociology and anthropology from the 1930s to 1960s, from the survey research design and statistical methods being developed at the same time, notably at Columbia University and later at the University of Michigan’s Institute for Social Research. As the latter were designated “quantitative” methods, the former must, by the logic of language and category construction, be “qualitative.” Qualitative research, then, was that research that drew on one or more of three methods for gathering, accessing or generating data: observing, with whatever degree of participating; interviewing in a conversational mode; and the close reading of topic-relevant documents.1

One difficulty with the qualitative-quantitative nomenclature is that the category structure sets up an opposition that does not hold. “Qualitative” researchers count things (although what they do with numbers, how they treat them analytically, is characteristically quite different from the ways that quantitative researchers treat them; see, e.g., Gusfield 1976, 1981); “quantitative” researchers interpret their data. And so the distinction is both erroneous and misleading.

Two other differences further complicate the two-part category structure. First, its focus on numeracy diverts attention from underlying ontological and epistemological differences that are far more significant. Different methods presume different “reality statuses” for the topic of research. A simplistic example would be that tables, chairs, and other office furniture, which one can physically touch, have a different ontological standing than, say, the organization whose offices they furnish—something that might matter, for instance, in analyses from different perspectives of space planning for that organization (which, as a concept, denotes more than its material reality). Different reality statuses in turn presume different ways of knowing and different rules of evidence (that supports the “truth claims” of the analysis) or criteria for assessing its trustworthiness. An analysis of the allocation of office space and furnishings to members at various levels of the organization requires a different kind of “know-ability” than an assessment of the meanings of those allocations to those members and their interpretations of the differences. The qualitative-quantitative terminology has become a shorthand proxy for referring to philosophical differences between methods informed by interpretive philosophies and those informed by logical positivism and its emendations. This masking, through the qual/quant language of the category structure, of ontological and epistemological presuppositions undergirding methodological debates and methods procedures exacerbates the lack of attention to philosophical presuppositions common in the way methods courses are typically taught—that is, as a set of tools divorced from any underlying assumptions.2

Second, under pressure to meet the evaluative standards of quantitative methods—the validity and reliability criteria that are grounded in the presuppositions of logical positivism—some qualitative researchers are increasingly doing work designed to resemble more closely the characteristics

1. Examples of such qualitative studies include many that focused on bureaucracies, such as Blau 1953, Gouldner 1954; Kaufman 1960, Selznick 1949, or on workers and work practices, such as Becker et al. 1961; Dalton 1959.

2. Note that “pre”suppositions are not prior in time but in logic. Most researchers do not first decide what their ideas about reality and knowledge are. It is far more common to simply begin with a research puzzle and proceed to a research design. What is “prior” precedes in the sense of logic: research designs presume certain ideas about or attitudes toward ontological status and epistemological possibilities. These are embedded in research methods.
of large “n” research and to conform more to the research processes associated with quantitative methods. “Qualitative” research looks less and less like the traditional field research methods associated with that term. Such efforts include, for example, the adoption of computer programs (such as NUDIST or Atlas-Ti) to “process” words and phrases from interview and field notes or focus groups, as well as highly structured interviews, Q-sort and other techniques, rather than the ethnographic, participant-observer, ethnomethodological, semiotic, narrative, and other approaches that are the hallmarks of qualitative methods. The social sciences, including policy studies, are increasingly characterized by a tripartite methods categorization: quantitative, qualitative-positivist, and qualitative-interpretive. The distinction is made clearer when one considers the presuppositional grounding that informs the methods used in this latter category.

**INTERPRETIVE METHODOLOGICAL PRESUPPOSITIONS**

The Continental philosophies of phenomenology, hermeneutics, and critical theory developed in Europe during the first half of the twentieth century engaged some of the same questions that nineteenth- and early twentieth-century positivist philosophies did: what is the character of human social reality, as compared with the ontological status of the physical or natural world? And, in light of that reality status, how can aspects of the human social world be known in a “scientific” fashion—again, as compared with the ability to know something, with any degree of certainty, about the physical or natural world? Early nineteenth-century positivist philosophers advanced the argument that the social world should be know-able in the same way that planetary motion and physical mass, for example, could be known: through systematic application of human reason, restricted by the later logical positivist philosophers to sense-based observation alone. Such study should yield principles or “laws” of human behavior that were not only discoverable, but universal. Observation from a vantage point external to the subject of study—an Archimedean point or “God’s-eye view” (see, e.g., Harding 1988)—was not only desirable; it was deemed possible.

From the perspective of the interpretive philosophers, however—those Continental philosophers and their American counterparts in symbolic interactionism, pragmatism, and the later ethnomethodology—the human social world is different in significant ways from the world of nature and physical objects and forces. One difference is the centrality of meaning-making to human life. A second is that meaning-making of lived experience—the interpretive processes through which one generates meaning and is able to understand another’s meaning—is highly context-specific. From this perspective, the researcher cannot stand outside the subject of study: more than just the five senses is involved in interpreting people’s acts, the language they employ, and the objects they create and use; objectivity is not possible—from this perspective, general laws look more like a “view from nowhere” (Nagel 1986; see also Haraway 1988, Harding 1993), as situational sense-making draws on prior knowledge and builds on intersubjective understanding.

Interpretive researchers, then, do not feel the need to transform words into numbers for analysis. This is the most immediately visible characteristic of interpretive methods: they are word-based, from data “collection” instruments to data analysis tools to research report formats and contents. Interpretive researchers stick close to the character of the data they are encountering: as policy-relevant actors deliberate through words, whether written or oral (or, for that matter, nonverbal), researchers use those words as their data in seeing meanings and sources of meanings. When those actors use numbers, as in counting the numbers of drivers arrested for driving drunk (Gusfield 1981), researchers read those numbers as sources of meaning (for instance, to explore category-construction). This

---

3. For further discussion of these points and for illustrations of these and other interpretive methods beyond what is discussed in this chapter, see, e.g., Prasad 2005 and Yanow and Schwartz-Shea 2006.
4. This has come to be one understanding of “objectivity.” For a critique of that understanding, see, e.g., Bernstein 1983, Hawkesworth 2006, Yanow 2006a.
makes interpretive methods particularly suitable for argumentative, deliberative, and other such approaches to policy research (e.g., Fischer and Forester 1993, Hajer and Wagenaar 2003).

Because they are ontologically constructivist (rather than realist) and epistemologically interpretivist (rather than objectivist), interpretive researchers are attuned to the ways in which their own presence might, in many ways, potentially affect what they are learning in their research. Unlike survey researchers, however, who exert efforts in questionnaire design and administration to minimize these so-called “interviewer effects,” interpretive researchers increasingly deny the possibility that interviewers or participants or, in fact, readers can be nonimpacting in this way. Instead—and here is a second hallmark of interpretive research—interpretive methodologists call for heightened degrees of reflexivity on the part of the researcher: explicit attention to the ways in which family background, personality, education, training, and other experience might well shape who and what the researcher is able to access, as well as the ways in which he makes sense of the generated data. This is the enactment of the phenomenological argument that selves are shaped by prior experiences, which in turn shape perception and understanding. It is an argument that has also been advanced in feminist theories and race-ethnic studies concerning “standpoint” perspectives (see Hartsock 1987). Contemporary research reports are increasingly expected to include reflexive accounts of these “standpoints” and their role in shaping interpretations.

A related implication of taking a context-specific view “from somewhere” that denies the possibility of “discovering” generalizable, universal laws in policy research is the potential for multiplicity of meaning, depending on context and phenomenological experience. A hermeneutic argument, this goes beyond the interpretation of biblical texts—its historical antecedent—to the interpretation of other sorts of texts (e.g., policy documents) and other sorts of physical artifacts (e.g., agency buildings), as well as to human acts (e.g., legislating or implementing)—what Taylor (1971) called “text analogues” (see also Ricoeur 1971), to which we might also add nonverbal behaviors. It posits a representational—a symbolic—relationship between human artifactual creations and the values, beliefs, and sentiments that comprise their underlying meanings. Central to this position is an appreciation for the ambiguities that may, and often do, especially in policy arenas, arise from multiple interpretations of the same artifacts—especially as the reasons for such interpretational differences are rarely made explicit in everyday policy discourse. This is, or can be, the researcher’s task.

For this reason, among others, interpretive researchers insist on grounding analytic inferences in the clear and detailed enumeration of acts, of interview language, and of objects necessary for supporting inferences. Such grounding is one of the ways in which interpretive researchers argue for the evidentiary bases for their truth claims. It is why narrative reports often read like novels—a third hallmark: without such detailed grounding, reports could read like imaginative flights of fancy. This is also why interpretive research data often cannot be condensed in tables, leading to reports that are typically longer than those based on quantitative data that can be summarily presented in such a fashion. (This acceptance of the social realities of multiple meanings is also the reason that interpretive policy analysts include the study of underlying values in their research, negating the

---

5. I develop the argument about symbolic relationships further in Yanow (2000, ch. 1). I disagree with those who claim that a hermeneutic approach requires, per se, a realist approach to texts and text analogues, a point discussed in Hendriks (2005b: 25). For those of us who follow a “reader-response” approach to textual meaning, meaning does not necessarily reside in the text itself, nor does it reside necessarily in the author’s intended meaning—analogueous in the policy world to legislators’ intent. A phenomenological hermeneutics—the point I have sought to articulate in my work—sees meaning also in readers’ responses to texts, and it can be seen as well as emerging out of an interaction among these three (text, author, reader; see, e.g., Iser 1989). This position is well suited for the analysis of policies because of its appreciation for the ambiguities of lived experience and its interpretation.
fact-value dichotomy that has held sway in some other areas of policy analysis.\footnote{For a critique of the fact-value dichotomy, see Rein (1976). For a critique of other ways of treating that dichotomy, see Hawkesworth (1988).}

These characteristics—word-based methods and writing, researcher reflexivity, and the exploration of multiple meanings and their ambiguities, especially in policy contexts in which contention over the policy issue under study is common—are three of the central hallmarks of interpretive research, informed by a constructivist ontology, an interpretivist epistemology, and other attendant philosophical presuppositions. These presuppositions are enacted in methods of generating and analyzing data.

METHODS OF GENERATING DATA

Terminology comes into play again in talking about what in methods texts has customarily been termed “collecting” or “gathering” data. This language suggests that the data are just lying around waiting to be found and assembled and brought back for analysis, much like a botanist might collect or gather specimens to mount in the lab. Indeed, even the words “datum/data” in their literal meanings denote things that are given, underscoring the positivist notion that the researcher can stand outside the research setting and its details and discover (or uncover) their characteristics objectively.

From an interpretive perspective, by contrast, the evidentiary material that the researcher analyzes is constructed by participants in the event or setting being studied. To the extent that the researcher herself is seen as a participant, one might even speak of the co-construction or co-generation of evidence. This language draws on the social constructionist argument that is central to phenomenology (see, e.g., Schütz 1962; Berger and Luckmann 1966). Methods of generating data are threefold: observing, interviewing, reading. Interpretive research typically draws on one or more of these three.

1. OBSERVING

Observing, with whatever degree of participation in the setting, acts, and events being observed, is the heart of participant-observer and ethnographic research. These methods entail more than just a set of tools; they rest on what might be called, in both cases, an “ethnographic sensibility” (Pader 2006). This means an intention to understand acts and actors as much as possible from within their own frame of reference, their own sense-making of the situation. In ways similar to those articulated by Erving Goffman (1959) concerning symbolic interactionism and Harold Garfinkel (1977) concerning ethnomethodology, the researcher seeks to understand the everyday, common sense, largely unarticulated, yet tacitly known “rules” that members of the situation have mastered and which enable them to navigate the interactions and settings that comprise their daily lives.

In the context of housing policy, for example, and specifically of occupancy rates, Ellen Pader’s experience as a guest in the home of a Mexican family opened her eyes to the fact that the lived experience of “crowding”—the number of bodies occupying a given square footage of domestic space—is not universal. Yet United States housing policy sets occupancy rates that disallow the person:space ratios common in other parts of the world, even when immigrants to the United States from those places would themselves be more comfortable at the higher ratios familiar from their countries of origin. Enforcement of lower ratios mandated by law can, in her view, be discriminatory. It was her first-hand observation of different ways of constructing space and its meanings that led her to her analyses of these policies (see, e.g, Pader 1994, 1998, 2002, 2006).
Herbert Gans (1976) makes the important point that participant-observation can entail varying degrees of participation. Ranging these along a continuum, we have at one end what most would probably consider the typical participant-observer role: much like Pader participating in the Mexican household, sleeping in the same bed with the daughters, the researcher assumes a situation-specific role and acts out of the requirements of that role. One might take on the role, for instance, of community organizer or agency department head (Yanow 1996) to study policy implementation at the local level. Gans notes, however, that it is also possible to be a participant-observer in the explicit or public role of researcher, rather than in an “insider” role. Here, the emphasis is more on “observer” than on “participant,” although the researcher is present on site, accompanying policy-relevant actors as they attend to daily tasks and so on, according to the needs of the study. When called upon to act, the researcher does so in keeping with her research role, rather than her member role. Ingersoll and Adams’ (1992) study of the Washington State Ferry system is an example of extended observation where the researchers mingled their observational roles as researchers with participation as system riders. Lin’s (2000) comparative analysis of state prisons and criminal justice policy is another example of a study that drew on on-site observation, in which she was clearly in a researcher’s role rather than that of either guard or prisoner.

All along this continuum, the researcher is ever-mindful of his researcher role, even in a situational role, as Gans stresses, even when constrained from acting as a researcher by the demands of his member role. This casts the researcher in an “undercover” role, which raises the classic questions of ethical research practice connected to disguised identity (that is, is it ethical for the researcher to disguise the fact that she is conducting research?). Different researchers take different positions on this question.7

2. INTERVIEWING

Interpretive interviewing bears a family resemblance to common conversation, although the interviewer typically takes a more active role in directing the trajectory of the conversation than, say, a friend or family member might. As with participant-observation or ethnographic research, the interpretive interviewer is interested in understanding how those he is talking to make sense of their lived experiences. This enacts a phenomenological position. Unlike the survey researcher, whose training stipulates that she not depart from the text of the written questions—neither in tone of voice nor delivery nor in wording or question order—the interpretive researcher typically seeks to draw the speaker out, much as one would a conversational partner, in order to gain further understanding of the terms being used or the perspective being articulated. Frederic Schaffer’s “ordinary language interviewing” (2006) is an example. He sought to understand how those he spoke with in Senegal made sense of the concept of “democracy” (Schaffer 1998): was it, in their eyes and in their experiences, the same thing that Americans call democracy, or did it have a particular, local coloration? He shapes his follow-up questions to respond to what he has just been told or, at times, to clarify a point made earlier in the conversation (see Schaffer 2006).

Policy-related research often draws on interviews, especially of legislators or agency executives. Yet interviewing need not be restricted to “elites” (see, e.g., Soss 2006, Walsh 2004). From an interpretive research perspective, especially one informed by critical theory, non-elite actors are also seen as playing a role in shaping policies, especially in rejecting top-down acts such as in policy implementation; and the researcher would want to understand their perspectives as well. Jeanette Hoffman (1995), for instance, found that technology policy was determined not only by

7. In institution-based research in the United States where the investigator is required to comply with institutional review boards’ (IRB) interpretations of protection of human subjects regulations, this question might also arise in the context of whether lack of such disclosure might potentially harm research “subjects.” There are many more questions about ethical practices and about IRB procedures than I can address in this chapter. See, e.g., Katz (2004).
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policy-makers, but also in a complex interaction that included members of technology firms and university researchers.

Interviewing can be the sole source of data for an interpretive study. It can also be the “talk” part of a participant-observer or ethnographic study. However, if the researcher observes, say, office activities before, during, and after conducting interviews, that would not commonly be considered generating ethnographic observational data. The latter requires more systematicity to provide trustworthy evidence: “being there” through prolonged observation over time and space, in various circumstances (e.g., times of day, days of the week, time of year, level or part of the organization), depending on how these bear on the research question.

3. READING DOCUMENTS

The third source of interpretive data is documents of various kinds, depending on the research topic. These can be legislative records, bills and their marked-up drafts, notes on meetings, personal diaries, daily calendars, agency memos, annual reports, correspondence, and so on. For historical data, the researcher might also read back issues of newspapers; depending on the research question, editorial columns might constitute data alongside reportage. Rather than reading these as event evidence, they might be read for a sense of the times—of how people responded at that time to particular events or ideas. The focus is on meaning-making. One is, in a way, interrogating the written record when one was not or could not be present oneself. Phyllis Chock’s (1995) study of Congressional “talk” during debates on immigration policy is an example of such usage of legislative records. By examining the written record of spoken language, she was able to analyze the ways in which legislators’ and expert witnesses’ embedded ideas about immigrants reflected and shaped immigration reform and policy contentions.

Document reading can also be part of an observational study or an interview-based project. Documents can provide background information prior to designing the research project, for example, or prior to conducting interviews. They may corroborate observational and interview data—or they may refute them, in which case the researcher is “armed” with evidence that can be used to clarify or, perhaps, to challenge what he is being told, a role that observational data may also play.

METHODS OF ANALYZING DATA

Once one has data in hand, so to speak, how might one analyze them interpretively? Analysis and data generation are not so clearly separable—analysis begins, in fact, with the very design of the research project, and fieldwork, deskwork, and textwork (the “writing up”) are intertwined; but in a short chapter, it is easier to treat them as if they were temporally distinct.

There is a vast array of interpretive methods of analysis, among them action research (or participatory action research), case study analysis (either single or explicitly comparative), category analysis, content analysis (word-based, not incidence rate counts), conversational analysis, discourse analysis, dramaturgical analysis, ethnomethodology, frame (-reflective) analysis, genealogy, grounded theory, life histories, metaphor analysis, myth analysis, narrative analysis (of various sorts), poststructural analysis, science studies, semiotics, space analysis, story-telling analysis, and value-critical analysis. Some of these have been drawn on in policy research more than others, perhaps for reasons of familiarity rather than anything else (although one might argue that the subjects of policy studies are marked by a degree of contention that lends themselves to some methods, such as frame or value-critical analysis, more than others). Here, I will touch on a few of these as exemplars.
1. Frame or Value-Critical Analysis

Interviewing, sometimes together with observing (e.g., meetings, public hearings) and document analysis, lends itself to frame analysis or value-critical analysis (see, e.g., Linder 1995; Schmidt 2000, 2006; Schon and Rein 1994; Swaffield 1998; see also Luker 1984). Here, the researcher identifies two or more interpretive communities (also called communities of meaning, communities of practice, speech or discourse communities, etc.) and the language each uses to “frame” the policy issue, typically in conflicting ways. Analysis consists of identifying the values underlying the respective frames. Undertaken in an action research mode, this analysis might also suggest interventions to enable each interpretive community to understand why the other reasons in the way that it does and possibly to broker a mediated resolution to the conflict. Graham Allison’s (1971) multiple-lens study of the Cuban missile crisis was an earlier version of this kind of research. It is an approach that has been taken up in organizational studies at a theoretical level (see, e.g., Morgan 1986 or Bolman and Deal 1991). I have extended the interventionist implications of this approach also to implementation analysis (Yanow 1987).

2. Story-Telling Analysis

Drawing on an interesting combination of interviewing with directed diary writing, Steven Maynard-Moody and Michael Musheno (2003) and their colleagues have developed a method of accessing stories told by front-line workers concerning their actions in implementing public policies. Michael Lipsky’s (1980), Jeffrey Prottas’ (1979), and Richard Weatherly’s (1979) first-generation studies of workers at the front lines themselves rested on intimate familiarity with what teachers, social workers, police officers, and others actually do in the field—how they interact with clients, students, and so on—generated through some combination of observing people in action and talking with workers and others.

3. Narrative Analysis

Other researchers see narrative analysis as distinct from story analysis. Carolyn Hendriks (2005a), for example, treats narratives as the overall development of a line of argument, rather than as stories in the way used by Maynard-Moody and Musheno—narratives with plot lines that have beginnings, middles, and ends. Emery Roe’s (1993) theory of narrative policy analysis draws on a stream of literary theory that uses “counter-narratives” as ways of making the line of argument clearer, through juxtaposing the narrative argument with a contrasting hypothetical. Tineke Abma (1999) has treated narrative analysis in a number of ways in the context of program evaluations. What all of these have in common is a focus on the importance of attending to policy-relevant actors’ language in discerning the character of disputes and the potentials for interpretation.

4. Dramaturgical Analysis

Maarten Hajer (2005) draws on the approach developed by the literary theorist Kenneth Burke for analyzing dramas. His analytic pentad situates dramatic action in the context of its setting, looking also at the actors in question, their acts, and their agency and purpose (Burke 1945). This provides a systematic framework for the analysis of policy “acts,” which Hajer has extended most recently to the analysis of events surrounding the murder of the Dutch public figure Theo van Gogh. Burke’s
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theory also suggests a systematic approach to the analysis of policy and organizational settings and their spatial meanings (Yanow 2000, 2006b).

5. Category Analysis

One of the analytic steps that characterizes the work of interpretive researchers is the impulse to, in the words of some, “destabilize” received or commonplace meanings. Others talk about this using the language of “deconstruction”: accepted policy meanings are deconstructed in the sense that the typically unspoken, commonsense assumptions built in to them are named and subjected to inquiry. One of the most common sets of assumptions are those embedded in policy issue categories, such as classifications of welfare recipients or prisoners, or of school children and their learning levels. Analyzing the language and structure of these categories along with practices of category-making is another area of interpretive method. As creating categories for administrative purposes through policy-making is a common state activity, category analysis is especially useful in policy research. I have developed one approach to category analysis and used it in the context of race-ethnic policy and administrative practices, such as those used in hospitals, census-taking, and employment (Yanow 2003).

There are many more forms of interpretive (qualitative) approaches to policy research than there is space to discuss here. The references point to some of these, as well as to primary and secondary sources for their theoretical and philosophical background. Additional forms will continue to be developed as more and more policy researchers discover the utility of analyses grounded in the actual lived experiences of policy-relevant actors and in the meanings they make of the policies that engage and affect their lives.
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Over the past two decades, the use of qualitative research in the social sciences has increased significantly (Riehl 2001). Although quantitative methodologies remain the dominant paradigm in policy research and recent federal policy initiatives privileging experimental designs and randomized field trials as the gold standard for evaluation research have bolstered its position, qualitative methods remain an important tool for policy researchers (Maxwell 2004; Chatterji 2005). The purpose of this chapter is to discuss the evolution of qualitative research, its strengths and weaknesses, how it differs from quantitative research, and its important contributions to public policy research, especially in educational research. Based upon this discussion, I will argue that qualitative research should be part of any mixed-method approach to policy research.

WHAT IS QUALITATIVE RESEARCH?

Qualitative research involves research that uses observational, communicative, and documentary methods in natural settings (Riehl 2001, 116) in an effort to understand the social world. According to Denzin and Lincoln, it is

multi-method in focus, involving an interpretive, naturalistic approach to its subject matter. This means that qualitative researchers study things in their natural settings, attempting to make sense of, or interpret, phenomena in terms of the meanings people bring to them. Qualitative research involves the studied use and collection of a variety of empirical methods—case study, personal experience, introspective, life story, interview, observational, historical, interactional, and visual texts—that describe routine and problematic moments in individuals’ lives. (1994, 2)

Some qualitative researchers have remained squarely in the scientific tradition of post-positivism: insisting on objectivity, rigorous research design, and examining causality (Maxwell 2004). Others are more rooted within interpretive traditions, including symbolic interactionism, ethnomethodology, hermeneutics, postmodernism, feminism, critical theory, and cultural studies (Riehl 2001, 116) and in varying degrees reject post-positivist notions of scientific rigor.

HISTORY OF QUALITATIVE RESEARCH

Logical positivism has been the foundation for social science methods since the nineteenth century. From Comte’s introduction of a positive science of society, later to be termed positivism, to Durkheim’s codification of positivist empiricism in his classic *The Rules of Sociological Method*, quantitative methods dominated social science, especially in the United States (Denzin and Lincoln
1994, 1–17). However, there has been a rich, concurrent qualitative tradition, beginning with cultural anthropology and institutionalized in sociology by the Chicago School in the 1920s–1940s (Vidich and Lyman 1994, 23–59).

The Chicago School sociologists, such as Robert Park, Ernest W. Burgess, W.I. Thomas and Louis Wirth produced a series of ethnographic studies on Chicago neighborhoods that was part of the larger project of producing an ecological theory of urban life. These sociologists moved away from the “missionary” perspective of earlier sociologists such as Albion Small and early cultural anthropologists seeking to bring a Christian attitude to the study of “primitive” cultures. The Chicago School made ethnographic studies an important feature of American sociology (Vidich and Lyman 1994, 32–35).

Working within this tradition, William Foote Whyte’s *Street Corner Society* (1943, 1955, 1981) about Italian Americans living in the North End of Boston introduced participant observation as an important part of ethnography. Whyte lived in the neighborhood, interacted daily with his “Cornerville” boys and became a subject of his own study. Like his mentors in Chicago’s Sociology Department, Whyte’s work was “initially motivated by a sense of moral responsibility to up-lift the slum-dwelling masses,” but became the model for future ethnographic research in which the researcher became part of the group he was studying. Such immersion required ethnographers to move back and forth between their roles as “objective” observers and their roles as “subjective” participants (Vidich and Lyman 1994, 34).

Some Chicago School researchers, like Park, worked from an assimilationist model, with their works exploring how to assimilate new immigrants into the urban Protestant middle class culture. Others like Hollingshead (1949/1961) celebrated nineteenth-century small town values and relied on Durkheim’s distinction between mechanical and organic societies and Tonnie’s distinction between *gemeinschaft* and *gesellschaft*. Neither model, however, could account for the racism within American society and the opposition to the assimilation of African Americans into mainstream culture. Another Chicago trained sociologist, African-American E. Franklin Frazier produced a series of works (1937a, 1937b, 1957) that “stands apart, not only because it points to the exclusion of blacks from the American ideal of brotherhood and the then-emerging civic otherhood, but also because its research orientation drew on the life histories of his subjects and his own experience (Vidich and Lyman 1994, 34).

From World War II to the present, American sociology moved away from the assimilationist model to a more pluralist one, with ethnographies rejecting a linear pattern of the integration of immigrants and African Americans into white, middle-class culture. Recent works such as Portes and Rumbaut’s *Legacies: The Story of the Immigrant Second Generation* (2001) provides much more nuanced ethnographic accounts of the tensions between assimilation and separation and introduces the term “segmented assimilation” to reject a linear model of cultural integration. What *Legacies* has in common with earlier ethnographic accounts is its rich descriptions of immigrant life and an understanding of the subjective perspectives of individuals and groups, the hallmark of qualitative research.

From the early twentieth century, qualitative research has been influenced by interpretive and phenomenological paradigms in the social sciences (Giddens 1975). From the symbolic interactionism of G.H. Mead and Herbert Blumer with its emphasis on the social construction of reality, to the sociological analysis of everyday life by Erving Goffman (1961a, 1961b, 1963a, 1963b, 1967) and ethnomethodologist Harold Garfinkel (1967), qualitative researchers sought to uncover the contextual use of symbols, such as language and dress and the problematic nature of meanings (Collins 1975; Sadovnik 1994). These micro-sociologies of everyday discourse and interactions laid bare the ways in which social actors constructed meaning in the context of social interactions and how everyday life is often confused, problematic and uncertain. When combined with more macro-structural approaches, these sociologies of everyday life became powerful analyses of social order and change (Collins 1975, 2005).
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From the 1980s to the present, qualitative research has been heavily influenced by postmodernism. Postmodernism developed out of a profound dissatisfaction with the modernist project of enlightenment and reason. Beginning with the poststructural writings of Jacques Derrida (1973, 1981, 1982) and Jean Baudrillard (1981, 1984), social theorists, particularly in France, questioned the appropriateness of modernist categories for understanding what they saw as a postmodern world, a world that transcended the economic and social relations of the industrial world that modernist thought had sought to understand. In particular, the work of Jean Francois Lyotard (1982, 1984) rejected the Marxist perspective and the Enlightenment and modernist assumptions underlying Marxist theory and sought to create a different theory for the late twentieth century.


It is important to begin by defining modernist social theory. In both sociology and philosophy, modernist theory traces its intellectual heritage to the Enlightenment. From the classical sociological theory of Marx (1971), Marx and Engels (1947), Weber (1978), and Durkheim (1938/1977, 1947), to the pragmatist philosophy of Dewey (1916, 1927/1984), and to the social theory of Jürgen Habermas (1979, 1981, 1982, 1983, 1987), what is usually referred to as modernist theories had a number of things in common. First, they believed in progress through science and technology, even if they were skeptical of positivist social science. Second, they emphasized the Enlightenment belief in reason. Third, they stressed Enlightenment principles such as equality, liberty, and justice.

Postmodernist thought consists of many interrelated themes. First, postmodernism insists on what Lyotard (1984) has labeled the rejection of all metanarratives. By this, Lyotard meant that modernist preoccupation with grand, total, or all-encompassing explanations of the world need to be replaced by localized and particular theories. Second, postmodernism stresses the necessary connection between theory and practice as a corrective to the separation of them in much modernist thought. Third, postmodernism stresses the democratic response to authoritarianism and totalitarianism. In particular, Stanley Aronowitz and Henry Giroux (1991), Giroux (1991), and Peter McLaren and R. Hammer (1989) call for a democratic, emancipatory, and antitotalitarian theory and practice, with schools seen as sites for democratic transformation. Fourth, postmodernism sees modernist thought as Eurocentric and patriarchal. Giroux (1991), Patricia Lather (1991), Elizabeth Ellsworth (1989), and others provide an important critique of the racism and sexism in some modernist writings and of the failure of modernism to address the interests of women and people of color. Fifth, postmodernist theorists believe that all social and political discourses are related to structures of power and domination. Sixth, postmodernism stresses what N. Burbules and S. Rice (1991) term “dialogue across differences.” Recognizing the particular and local nature of knowledge, postmodern theorists call for the attempt to work through differences rather than to see them as hopelessly irreconcilable. Thus, postmodern theories of education call for teachers and students to explore the differences between what may seem like inherently contradictory positions in an effort to achieve understanding, respect, and change.

In qualitative research the works of Norman Denzin and Yvonne Lincoln (1994, 2000, 2005) have influenced what has been termed the postmodern turn. Rejecting the modernist approaches of earlier qualitative researchers such as Howard Becker, whose Boys in White (Becker 1961/1976), applied rigorous scientific methods of quantitative research to qualitative analysis, postmodernists rejected the principles of logical positivism and crossed theoretical and methodological boundaries. These researchers produced small case studies, celebrated stories and narratives, and questioned the possibility of objectivity. These researchers often blurred the lines between social science and literature, with traditional methodological concerns with objectivity, sample size, and reliability and validity rejected as Eurocentric and oppressive (Kincheloe and Steinberg 1998; Lather 1989,
Sadovnik (1995) provides a critique of postmodern research in education, arguing that they often lack empirical evidence to support their claims. Nonetheless, in the last decade they have increasingly become an important school of qualitative research.

Insufficient empirical evidence is certainly a problem for policy research, where policy makers rely on sound empirical findings to influence policy. Despite the problems with much postmodern research, there remains a significant body of qualitative research that is methodologically sound and is important for policy research. Riehl (2001, 117) argues that there have been numerous important qualitative studies in the sociology of education that have influenced policy in a number of areas, including studies of inequality and the differential effects of schooling on student achievement, schooling and socialization, schools as social organizations, and policy issues in education.

THE NATURE OF QUALITATIVE RESEARCH

Qualitative research is based on what sociologists term social constructionism and interpretivism. Unlike quantitative research, which is usually deductive (theory testing), qualitative research is usually inductive (theory construction). Social scientists do not simply discover or find knowledge; they are not detached from the world they are researching. Rather, they actively construct knowledge by inventing tools and instruments to collect and produce data. These tools and instruments are constantly renewed and revised. Social scientists formulate concepts to make interpretations of the data. The language coined to interpret data is distinguished from everyday talk, but also enters everyday talk. As concepts enter everyday talk they shape everyday practices and activities. There are a number of different forms of constructionism:

- Weak Constructionism: “Scientific knowledge is in part the product of processes of social negotiation without claiming that such knowledge is only a matter of social negotiation.” This position avoids the relativist view that any interpretation is as good as another (Schwandt 2000, 199).
- Strong Constructionism: “Radical social constructionists ... argue that knowledge is the product of social processes and that all statements of the true, the rational, and the good are the products of various particular communities of interpreters and thus to be regarded with suspicion” (ibid., 199).

Interpretivism views human action as inherently meaningful and therefore qualitative researchers interpret the subjective meaning of action (grasping the actor’s beliefs, desires, etc.) from an objective manner. Within this context, understanding is an intellectual process whereby the researcher (the inquirer as subject) gains knowledge about an object (the meaning of human action). Researchers refer to the hermeneutic circle of understanding which is “object oriented”; it directs the researcher to the texts, institutions, practices or norms of life that are the object of inquiry. No reference is made to the researcher (Schwandt 2000).

A more radical branch of interpretivism is derived from philosophical hermeneutics, which is radical departure from other interpretivist methods. This perspective challenges the Cartesian binary or dichotomy between the inquirer (subject) and the object of inquiry (research object) and argues that:

- research knowledge cannot simply reproduce the meanings or understandings of the empirical world without taking into account the researchers’ biases;
- understanding is something that is produced in the dialogue of research;
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• a naive realism or objectivism is opposed with respect to meaning and endorses the position that there is never a finally correct interpretation;
• meaning is negotiated. (Schwandt 2000, as cited in Singh 2005)

Based upon the view that reality is socially constructed and negotiated, qualitative researchers attempt to uncover this situated, contextual, and changing nature of reality. In order to do this, qualitative researchers use a variety of methodological approaches and sampling techniques.

ETHNOGRAPHY

Ethnography refers to an in-depth study of a group of people or individuals in their or his context. It is both descriptive and interpretive, providing an insider view of the subjects. This includes what is called an emic view, the view of the insiders of themselves, and an etic view, the view of the outsiders of the culture. The ethnographic method includes the following:

• Selection of the group/site
• Gaining entrance
• Identification of area of interest
• Immersion in the context
• Gaining informants
• Data gathering (observations, interviews, artifacts)
• Data analysis and theory development—intermittent with collection—"thick description"
• Avoidance of theoretical preconceptions. (Singh 2005)

ACTION RESEARCH

This type of qualitative method is aimed at improving a certain practice, organizational context or a way of life. Action research is characterized by the following:

• It understands practice as a social phenomenon;
• It involves the people within the practice in the research process—it is participatory;
• It involves people working collaboratively with each other and with people from the outside;
• It is critical—asks why, why not, whose voice is being heard, and whose interests are being served;
• Aims at empowering people inside the practice. (Singh 2005)

Researchers who want to directly influence the practice within organizations most often use action research. For example, educational researchers often conduct action research with teachers and principals in schools in order to discover what works and what does not work and to collaboratively implement organizational change. From a positivist standpoint, such a priori political goals violate the objective norms of science and make the researcher part of the processes under investigation. Action researchers reject this stance of objectivity and argue that the purpose of research is to help improve the organizations under investigation. Although action research has become an important tool for policy research, it remains controversial.
CASE STUDY

A case study is a holistic, in-depth investigation that uses multiple sources of data that can be either quantitative or qualitative. There are three types of case studies: Exploratory, Explanatory, and Descriptive. The researcher selects cases for either intrinsic or instrumental reasons; it can be different from ethnography because it does not necessarily aim to see the emic view and different from action research because it does not necessarily aim to change a practice or involve the people from the inside (Singh 2005).

GROUNDED RESEARCH

Based on the grounded theory of Strauss and Glaser (1967) and Strauss and Corbin (1990), the general goal of grounded theory research is to construct theories in order to understand phenomena. Its main contribution is in generating theory from data in a systematic way—theory grounded in the data. Using the process of analytic induction, grounded theory research examines cases in detail and continues to build theory from the bottom up—based on observations of particular data. In the process of examining these cases over time, the researcher continually refines and develops new theories to explain the observed phenomena.

These types of qualitative approaches involve a number of different methods, some or all of which can be used in a given study. These include interviews, focus group interviews, observation (participant and non-participant), archival and content analysis.

Interviews may be conducted face-to-face, by e-mail, or telephone and may be informal, semi-structured, or formal, structured interviews. They are sometimes audiotaped and then carefully transcribed. These transcripts can be analyzed using a number of different qualitative software packages, which organize the data according to a number of themes.

A selected group of individuals may be interviewed on a common topic; the group dynamics provide valuable information. These focus groups are often organized around a topic, scenario, or dilemma. Although focus groups can provide the interviewer with important insights, they can also be manipulated by the presence of a strong personality in the group. Skilled focus group interviewers have to manage the group dynamics carefully.

Observation may be participant observation or non-participant observation. In participant observation, the researcher becomes a part of the context he/she is studying. For example, in Street Corner Society, William Foote Whyte lived in the North End of Boston and became a member of the group he was studying. In Home Advantage, Annette Lareau served as a teaching assistant in the schools she was studying. The purpose of such immersion is to allow the researcher to become part of the culture and to understand the subjective perception of members. The danger is that participant observers can lose their objectivity or begin to see the world as members rather than researchers.

Non-participant observation involves observing individuals or groups from the outside, often without any direct interaction. The work of Erving Goffman (1971) is the best example of such an approach. Goffman observed people in their natural settings, including theaters, cafeterias, train stations, public restrooms and built a dramaturgical theory of human interaction. This approach saw social actors as in a continual state of performance and interpretation. Adler and Adler (1994) note that the major problem with this form of research concerns its validity, as without interacting with people, the researcher is always interpreting their behavior from his perspective, without benefit of learning the subjective perspective of the individuals involved.

Qualitative researchers sometimes study situations and organizations of which they are a part. This type of research, observer as participant is a potentially fruitful but difficult form of qualitative research. Sadovnik (1994) and Semel (1994) provide accounts of the difficulties of conducting
research in schools in which they were teaching and of the need to bracket out their insider perspective as a member of the group from their outside perspective as researcher.

One of the most controversial issues in observational research is the question of consent. Although IRB (Institutional Review Board) regulations require that researchers inform their subjects that they will be studying them, some researchers argue that deception may be necessary to uncover the workings of some organizations. Journalists, for example, sometime pose as members without consent in order to do an expose. For example, Emily Sachar taught as a New York City public school teacher for a year and then wrote a series of articles in *Newsday*, later published as *Shut Up and Let the Lady Teach* (1991). The principal, teachers, and students in the school did not know she was a journalist until the series was published. Punch (1994) argues that although deception is generally a violation of social science research codes, there may be times when the public good outweighs this restriction, so long as the ethical dictum, “do no harm” is followed.

**CRITERIA FOR EVALUATING QUALITATIVE RESEARCH DESIGNS**

Qualitative policy research must be conducted in a systematic manner if policy makers are going to take its recommendations seriously. Therefore, we must be able to evaluate the research designs of qualitative studies. The criteria for such evaluation include:

- Identification of comments about participant/site selection-sampling procedures, ethical clearance procedures, design of data collection protocols, and data analysis instruments;
- Rationale for sampling procedures—choice of sites, participants, and size of cohort;
- Deployment of different data collection instruments—interviews, observation, documents, and audio/video recordings;
- Systematic procedure for recording data—protocols, and transcription conventions;
- Systematic procedure for analyzing data;
- Reliability of sample size: Although qualitative research does not require the type of reliability and generalizability of quantitative research, the question of sample size remains an important one. Whether educational policy makers can or should make policy based on one classroom or school is an important question. The evaluation of sample size usually revolves around whether or not the case or cases can be seen in some way as representative of a larger population of which it or they are a part. (Creswell 2005, in cited in Singh, 2005)

**STRENGTHS AND WEAKNESSES OF QUALITATIVE RESEARCH**

Johnson and Onwuegbuzie (2004, 20) provide a useful discussion of the strengths and weaknesses of qualitative research:

**Strengths**

- The data are based on the participants’ own categories of meaning.
- It is useful for studying a limited number of cases in depth.
- It is useful for describing complex phenomena.
- Provides individual case information.
- Can conduct cross-case comparisons and analysis.
- Provides understanding and description of people’s personal experiences of phenomena (i.e., the “emic” or insider’s viewpoint).
• Can describe, in rich detail, phenomena as they are situated and embedded in local contexts.
• The researcher identifies contextual and setting factors as they relate to the phenomenon of interest.
• The researcher can study dynamic processes (i.e., documenting sequential patterns and change).
• The researcher can use the primarily qualitative method of “grounded theory” to generate inductively a tentative but explanatory theory about a phenomenon.
• Can determine how participants interpret “constructs” (e.g., self-esteem, IQ).
• Data are usually collected in naturalistic settings in qualitative research.
• Qualitative approaches are responsive to local situations, conditions, and stakeholders’ needs.
• Qualitative researchers are responsive to changes that occur during the conduct of a study (especially during extended fieldwork) and may shift the focus of their studies as a result.
• Qualitative data in the words and categories of participants lend themselves to exploring how and why phenomena occur.
• One can use an important case to demonstrate vividly a phenomenon to the readers of a report.
• Determine idiographic causation (i.e., determination of causes of a particular event).

Weaknesses

• Knowledge produced may not generalize to other people or other settings (i.e., findings may be unique to the relatively few people included in the research study).
• It is difficult to make quantitative predictions.
• It is more difficult to test hypotheses and theories.
• It may have lower credibility with some administrators and commissioners of programs.
• It generally takes more time to collect the data when compared to quantitative research.
• Data analysis is often time consuming.
• The results are more easily influenced by the researcher’s personal biases and idiosyncrasies.

Based upon these strengths and weaknesses, it is clear that qualitative research should be an important part of public policy research. Riehl (2004) argues that qualitative research in the sociology of education has made valuable contributions to our understanding of educational problems and has offered policy makers useful data for school improvement. In an age where educational research is dominated by the Institute of Education Sciences at the U.S. Department of Education labeling experimental research design and randomized field trials modeled after the pharmaceutical and medical research communities as the “gold standard” for evaluating what works and recommending policy and programmatic interventions, it is imperative that qualitative research is recognized as an important tool for policy makers. Whether studies are totally qualitative or part of a mixed-method approach that uses both quantitative and qualitative methods, qualitative research provides important data for public policy. Chatterji (2005) argues convincingly that a mixed-method approach rich in qualitative methods must be part of extended-term mixed-method (ETMM) evaluation designs to ensure researchers provide policy makers with the best evidence of what works in education. This is certainly true in other areas such as public administration, health care, transportation, criminal justice, and other public policy realms.

A number of examples of how qualitative research informs public policy are in order. Annette Lareau’s *Home Advantage* (1989) and *Unequal Childhood: Class, Race and Family Life* (2004) provide in-depth ethnographic accounts of the relationship between family and schools. These books
Provide policy makers with an understanding of how families and schools can work together to improve student achievement. Pierrette Hondagneu-Sotelo’s *Domestica* provides a qualitative investigation of the world on Latina immigrant domestic workers in Los Angeles and offers important findings to improve the working and living conditions of immigrants. Lois Weis’s *Class Reunion* examines how a group of working class adults in a northeastern dé-industrialized city have adapted to the new service economy. A follow-up to her *Working Class without Work* (1990), Weis re-interviewed the graduates of the high school she studied in 1985. Using what she terms qualitative longitudinality (2005), Weis provides two ethnographic snapshots of the same individuals over two decades and how they responded to changing economic and social conditions. Weis’s work provides important data for policy makers concerned with improving the lives of workers in a rapidly changing global economy. Roger Sanjek, *The Future of Us All* is a detailed qualitative ethnography of the Elmhurst-Corona section of Queens in New York City. Based on fifteen years of ethnographic research, Sanjek chronicles how the new waves of immigrant groups turned the area into one of the most racially and ethnically diverse neighborhoods in the United States. Through an analysis of how these immigrant groups interacted with neighbors who had been their longer and with the New York City political and economic elites, Sanjek provides valuable data for urban planners and policy makers. These are just a few of the important qualitative studies that have made significant contributions to public policy debates. They are all methodologically rigorous, scrupulously researched, and illustrate the importance of qualitative research for public policy research.
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Interpretation and Intention in Policy Analysis

Hendrik Wagenaar

1 INTERPRETATION IN POLICY ANALYSIS: CAUSAL VERSUS INTENTIONAL EXPLANATION

The interpretative approach to policy analysis is not one singular method, but rather a family of approaches. Different approaches to interpretive theory have varying takes on the object of interpretation (intentions, reasons, traditions, stories, discourses, systems of signs), follow different methods, and operate on different philosophical preconceptions, but their shared assumption is that policy formation and implementation, or broader, the activities and interactions of government agencies, public officials and their publics in civil society, cannot be properly understood unless we grasp their relevant meanings (Bevir and Rhodes 2003). For example, as Yanow puts it in characterizing interpretive policy analysis: “An interpretive approach to policy analysis (…) is one that focuses on the meanings of policy, on the values, feelings, or beliefs they express, and on the processes by which those meanings are communicated to and ‘read’ by various audiences.” (Yanow 2000) This is the standard definition of interpretive policy analysis, and obviously it makes sense as it couples a particular mode of inquiry and explanation to a particular image of the social-political world. That world, which is both the object and context of policy analysis, is characterized by “values, feelings and beliefs” (Weiss and Rein 1970) and the way these are expressed and communicated among various groups. It is also—something that is undercharacterized in Yanow’s definition—about acting in a world of uncertainty that originates in complexity (Bohman 1996; Dryzek 1990), irrepressible ambiguity and contingency (Schwandt 1997), and the inevitable conflict and incompatibility that spring forth from pluralistic practices and institutional positions (Kekes 1993; Wagenaar 2002).

To understand such a world, explanations in terms of causal connections between an entity \( x \) and an entity \( y \) don’t make much sense. For example, to say that, when one declines to vote for candidate A because one disagrees with his position on abortion, that his or her nonvoting behavior is “caused” by a position on abortion would be seriously misleading. After all, despite his or her stand on abortion, one could still have decided to vote for him because one believes he is a better leader in times of crisis, or because he is the lesser of two evils, or because one feels affinity with his personality, or because one has always been voting Republican/Democrat and to do otherwise now just doesn’t feel right, or because one’s father-in-law votes for him, and so forth. Not only does the terminology of causation suggest an airtight level of determination that simply isn’t warranted in the world of human action, but more importantly, it is beside the point. The very concepts that figure in the explanation—voting, position, abortion, strong leader—are not mere behaviors but action concepts, that is activities that are defined and constituted by an intrinsic intention (Fay 1975; Taylor 1977). Differently put, we, as voters and citizens of Western liberal states, grasp these concepts, and the associated behaviors, in terms of what they mean to us.

Meanings are not causally connected, but intentionally. An action is explained intentionally when we are able to specify the future state of affairs that required the specific action. (Elster 1983; von Wright 1971). The difference with causal explanation is in the different explananda. An example
suggested by von Wright will make this clear. When an experimental psychologist stimulates the cortex of a monkey to elicit certain movements of the monkey’s left arm, the language of intentions plays no role in the explanatory scheme. We could perhaps be tempted to say that the electrical stimulation made the monkey wave his hand, but that would be irrelevant to the causal explanation of the arm movement as an effect of the stimulation. By saying that the electrical current to the cortex, triggered certain neurological activities in certain nerve strata, which in turn made the muscles of the left arm contract so that the monkey lifted his arm, is to exhaustively explain the monkey’s arm movement. To add that the stimulation of the cortex made the monkey wave at us would be to ascribe something to the monkey that greatly and unwarrantedly, transcends the explanatory scheme. What is explained is how parts of the monkey’s body move under the causal influence of electrical stimulation of the cortex.

Now consider the following situation. At the time of this writing, a small controversy erupted in the Dutch media over a Moroccan Imam who, upon being presented to the Minister of Immigration in a meeting—who, a fact that is essential to this small drama, is a woman—refused to shake hands with her. The scene, including the minister’s defiant reaction, was broadcast on television, and instantly a wave of indignation at the Imam’s rude behavior engulfed the media. Now, to explain the Imam’s behavior in causal terms would be wholly incommensurate to the situation at hand. In fact, in the days following the incident, various actors in the media, including the Imam himself, stepped in to explain the refusal to shake hands. The Imam referred to the words of the Prophet that prohibit men and women from shaking hands because of the close association of touching and sexual intercourse. The refusal to shake hands was, in fact, meant as a sign of respect to the female minister. Other Muslims, however, saw this as a particularly strict interpretation of the Koran that was inappropriate for Muslims in a modern, urban society. Others thought the minister’s behavior rude and lacking in respect and pointed out that in many religious communities relations between men and women are strictly regulated. Among orthodox Jews, for example, men and women are also not allowed to shake hands.

To summarize the situation around the Minister and the Imam, the explanandum in this case, is not a particular muscular movement, but an action, a particular behavior that is constituted by an intention. Or, as von Wright puts it, an inner aspect that is behind the action, and the results that the action is supposed to bring about or the outer aspect of the action (von Wright 1971, 86). In human affairs the inner and the outer aspect of action always go together, for most of the time we act because we intend to bring about some result. In fact, by taking the intention (not to violate the commands of the Koran) out of the explanatory scheme of the Imam refusing to shake hands with the minister, we wouldn’t be able to make sense of the situation. The physical movements alone are not even a necessary condition of the action “avoid shaking hands,” because there are other ways of doing that like walking out of the room, turning one’s back, or ignoring the minister altogether. In this particular case, intentions literally constitute the situation, from the expectation of shaking hands in situations like this to refusing to acknowledge the minister’s extended hand. The whole storm erupted because a social code exists that defines extending and accepting (or refusing) hands as the patterned activity we recognize as greeting (Geertz 1973).

2 HOW NOT TO THINK ABOUT INTENTION

This is what we mean when we speak of actions having meaning. This is also the bare-bone formulation of how we explain meaningful action; how we acquire valid knowledge of it, through intentional explanation. But having said this, it leaves many questions open, some of which will be discussed in this section. First, the immediate conclusion after stating the necessity of intention in understanding human situations is that to be appropriate to their subject, the social sciences require a different kind of inquiry than the natural sciences, namely interpretive inquiry. In general terms
this seems to be the proper conclusion, but in the actual practice of doing interpretive inquiry, there are so many complexities and confusions that this becomes an almost meaningless, and in some cases even misleading, statement. But let’s first state the case of an interpretive approach to the social sciences, and for the purpose of this chapter, policy sciences.

The central fact that necessitates interpretive explanation in the social sciences is that the unit of analysis, the “brute” data of the social and policy sciences, are not hardwired into social reality, but require interpretation to make them “visible” at all. Terms such as “voting,” “marrying,” or “negotiating” can only be inferred from the physical movements that carry them by assuming a particular purpose or intention that makes this particular movement or verbal utterance a recognizable case of marrying or negotiating. In the social sciences observation requires interpretation.

Some analysts infer from this that interpretive inquiry is, by inference, a subjective enterprise. There are two reasons why the evocation of the term subjective without any further qualification is misleading. First, the acceptability of interpretive statements is as constrained by the empirical world as is the acceptability of causal statements (Thomas 1979), but, it should be added, constrained in a different way. Second, the term “subjective” suggests that interpretation is something that takes place within the mind, or is about objects that can only be grasped by mental processes. Both objections to the term “subjective” hang together.

Let’s clarify the misunderstandings about the alleged subjective character of the word “intention” by looking at an example. What does it mean when in a police report, it is stated: “The suspect was arrested because he intended to rape the victim.” This statement does certainly not refer to some mental state that preceded the act of rape, that is only accessible by the person himself and that only he can avow or deny. Intention has “no experiential essence,” as Jeffrey Coulter puts it. The word “intend” in the above phrase does not denote some subjective state of the suspect’s mind that can only be reflected upon by the subject himself, or inferred, through empathic identification of an observer with a subject. The seemingly mentalistic word “intend” here refers as much to an observable action as the seemingly objective word “rape” later in the sentence. As Coulter states:

To learn the expression “I intend” is not to learn, miraculously, to assign a label to some introspected experience—for how could one be trained to make the correct identification of his introspected percept?—but consists, rather in learning how to perform what Austin termed a “commisive.” To declare one’s [or disavow, as in this example—HW] intention is to perform a specific sort of illocutionary act, which, like all such acts, require appropriate “felicity” conditions. Thus there is a clear and crucial connection between particular sorts of intentions and particular sorts of circumstances... Thus: A description of an intention is a description of an action (an envisaged action), not of an experience. Avowals and ascriptions of intentions, then, are organized by, and gain their intelligibility from, not some mental divinations but from the particulars of public states of affairs. (Coulter 1979)

This whole process of grasping intentions takes place in, what one could call, a semiotic public space; or, more precisely, is made possible at all by being suspended in this shared linguistic realm. If a detective weighs the evidence that will or will not lead to the conclusion that the suspect had the intention to rape the victim, this whole process hinges on the public availability, and the possibility for public inspection of, such categories as “victim,” “rape,” and “consent.” All actors in this drama—victim, suspect, detective, and later, district attorney, lawyer, judge—are bound by these pre-given cultural categories, and are unable to overstep the boundaries of these concepts-in-use (to use a famous phrase by Donald Schön) on peril of being misunderstood in the best case and ostracized in the worst. A different way to put this is that “data,” judgments and conclusions (and the warrants for the conclusions), in this social event are all situated. They make sense only within a particular context. The rape claim is predicated on a complex set of (mostly tacit) background
knowledge about value systems surrounding gender, about the relation between men and women, about the set of conventions that guide the initiation of sexual contact, and so forth. Data, conclusions, as well as the grounds for those conclusions are constituted by the shared expectations, beliefs, values, routines, and practices of the members of a culture; “constitutive” indicating that the shared background knowledge “creates the very possibility of certain activities,” and, I would add, certain categories (Searle 1995, see also Fay 1975, 76; Taylor 1977). This is the meaning of those oft-used words “public” and “transparent” here. Terms such as “rape,” “sexual,” “intending,” (or “voting,” “promising,” “shaking hands”) are publicly available for everyone to see. They are transparent in that:

The public criteria for . . . “intending” are circumstantially bound and not restricted to some codified set of associated behaviors or experiences, as if these could be listed as a fixed set of “conditions”; members of a culture must exercise situated judgments, must analyze contexts for what could account as criteria for proper ascription or for the ratification of an avowal in those specific cases. (Coulter 1979, 44)

One way to try to end these convolutions about subjective and objective meaning is to follow Geertz and simply say that the whole dichotomy is misconceived. If we insert “meaning” where he uses “culture,” we would conclude then that meaning “though ideational, ( . . . ) does not exist in someone’s head, though unphysical, ( . . . ) is not an occult entity” (1973, 10). Geertz is perfectly right here, of course. It doesn’t make sense to try to locate meaning, ontologically, in the mind or in some reified cultural or institutional pattern. Actions are meaningful in that they signify something, and the question is then: What does this particular action (a disavowal of rape; the refusal to shake hands) signify? Something larger then than the particularity of that singular action is being said, and this expressive force hinges on these actions being embedded in something larger in the first place, something that exists before, and independently of, the individual acting. But that something is not some reified “deep structure” or some axiomatic set of rules, but more a shared set of understandings that are linguistically inscribed in the world, and that are invoked, and, in an ongoing dialectical movement sustained, whenever we “read” the symbolic meaning of a particular behavior. So perhaps this is the place to insert what is perhaps Geertz’s most often quoted statement on culture, the analysis of meaning, and the continuity between observation and explanation in interpretive analysis: “Hopping back and forth between the whole conceived through the parts that actualize it and the parts conceived through the whole that motivates them, we seek to turn them, by a sort of intellectual perpetual motion, into explications of one another” (1983, 69).

Finally, this digression on the meaning of meaning in interpretive analysis can be concluded with a more practical hands-on statement of methodological import. The dual nature of meaning implies that, whatever our research interest—for example, the intentions of mental patients navigating the revamped social service landscape of a large American city in the 1980s (Lewis et al. 1991; Wagenaar 1987), or the emergence of the school as we know it from the vagaries of institution building in the Prussian state (Hunter 1996), or the evaluation of a particular educational reform (Dunne 1993)—our work begins with the careful and precise registering of the concrete behaviors of concrete actors. Now, these behaviors can have many different guises and many different substrates. They can be statements in interviews, observed activities, written statements in documents, both formal (reports, laws, position papers) and informal (letters, diaries). They can take the form of stories that people tell to explain their actions in particular circumstances. They can be our renderings (in research notes) of what we believe we have observed. They can be descriptions (part descriptive, part interpretive) of artifacts such as buildings, cartoons, or office spaces, or of performances or rituals. Or they can be a carefully put together reconstruction of some developmental trajectory. But what ties all these different forms of registering behaviors together is that we regard them as the expressions of, the carriers of, social meaning. Behaviors are a window upon meaning; and, safe
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for the a priori imposition of theoretical schemes upon the research material (a practice that Glaser and Strauss call, "pseudo-verifi cation"), there exists no shortcut to the extrapolation of meaning from concrete, microscopic behavior. As Geertz puts it, "Behaviors must be attended to, and with some exactness, because it is through the flow of behavior—or more precisely social action—that cultural forms fi nd articulation" (2003, 17). The interpretive analyst acts on the assumption that the general is folded into the particular. The analogy is with chromosomes here. As chromosomes carry the full complexity of particular life form in their genetic code, so the cultural life form in all its meaningful complexity is carried within the minutiae of observed behavior.

3 VARIETIES OF INTERPRETATION IN POLICY ANALYSIS

Although the various approaches to interpretation all focus on the meanings that shape actions, they differ in important ways in how they understand and explain meaning, how they view the position of the subject in analysis, in their philosophical assumptions, and in how they articulate the role of the policy analyst. This sections describes and gives examples of two well-known approaches to interpretation in policy analysis. In the course of doing this, the discussion will also explore some further complications with interpretive analysis. I will discuss respectively Dvora Yanow’s hermeneutical approach to interpretive analysis, and Mark Bevir and Rod Rhodes’ interpretivist third way between hermeneutics and poststructuralism. This doesn’t exhaust the family of interpretive approaches. It is often overlooked, for example, that qualitative research is, in method, analytical thrust, and explanatory logic, an interpretive approach. Some of the best known examples (Estroff 1981; Liebow 1967; Wiseman 1979) succeed in imaginatively reconstructing the experiential world of the subjects of study. In strictly numerical terms, qualitative research is the method of choice for most policy researchers (at least in Europe). Narrative analysis, discourse analysis (including poststructuralist analysis), the analysis of social practices, and deliberative policy analysis are also significant, vibrant ways of engaging in interpretive policy analysis that have resulted in important work. These are discussed in other sections of the book.

3.1 DVORA YANOW: HOW DOES A POLICY MEAN?

It is probably not an overstatement to claim that Dvora Yanow’s How Does A Policy Mean? (Yanow 1996) was one of the books that put the interpretive approach on the agenda in post-empiricist policy analysis. For many people, her approach to interpretation has become synonymous with interpretive policy analysis proper. The book’s argument is cleverly organized around a puzzle: according to any instrumental criterion, such as effi cacy or effi ciency in reaching the policy’s goal, the Israeli policy of creating community centers in new settlements in the 1970s was deemed a failure. Nevertheless, the policy remained well-funded for a period of over twenty years, and drew continuing support from a range of political actors in Israel. How could this be? Yanow’s answer to this seeming anomaly is that in the context of Israeli society and Israeli politics, the policy had a particular meaning for key audiences. Yanow urges the policy analyst to become sensitive to the expressive, symbolic aspect of policy. Not as an add-on to the “real”—read instrumental, material, power-related—aspects of policy making, but as an intrinsic aspect of each and every act of policy making. These meanings reside in all aspects of a policy; not just the legislative texts that state the policy’s intent, but also in the actions of key groups to implement the policy and in the artifacts, such as agency buildings, their furnishings, and, one could add these days, their Web sites (Yanow 1996).

In a small and useful successor to the fi rst book, Yanow explains how to conduct interpretive policy analysis. Conceptually, interpretive policy analysis, according to her, consists of the following elements: (1) identify the artifacts (language, objects, acts) that are the carriers of meaning; (2)
identify the interpretive communities, relevant to a policy, that are the perceivers of this meaning; (3) identify the discourses through which these meanings are communicated; (4) identify any point of conflict that suggests that different groups attach divergent meanings to some aspect of a policy (Yanow 2000).

The French philosopher Paul Ricoeur has famously claimed that social behavior can be seen as a text. Yanow uses this metaphor to further clarify her position in conducting interpretive policy analysis. Public policies, both in their formulation and their enactment, should be seen as texts that are “read” by various stakeholder groups and, of course, by the analyst. Apart from a limited metaphorical value, it is not always completely clear what the added value of the text metaphor is in Yanow’s approach. (And in one, important way, it introduces a questionable element of meaning realism in the analysis. I will return to this later.) Yanow’s methodological approach, in its careful reconstruction of the perspective of the groups that are involved and the wider context from which the policy derives its meaning, is in fact quite close to the steps in traditional qualitative analysis. For example, in one key step in her approach to interpretive policy analysis, “identifying interpretive communities,” Yanow suggests to the reader that relevant information may be found in written sources (newspapers, magazines, agency newsletters, annual reports, government documents, etc.), oral sources (interviews with key actors), observation (of actions, interactions, and the material context in which these actors move about), and participation. In accessing these sources and gathering research materials, the analyst is urged to begin the process of analysis, for: “The interpretive policy analyst needs to build a context in which to access local knowledge. Knowing what specific object or piece of language has significance comes from situational familiarity—understanding what is important to stakeholders, to policy-relevant publics” (2000, 38). The actual process of analysis entails two steps: “(1) a daily sense making, out of which (2) puzzles emerge (events or acts or interactions that contradict what the analyst expected, or which he cannot make sense of, given what he knows at that moment, or which contradict one another)” (ibid.). In short, these are the very same data sources and analytical steps that make up any good qualitative study. Finally, in addition to identifying interpretive communities and how they understand a particular policy, Yanow suggests some interesting other foci of analysis that open up windows on public policy. These are the analysis of metaphors, of policy categories (the contradictions and ambiguities that reveal the hidden assumptions behind the way a particular policy carves up the world), the analysis of policy artifacts (particularly buildings), policy programs (by which Yanow, going by her text, seems to mean policy instruments), and of policy rituals.

Yanow’s version of interpretive policy analysis, as expounded in her two books and various articles, pairs clarity of exposition to practicality in its presentation of how to go about doing it. Yet it also suffers from two problems: (1) a tendency to reify meaning, and a concomitant instrumental notion of the stance of the interpretive analyst’ and (2) the absence of conflict and power in her analytic scheme.

Yanow’s version of interpretive policy analysis suffers from what is sometimes called “meaning realism.” Meaning realism is the view that “meanings are fixed entities that can be discovered and that exist independent of the interpreter” (Schwandt 2000). Meaning realism is a feature of those versions of hermeneutic analysis that aim at exegesis, the elucidation of the meaning of texts. The method of exegesis revolves around two related premises: (1) the interpreter and the object of interpretation are distinct, and (2) the first is not involved with the latter. The second premise must be taken in an epistemological way. The analyst is not necessarily emotionally uninvolved, but he is, or more precisely, he must always remain external to and unaffected by the act of interpretation (Schwandt 2000). To get the interpretive analysis started, the analyst not only has to project an a priori, and in practice more or less distinct and monolithic, “meaning” in the world, the exact nature of which is to be discerned by the analyst, but simultaneously, the analyst has to place himself outside the process of meaning-making (despite protestations that the analyst is part of the world that he analyzes) to function as an Archimedean point. The analyst gains knowledge about an object
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The meaning of human action, and the (implicit) implication is that there is one right meaning to be discovered out there. Meaning is objectified.

It is at this point in particular that Yanow’s text-analogy is significant. She introduces the claim that policies can be seen as texts not to elucidate a decentered, relational system of meaning-formation (such as is common in poststructuralist and deliberative approaches to interpretation. See the respective chapters in this book.), but to set out her exegetic approach to interpretation. The meaning of the policy as a “text analogue” is then “read” by the various constituencies and the analyst. In fact, it is the task of the analyst to “clarify” meanings, while remaining aloof from the interactions between actors by which meaning is established (Yanow 2000, 17–18). This puts Yanow squarely in the hermeneutical-essentialist tradition of finding the true meaning of texts, as some relation of correspondence between some fixed meaning “out there” and its representation by the analyst. Differently put, her aim is not to explore the internal relations (consonances and differences) between the elements of her policy system, and so to infer meaning, more or less a la Geertz, but to read the meaning that is somehow residing in the policy (Yanow 2000, 19). And although Yanow’s “reading” is methodologically sophisticated, this doesn’t detract from the point that meaning is pulled from the slice of social reality as a rabbit out of a hat. To quote Schwandt once again: “Thus, in interpretive traditions, the interpreter objectifies (i.e., stands over and against) that which is to be interpreted. And, in that sense, the interpreter remains unaffected by and external to the interpretive process” (2000, 195). This is a problem that affects most hermeneutically oriented approaches to interpretive policy analysis.

Second, and related to the preceding point, in Yanow’s version of interpretive analysis there is little room for ambiguity, indeterminacy, power, and conflict. In general, for policy analysis to be appropriate to its intended use, it must be consonant with its political setting. This is not a “secondary consideration,” as Dryzek rightly points out, for policy analysis differs from pure social science in that it is intended to be used in practical political settings. Thus, “social science may fail as policy analysis as it fails to address its political setting” (Dryzek 1982, 310). And as countless analysts have pointed out, that setting is characterized by interaction, power play, structural inequality, deep complexity, indeterminacy, dispersed decision making, lack of trust among actors, value pluralism, and a fundamental orientation to practice (Bohman 1996; Dryzek 1982, 1990; Forester 1999; Hajer and Wagenaar 2003b; Stone 1997; Wagenaar and Cook 2003). Very little of this resonates in Yanow’s version of interpretive analysis. At best, she is willing to “map” the various meanings that populate the particular policy landscape that is the object of analysis. For a more direct rendering of the typical characteristics of the setting of policy analysis, we need to turn to such approaches as frame analysis, poststructuralism, and deliberative policy analysis.

3.2 MARK BEVIR AND ROD RHODES: INTERPRETING BRITISH GOVERNANCE

Bevir and Rhodes’ approach to interpretive political analysis distinguishes itself from Yanow’s approach in that it attempts to supply to interpretation a deeper philosophical context. Toward this end, it centers on three concepts: tradition, dilemma, and decenteredness. In their main text Interpreting British Governance (Bevir and Rhodes 2003), the authors argue the case for interpretation in political science by stating two key assumptions: (1) people act on their beliefs and preferences, and (2) we cannot infer people’s beliefs from objective facts about them (such as income level) or general assumptions (such as the rationality of human actors) (2003, 19). Taken together these two premises lead to the conclusion that we cannot get around interpretation in political science. Bevir and Rhodes’ version of interpretive analysis is sophisticated in that it shows awareness of the strengths and weaknesses of a large chunk of the family of interpretive approaches. In fact, it explicitly announces itself as providing a “third way” between hermeneutics and poststructuralism that, although indebted to both traditions, attempts to avoid some of the problems that the authors...
ascribe to both of them. In particular, Bevir and Rhodes are sympathetic to the decentered approach of poststructuralists such as Foucault, who see meaning as emerging from an almost randomly thrown together assemblage of practices, beliefs, and meanings that make the very existence of certain social categories possible. To understand a social object or a particular behavior is to interpret it in the wider discourse that makes that object of behavior possible (2003, 23). On the other hand, they reject the poststructuralists’ hostility toward the role of human agency in social affairs, which makes these approaches “come dangerously close to denying any scope to the subject and reason” (2003, 43). Hermeneutic interpretivism departs from an epistemologically dubious subjectivity and essentialism (the all-knowledgeable, autonomous subjects who “think and act according solely to their own reasons and commands” (2003, 32), so that this approach can “come dangerously close to embodying an analysis of the subject as autonomous and an analysis of reason as pure and universal” (ibid.).

Bevir and Rhodes introduce the concept of “tradition” to balance agency and determinism in understanding intention and meaning in the world of politics. As they state:

(A) rejection of autonomy need not entail a rejection of agency. To deny that subjects can escape from all social influences is not to deny that they can act creatively for reasons that make sense to them. On the contrary, we must allow for agency if only because we cannot separate and distinguish beliefs and actions by reference to their social context alone. Different people adopt different beliefs and perform different actions against the background of the same social structure. Thus, there must be a space on social contexts where individual subjects decide what beliefs to hold and what actions to perform for their own reasons. . . . This view of agency suggests that we see social context not as episteme, languages or discourses, but as traditions. The concepts of episteme, language and discourse typically invoke social structures that fix individual acts and exist independently of them. In contrast the notion of tradition implies that the relevant social context is one in which subjects are born, which then acts as the background to their beliefs and actions without fixing them. Traditions allow for the possibility of subjects adapting, developing and even rejecting much of their heritage. (2003, 32)

Bevir and Rhodes take pains not to reify tradition. Traditions are not immovable superstructures with an inexorable inner logic that determine people’s beliefs and actions. Traditions are not cultural prisons. Rather, traditions are an “initial influence” on people that “colors their later actions.” Whenever the situation calls for it, people may feel the need to alter traditions. Traditions are “contingent products of the way in which people develop specific beliefs, preferences and actions” (2003, 34). Traditions emerge from “local reasoning” and “micro-practices” (2003, 35). It is here that Bevir and Rhodes stake out the middle position between hermeneutics and poststructuralism. On the one hand: “We have to redefine tradition in a nonessentialist, decentered manner to aid any lingering sense of objective reason.” On the other hand: “While a rejection of the autonomous subject prevents a belief in a neutral or universal reason, the fact of agency enables us to accept local reasoning in a way that Foucault often seems reluctant to do” (2003, 35).

How do traditions change? They change because actors struggle with dilemmas. Sticking to their nonessentialist program, the authors emphasize that dilemmas are not hardwired into reality. Dilemmas may arise from people’s experiences, but this need not be the case. “Dilemmas can arise from both theoretical and moral reflection and from experiences of worldly pressures” (2003, 36). The point is that traditions and dilemmas are both defined in a decentered way. Traditions, dilemmas, and local practices are mutually constitutive: “Because people confront these dilemmas in diverse traditions, there arises a political contest over what constitutes the nature of the failings and what should be done about them” (2003, 64). Bevir and Rhodes’ version of interpretivism thus hinges on a decentered approach to the study of political phenomena. Basic categories such as policy institu-
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Interpretations, problems, programs, networks, or governance, are not pre-given, but should be explained as the contingent products of actors’ ongoing actions, struggles, and negotiations. They summarize their decentered version of interpretivism by commenting on the concept of policy networks: “We build change into the heart of our account of networks by exploring how individual actors respond to dilemmas to reinterpret and reconstruct practices and the traditions they embody” (2003, 71).

Methodologically, Bevir and Rhodes propagate the microsociological approach that Geertz argued for. Decentered studies of political phenomena require that we “build a multifaceted picture of how the several actors understand and construct” the phenomenon. We should not expect to find one overarching truth, but rather, as Yanow also noted, a fundamentally pluralistic world; a world made up of “narratives about how ( . . . ) people understand what they are doing in networks, where these understandings usually both overlap and conflict with one another” (2003, 66).

In its nonfoundational understanding of meaning, and in its emphasis on the micro-analysis of the beliefs and actions of all actors who are involved with a particular policy sector, this approach attempts to steer free from the meaning realism of more exegetically minded forms of hermeneutic analysis. And with its singular focus on actors’ struggles with and over policy dilemmas and unintended consequences, it is consonant with the complex, contested world of public policy. Yet, it suffers from the problem that it is not always clear what the epistemic status of traditions is. On the one hand, traditions are observer-independent entities, or phenomena, out there in the world that form the object of study. (“Traditions are contingent products of the ways in which people develop specific beliefs, preferences and actions” (Bevir and Rhodes 2003, 34)). On the other, they are described as analytical categories that serve as an explanatory tool that is specifically tailored to the goals of the analyst. (“Political scientists construct traditions in ways appropriate to explaining the particular sets of beliefs and actions in which they are interested” (2003, 33)). In their examples, the authors vacillate between both. Their analysis of Thatcherism, for example, is mostly a categorization of the different understandings of the academic literature on the Thatcher reforms organized according to the four well-known, but preconceived political traditions in Britain (liberal, Tory, Whig, and socialist). The four “narratives” are not based on any empirical inquiry into the way the Thatcher reforms were experienced by local administrators, professionals at public service agencies, or residents in public housing projects. Their analysis of the reforms by New Labor, however, trace the tortuous emergence of joined-up government as the result of labor officials struggling with a series of political dilemmas, policy problems, and the unintended consequences of Thatcherite reforms.

4 CONCLUDING REMARKS:
POLICY INTERPRETATION, GOVERNANCE, AND DEMOCRACY

To what extent has interpretive policy analysis succeeded in becoming a viable alternative to institutionalized empiricist policy analysis? The answer must be guarded and qualified. As a theoretical endeavor, as manifested by the number and sophistication of the articles, books, and conferences that are devoted to one or another form of interpretive policy analysis, it is by now a blossoming branch of the academic discipline of policy studies. Most scholars working in this tradition no longer have much trouble in getting their work published, even in the mainstream policy and public administration journals. Certain books, such as Fischer and Forester’s The Argumentative Turn in Policy Analysis and Planning (1993), or Deborah Stone’s Policy Paradox (1997), have found their way into undergraduate policy curricula. And both the American Political Science Association and its European counterpart, the European Consortium of Political Research regularly devote space in their conferences to interpretive approaches to the policy sciences.

In the professional field the picture is less clear. If we restrict the interpretive approach to qualitative research, then the interpretive turn is resounding success, certainly in Europe. Much applied policy research is qualitative, generally following the format of a short case study, followed
by some conclusions and recommendations. However, it must be feared that a lot of this work is what Glaser and Strauss despairingly call “opportunistic,” with “tacked-on conclusions” (and ditto recommendations, one should add), and with little guarantee of the quality of the interviewing and data-analysis. Solid studies that, for example, shed light on the implementation of a policy initiative by inquiring into interpretive communities and the language and artifacts of a policy program (Yanow 2000), or that map stubborn policy controversies (Rein 1983) are much harder to find within government agencies and for-profit think tanks. In this sense, it must be feared that the lack of relevance that has been ascribed to empiricist policy analysis (Fischer 2003; Rein 1976) has not been alleviated by a shift to quick-and-dirty qualitative research. In practical professional terms, in these instances the interpretive turn amounts to not much more than “interpretation-lite.”

Yet, this is not all that there is to it. Interpretive policy analysis, rooted in a different understanding of what amounts to valid and justified knowledge of the social world, has always held out a different conception of democracy; a different understanding of the role of experts and citizens in the organization of democratic policy making. Interpretive social science, with its focus of making the meaning of actions transparent—both one’s own and those of others—is seen to increase the possibility of increased communication between different groups in society (Fay 1975, 80; Geertz 1973, 24). With hindsight, this promise of enlightenment and the subsequent increase of communication in a pluralistic society was overly optimistic. In a complex, conflicting world with deep, structural inequalities of power and access to essential resources, there is little chance that constructive communication spontaneously increases when competing groups are informed about the meaning that a particular government action has for different groups (Bohman 1996). For that to happen, more conditions have to be fulfilled, and it is precisely along these lines that interpretive approaches have made their greatest inroads in the last two decades.

Looking back, what has become clear is that policy analysis has not changed policy making, but instead that changes in policy making have created the possibilities, and in many cases the necessity, for allowing interpretive inquiry into policy analysis. Spurred by the emergence of what has become known as the network society, policy is increasingly made in complex, more or less autonomous networks of governmental and societal actors, often blurring the boundaries between the traditional levels of government (Pierre 2000; Rhodes 1996). Participants in these networks, realizing their mutual dependency in getting things done, have to find ways to collaborate—even in the face of conflicting interests and values. In addition, due to the technical and social complexity of various policy fields, government actors increasingly run into the limits of hierarchical-instrumental policy styles (Hajer and Wagenaar 2003a). The usual strategies to deal with policy complexity—such as disaggregating a complex problem in its constituent parts to solve the problem piecemeal, step by step, or to design a systems model of the problem—are extensions of instrumental rationality. In actual practice they fall short of solving the problem because they are unable to capture the dynamic interaction between the parts that is the hallmark of complexity (Urry 2003). For this reason Dryzek suggests that only nonreductionist strategies, in particular the collaboration of a wide range of participants in a communicatively rational way, will be able to deal with policy complexity (Dryzek 1990).

In many advanced liberal democracies, this situation has led to efforts to involve those affected by policy initiatives in governing through interactive policy making or coproduction. Although initially these experiments in governance were often dominated by administrators, and amounted to little more than elaborate consultation models, increasingly nongovernment actors are given genuine decision power, leading to collaborative policy making (Innes and Booher 2003), empowered participatory governance (Fung and Wright 2003), and deliberative planning (Forester 1999; Healy 1997). In this changing and fragmented policy landscape where policy is often made outside official hierarchical channels, and with actors who were, until recently, removed from any decision-making power, the consonance between an interpretive epistemology, communicative rationality, and a participative, deliberative mode of democracy, has the chance to achieve greater institutional
expression. In this way, policy analysis seems to return to Lasswell’s ideal of a policy science of democracy. In the “contextual orientation” that is the heart of Lasswell’s vision, policy analysis was always to include the knowledge and judgments of citizens in the solution of collective problems. Articulating and grasping meaning is a central part of this endeavor, because meaning making, as Hajer and Wagenaar conclude (Hajer and Wagenaar 2003a), although ambiguous and open-ended, is remarkably well adapted to the inconsistencies and contradictions that are characteristic of the pluralistic, complex, and indeterminate everyday policy world; where rationality is no longer seen as the efficient achievement of predetermined goals, but rather as the difficult task of trying to imagine the other’s perspective through a process of open, reciprocal, and respectful communication.

NOTES

1. In the philosophy of science literature a distinction is often made between “explanation” and “understanding.” The term “explanation” is used for causal explanation in the natural sciences, and “understanding” for a different kind of explanation in the humanities or “Geisteswissenschaften.” The difference is sometimes said to reside in the fact that understanding has a certain psychological ring to it. Methodologically, this implies that understanding requires empathy, or the “re-creation in the mind of the scholar of the mental atmosphere, the thoughts and feelings and motivations, of the objects of his study” (von Wright 1971, 6). Hermeneutic philosophy, the branch of philosophy that takes the interpretation of the meaning of language as its entrance into grasping the world of human affairs, also rests on the same distinction between (causal) explanation and (interpretive) understanding. However, it considers the latter not as a psychological but as a language-oriented, semantic category. The empathic and the language-based version of understanding have in common that they see it as a distinct, *sui generis*, form of obtaining knowledge about the world that derives its special character from the nature of its object, namely human action. In this chapter I tend to steer clear from the debates and controversies that surround the alleged distinction between explanation and understanding. Instead I use the word “explanation” to refer both to causal and intentional explanation (Elster 1983; von Wright, 1971).

2. “The whole point of a commissive is to commit the speaker to a certain course of action. Examples are: promise, covenant, contract, undertake, bind myself, give my word, am determined to, intend, declare my intention, mean to. . . . (etc.)” (J. L. Austin, in Coulter, 1979, 163).

3. Postructuralism in policy analysis encompasses a variety of approaches such as narrative analysis, Foucauldian genealogical analysis, governmentality, and discourse analysis, with different methodological emphases and varying substantive interest. They have in common that they consider meaning not as residing in the external world (in which meanings could be “read” by an observer, and in which language would be an expression of this external meaning), but as immanent to language systems. Meaning is in the *relation* between elements. (Howarth, 2000) Where poststructuralism differs from structuralism is that it situates the interplay of symbols in a wider context of language and action that informs the meanings thus derived. The assumption is that semantic meaning—and in its wake, institutional and personal identity—derives from the interplay of the elements of the symbolic system in relation to the wider world—itself a structure of symbols. Differently put, poststructural approaches share the insight that language is *constitutive* of social reality.
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Context-Sensitive Policy Methods

Susan E. Clarke

I. WHY CONTEXT-SENSITIVE POLICY METHODS?

Talking about “context-sensitive policy methods” seems an awkward and unnecessarily cumbersome way to characterize policy research. Why not just refer to qualitative methods or even post-positive orientations to distinguish contextual policy approaches from conventional policy analysis strategies? Context-sensitive policy methods share some, but not all, of the assumptions of qualitative and post-positive approaches. Most importantly, context-sensitive methods highlight policy research tools and analytic strategies that allow more systematic and rigorous research in situations where variations in context and setting are important aspects of data observations. Where data is not obvious or not easily available, both data collection tools and analysis procedures must be sensitive to the contextual specificity of the information and measurements in play.

Policy researchers often—but not always—deal with policy problems where variations in context and setting are important elements to be retained in data collection and analysis. More conventional variable-wise strategies often divorce the observations from their context in order to meet assumptions of independence for testing purposes. As a result the meaning of the observation also disappears. Contextual approaches redress this through use of analytic tools and strategies that do not rely on these conventional assumptions. Context is a critical explanatory element, not a residual category in context-sensitive research (Maxwell 2004). This chapter makes the case for context-sensitive policy research methods, describes some tools that support this approach, and identifies some of the issues raised by context-sensitive policy research.

A. CONFRONTING DUALISMS

Weimer (1999) characterizes the stance of many policy researchers in saying that, as a policy analyst, he is willing to “embrace any method that can potentially help me give better advice.” The argument here is that contextually-sensitive methods—whether they be quantitative or qualitative—are likely to generate better advice because their findings and inferences are interpretable—that is, can be plausibly defended (Collier, Brady, and Seawright 2004, 238). In addition, they are accessible and knowable to policy makers and citizens because the case-oriented tools retain the contextual features that give the observation meaning and emphasize the processes that connect events and factors to outcomes. Methods sensitive to context, therefore, contribute to valid inferences as well as increase the potential impact of policy research on policymaking.

To move toward context-sensitive policy research, rejecting, or at least sidestepping, the dualism of quantitative and qualitative methods is an important first step. Although the rhetoric in some disciplines and many departments continues to reify this purported research divide, only the most primitive form of empiricism or positivism continues to assume such stark differences (see Brower et al. 2000; Miles and Huberman 1994). The most influential book on social science research in the
last few decades, King, Keohane, and Verba’s *Designing Social Inquiry* (1994) explicitly rejects this dualism. Brady and Collier’s (2004) path-breaking *Rethinking Social Inquiry* now pushes this debate further by claiming these methods share a similar epistemological foundation, share similar inferential challenges stemming from their reliance on observational data, but employ diverse tools in their analyses and approach these challenges in different ways (Brady, Collier, and Seawright 2004, 11). Their call for developing shared standards for social science research underscores the need to more systematically document both the diverse tools and often implicit standards used in different research traditions.

1. The Quantitative Methods Template

This dualism is grounded in the distinctive attributes associated with these research approaches. Briefly, using quantitative methods allows the researcher to make inferences and possibly predictions about the generalizability of their findings to a larger population. To do so requires a probability sampling strategy that will allow such generalizations and a large enough number of cases to permit statistical analyses with a narrow margin of error. Researchers often approach their experimental or correlational projects armed with research designs testing theories and hypotheses generated by other scholars; both the cases and the populations are given (Ragin 2004). These assumptions and procedures encourage the researcher to choose falsifiable research questions, to rely on precise quantitative measures (especially interval or ratio-level measures), to test alternative hypotheses with statistical tools, to seek outcomes or dependent variables with sufficient variation across cases, to focus on the discrete variables “explaining” the greatest amount of variation in the dependent variable, and to set aside outliers that don’t fit the most parsimonious explanations (see Ragin 2004; Maxwell 2004). Causation is inferred through correlations of variations in independent and dependent variables rather than through direct observation. Most researchers using these methods see their findings as amenable to replication by other researchers and as contributions to testing and building a larger body of theory.

2. The Qualitative Methods Template

Qualitative research is, unfortunately, often defined in terms of the absence of these features of quantitative research. As an inductive research strategy, qualitative research does not necessarily rely on hypotheses and theory. An emphasis on “thick analysis” is one of the most distinctive features of qualitative research. This entails direct observation to gain detailed knowledge about a case in order to understand the meaning of the behaviors observed to the actors involved. Trying to understand “how” things happen, what the “facts” mean is a key goal and such understandings can only be developed through observing particular settings. As a result, researchers focus on a small number of cases that are theoretically or substantively important; these cases may indeed change in the process of research (Ragin 2004). Large N studies are not feasible since detailed knowledge of each case is less possible and less important in such approaches.

Making causal inferences is not necessarily the goal of all qualitative researchers. Indeed testing theory and linking findings to broader theories often appears sacrificed to the “unique” character of the particular case (Blee 2004). To some extent, qualitative researchers seem to be collecting and analyzing data simultaneously, rather than the more sequenced procedures of more quantitative research. Sampling is seemingly erratic and unstructured and theory-testing is not always a high priority. The focus often is on the processes linking events (Maxwell 2004); this emphasis
on process and causal mechanisms constitutes a distinctive approach to explanation and causality (Maxwell 2004).

In order to build theory, qualitative researchers find it essential to remain open to all the possible factors that might be important in the research setting rather than an a priori list of factors to investigate. These attributes are especially likely to characterize more ethnographic approaches which emphasize the importance of “letting the data speak for themselves” rather than constraining it with preconceived frameworks and categories (see Bayard de Volo and Schatz 2004). Overall, as Bashi (2004) points out, qualitative researchers put a premium on the virtue of avoiding “control” of all the factors that quantitative researchers see as important—the subjects, the research protocols, the relationship of the researcher and the respondent, and the context itself. They emphasize that the researcher is constructing knowledge or data, not relying on some package of assembled data. The fluidity and unstructured nature of these processes make qualitative research methods appear “nearly antithetical to the scientific method influenced by a longstanding positivist tradition” (Bashi, V., 2004; see also, Flick 2002).

B. WHICH TEMPLATE BEST GUIDES RESEARCH?

NSF’s recent workshop on qualitative methods characterized many of the “best practices” for qualitative research as systematic and rigorous approaches that can document the reliability and validity of their findings (NSF 2004; Blee 2004). They also emphasized the importance of using research questions rather than descriptive goals to frame the research as well as designing a sampling and analytic framework allowing exploring alternative explanations, even if these change during the course of research (Blee 2004). Validity issues, often the bane of qualitative research, should be continuously assessed. Nevertheless, the major assets of qualitative research—the emergence of nonparsimonious explanations and stories, the contextual focus, the information of respondent’s perceptions, the long-term engagement of the researcher—are to be highlighted (Bless 2004, 56).

To many, the NSF report sounded like a set of mixed messages. Neither data nor methods are inherently quantitative or qualitative. Social science research overwhelming draws on observational data—data that is amenable to analysis through any number of techniques, often both quantitatively or qualitatively. This is especially so for documents, interviews, and text—there is nothing about this “data” that is obviously quantitative or qualitative. Even naturalistic observations can be coded and analyzed with quantitative methods although the researcher may well complain that doing so robs the “data” of the meanings so laboriously collected. Similarly, characterizing some analysis strategies as more obviously qualitative or quantitative is open to challenge. Positivism does not encompass only quantitative research (Weimer 1999). And as Lin (1998) points out, there are many different approaches under the umbrella of “qualitative methods.” In addition to the more interpretivist views noted above, qualitative researchers also engage in tracking processes that appear to lead consistently to one set of outcomes rather than another, in determining which characteristics are—and are not—typically associated with certain policy problems, and in mapping patterns across settings and actors (see NSF 2004).

These are different modes of inquiry although perhaps more similar than some adherents are willing to admit (Brady and Collier 2004). The more effective research approach is likely to draw on the strengths of both traditions in a multi-method strategy rather than “improving” qualitative research with a template derived from a narrow quantitative approach. More specifically, policy researchers are better served by developing and documenting the diverse array of tools that meet their needs rather than feeling pushed into either the quantitative or qualitative camp. The question then is what is it about policy analysis that makes neither qualitative nor quantitative methods the obvious research template?
C. DOES POLICY RESEARCH REQUIRE A DISTINCTIVE CONTEXT-SENSITIVE TEMPLATE?

Most policy researchers are problem-oriented rather than concerned with theory development. Theory development is not an irrelevant concern but often a secondary one. Unless the analyst is concerned with evaluating the impact of a program (see Geva-May and Pal 1999), the focus tends to be on a set of problems in distinctive settings. This usually engenders a smaller number of cases to study since the researcher is looking at the whole case rather than extracting variables from each for analysis. Falsification is not a relevant criterion for designing the research question; rather, the research question is about the problem itself. Some qualitative researchers would reject the notion that reliability and validity are the appropriate primary criteria for evaluating qualitative research. Policy researchers rarely can afford that stance, however, although many would agree that these criteria need to be adapted for qualitative or contextual research (Weitzman 2004, 1999). Parsimony is less important than gaining a full and accurate understanding of the trends and conditions contributing to the problem and understanding the likely impacts of alternative solutions. Policy researchers are less likely to see data in terms of theory testing or building but they are also not likely to “let the data speak for themselves” either. Finally, one of the most important departures from conventional analyses is the need in context-sensitive research to abandon the assumption that variables or factors operate—and thus can be analyzed—individually. Instead, policy researchers are acutely aware of the interdependence and complexity of the problems they are involved in.2

Context-sensitive policy researchers are more likely to be interested in understanding causal mechanisms than in searching for causal relationships (Lin 1998). Yet this is not to argue that causal explanations are not possible in more qualitative and contextual research: Miles and Huberman (1984) argue that field research is better than quantitative methods in developing understandings of what they call “local causality”—the causal mechanisms—while Maxwell (2004) details a number of process-oriented approaches that can rule out alternative explanations in developing a causal argument.

An interest in context in itself does not necessarily distinguish quantitative and qualitative approaches. Some researchers might argue that context is an interaction term and can be incorporated in more conventional regression analyses. As Collier, Seawright, and Brady (NSF) note, such practices have become increasingly common in regression analyses: they cite Franzese’s study (2003, 21) reporting that between 1996 and 2001, interaction terms have been used in 25 percent of the quantitative articles in major political science journals.” Although this may well encourage further multi-method analyses, interaction terms are not appropriate surrogates for the contextual effects important to policy researchers. They tell little about the processes that contribute to the problems and potential solutions of interest to policy analysts.

To meet the problem-oriented needs of policy researcher, to allow for interdependent configurations and processes, to truly understand contextual effects, it is necessary to work with tools that do not separate the observation and the context. This generally requires case-wise rather than variable-wise analysis. This also affects both how the researcher collects and analyzes the data. In a word, it requires a research template featuring context-sensitive tools.

II. CONTEXT-SENSITIVE TOOLS FOR CONSTRUCTING AND COLLECTING DATA

While policy researchers can identify a number of factors that distinguish their methodological needs from those of more conventional qualitative and quantitative researchers, one of the most important issues is their very direct involvement in the data collection and analysis process. Although it is disingenuous to assume that problem selection, data collection, and data analysis in more conventional approaches is not vulnerable to researcher bias, it is nevertheless important to
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recognize that the close engagement of policy researchers with respondents makes the issue more visible. This also makes the need for reflectivity especially significant. This is standard practice in most policy analysis protocols; it is emphasized particularly in Lasswell’s policy sciences approach where researchers devote significant resources to locating their own values and perspectives relative to the problem being analyzed.

In its recent report, NSF (2004) recommends that any researchers working with qualitative methods assess the “possible impact of the researcher’s presence and biography” at every step of the research process. While there is no reason not to extend this admonition to all researchers (witness the unquestioned decades of NSF-sponsored research on gender-less political behavior), the potential for bias is seen as especially acute when researchers are present during the data collection process.

A. CONSTRUCTING AND COLLECTING POLICY-RELEVANT DATA

But most policy researchers have little recourse to constructing their own data. To the extent they are problem-oriented, they generally are dealing with a specific problem in a particular setting. With luck, there will be data available on the trends and conditions contributing to the problem but it is up to the researcher to gain a better understanding of the problem from the perspective of those involved with it and affected by it. Collecting and constructing data about these perceptions and contextual factors is the task.

In contrast to more qualitative research, policy researchers are more likely to begin with a relatively “structured data collection plan.” That is, as the researcher becomes oriented to the problem, some types of data collection become obvious and can be planned in advance. Other data, admittedly, may be identified during the research process but this is a strength of contextual research, not a flaw in research design. Few policy researchers face such questions as “what are my cases” or “what are their relevant features” as may be the case in qualitative research (NSF 2004). Most begin with an analytic framework that helps them select the cases and identify the factors to take into consideration in their research. These frameworks are relatively straightforward and convergent; the most distinctive is the policy science’s emphasis on problem orientation, decision processes, and mapping. All these frameworks emphasize a series of categories and features to take into account, not to impose a priori constraints on the researcher but to overcome the bounded rationality limiting every researcher.

B. Q-METHODOLOGY

Given the task of understanding perceptions about policy problems and the context in which these occur, it is not surprising to rely on interview methods. There is a long and honorable tradition in the social sciences of gaining observational data through interviewing those directly involved in the situation being researched (see Leech 2002; also, Beamer 2002; Lieberman 2004; Maestas 2003; Morgan 1996; Murphy 1980; Sturges and Hanrahan 2004; Stroh 2000; Roulston et al. 2003). This is also the point at which researchers are most vulnerable to charges of bias. To overcome some of these concerns, alternative interview techniques allow the interviewer to collect information without imposing her values and biases on the process. Indeed, it is possible to argue these strategies are less vulnerable to researcher bias than the categories and closed-ended options imposed on respondents in survey research.

One of the more innovative interview strategies involves Q-methodology, a tool in use for over 50 years in business and management, psychological, and planning research but less well known to policy researchers. Its advocates see it as an empirical tool for charting subjective perceptions,
preferences and values. The objective is not to create causal arguments based on individual actions and choices but to work with a “subject-centered” perspective. Indeed, it was referred to as the foundation for “a science of subjectivity” by its founder (Stephenson 1953) because it relies on the self-reference of the respondent and depicts the world as experienced from their point of view. The assumption is that these internal frames of reference have a structure and form that can be made manifest and comparable by using the same formal interview instrument across respondents (Brown 1980). Q-methodology allows each respondent—rather than the researcher—to model their own views about an issue in terms of their intensity. At the end of each interview, the researcher has the respondent’s unique schematic configuration of ideas, beliefs, and opinions that can then be compared with the similarly unique configurations of other respondents to identify areas of agreement, overlap, and potential conflict.

1. Doing Q

While the core activity is an interview with those seen as holding a representative range of views and understandings of a problem (usually 25–30), the interview tool is distinctive. In becoming oriented to the problem and the different values and interests potentially in conflict, the researcher constructs a matrix or factorial design of the dimensions most important to explore with the participants. This matrix often is based on a theoretical or analytical framework and is specific to the problem being analyzed. One axis usually includes dimensions of the problem under study while the other axis of the matrix often includes the policy attributes considered especially salient for this issue. This could include, for example, the different aspects of problem orientation—the goals, the varying views on the trends and conditions contributing to the problem, possible alternative solutions, and projections of future conditions.

Here is where Q-methodology diverges from traditional interviewing (see Brown 1980; Durning 1999). Rather than asking the respondent their views on each of these dimensions, the researcher devises statements for each cell by drawing on newspaper accounts, reports, expert interviews, and other sources of information. In each cell, the researcher puts two to three items that reflect the intersect forming that cell, e.g., policy goals about growth. These include positively as well as negatively constructed statements; developing unambiguous statements is as important in Q research as in survey research. This is not a standard “sample” of statements but one that is broadly representative of the discourse on the topic being analyzed. This usually means around 40–60 statements distributed across the cells. After pre-testing the statements, the researcher randomly numbers each statement and puts each statement on a 3×5 card—this deck of cards constitutes the Q sort.

In meeting with each of the purposively selected participants, the researcher sets out a strip of paper with 0 in the middle and a continuum of ± on each end up to +5 and −5. These represent the extent to which the participant agrees or disagrees with each statement. The respondent is asked to rank the statements relative to each other by placing the cards across the continuum, putting those she is uncertain of on the 0 position but encouraged to distribute the others in a normal distribution. This allows the respondent to model their own point of view by sorting and “bundling” their values, beliefs, and ideas in ways that reflect both the direction and the intensity of their overall belief structure. At the end of the session, the researcher records the distribution of statements in each cell. Both cases and items can be analyzed; for policy purposes, cluster analysis is often the most useful analytic tool because it retains the case while mapping belief structures systematically and reliably across cases in terms of those who sorted their statements in similar or dissimilar ways. Essentially, people are correlated across a sample of statements (Durning 1999).

What are the advantages of this seemingly odd procedure? The primary advantage is that this method takes the self-referential perspective of the respondent seriously (Durning 1999).
is especially important in exploring values, preferences and other views not easily articulated or anticipated (Durning and Osuna 1994; Steelman and Maguire 1999). These bundles of statements often reveal unexpected juxtapositions of interests and values, in many cases indicating common ground in a policy conflict where none was anticipated. Clarke and Moss (1990), for example, found that housing needs provided common ground among environmentalists, social service providers, and developers in Boulder, Colorado. In addition, Q is often appealing and engaging to participants, especially those elites fatigued by conventional interview tools and too likely to give canned responses to easily anticipated questions. The potential reduction of interviewer bias also is often cited as an advantage of using Q over other techniques. The interviewer is present but more distant from the interview “process” than in phone or mail surveys or other conventional interview settings; thus the pressure to give the socially desired response is lessened.

For the researcher, the matrix provides the researcher with a direction for initial analysis by illustrating the areas and dimensions with greatest convergence, divergence, intensity, and so on. Thus Q method does not remove bias but certainly limits it (Robbins and Krueger 2000). To Durning (1999, 403), it holds the promise of “subtly subverting the premises of positivist policy analysis” by providing “procedures for the empirical study of human subjectivity.” Q also contributes to discursive democracy, according to Dryzck (1990; see also Steelman and Maguire, 1999), by acknowledging the analyst and the respondents as active participants in the research process.

Being a nonrandom sample, it is not possible to make inferences about the findings or to generalize beyond the relatively small number of cases. But the goal is often to understand viewpoints within a particular group, such as agency officials or citizens involved in disputes (e.g., Steelman and Maguire 1999). Q provides contextually-sensitive quantitative data in settings where usually only qualitative data exists (Brown 1980), and is amenable to replication (see Durning 1999). In doing so, it can give the policy researcher an invaluable means of understanding complex views on complex problems, insights that are often “unavailable through other methods” (Durning 1999).

B. **RAPID ETHNOGRAPHIC ASSESSMENT PROCEDURE (REAP)**

Using a Rapid Ethnographic Assessment Procedure (REAP) is another data collection technique helpful in context-sensitive policy research, particularly when time and money are limited. REAP is a tool brought to more developed societies from policy research on public health (Rapid Assessment Procedures), poverty (Participatory Wealth Ranking), and agricultural issues (Rapid Rural Appraisal) in less developed areas. In the United States this tool is increasingly used for societal impact assessments, community needs assessments, and cultural resource management issues (Low et al. 2005). Less structured than Q method, REAP relies on triangulation and iteration to strengthen the validity and reliability of the findings. As Low and her colleagues point out (2005, 664), “the semi-structured interview, expert interview, and the community focus group, are the characteristic elements of a triangulated methodology.” Participants are not chosen through formal sampling techniques so the generalizability is low but the accuracy in characterizing situations, attitudes, and values is high. Less than 100 interviews are often sufficient, given the time frame involved. With an often multidisciplinary team rather than an individual researcher in the field, different data collection elements can unfold simultaneously with frequent and intense interaction among team members. Similar to more qualitative approaches, as the new data comes in and the findings are reevaluated, it is possible that new research questions emerge in the process of the research project. Given the rapid pace—often a four month or less time frame—of the data collection and the multiple researchers, construct validity can also be an issue. Low et al suggest that triangulation and the multidisciplinary nature of the research teams can correct these problems and mitigate concerns with internal validity.
REAP data is analyzed by collaborative exchanges on themes emerging from the multiple data collection projects. These themes are used to develop more detailed coding schema for the transcribed field notes and interview materials. While these are amenable to more quantitative analyses, the priority is on retaining the contextual detail in each case.

C. INTRODUCING INTENSIVE AND CONTEXTUAL DIMENSIONS TO SURVEY RESEARCH

Satterfield (2004) argues that the intensive and contextual aspects of qualitative research methods can be incorporated into telephone survey research by using CADI (Computer Aided Design Instrument) systems. These systems allow a programmed sequence of questions to be created in which the queries, contingent on each respondent’s previous response, resemble a conversation rather than the flat responses generated by conventional surveys. Such “pathway surveys” (Satterfield and Gregory 1998; Gregory et al. 1997) map participant perceptions of complex policy decisions as well as their accounts of how they move from their goals and values to actual decision choices. As Satterfield points out, these “linked question sets” can be used to trace the reasoning processes that lead participants down one decision pathway and not another. The survey design incorporates the major pathways and opinion streams identified in pre-survey interviews. Although many potential decision pathways can be incorporated in the survey instrument, most responses tend to cluster around a few key pathways (Satterfield and Gregory 1998). Advocates see pathway studies as taking standard survey methods to a more subtle and nuanced level; from a contextual perspective, they support mapping participants’ subjective perceptions, perspectives, and values about complex issues and allow the researcher to identify whether these responses are conditional on other factors.

D. EMERGING DATA COLLECTION TECHNOLOGIES

Technological advances clearly are changing the data collection landscape. As noted above, CADI systems are transforming survey research in ways that incorporate contextual sensitivities of qualitative methods. PDAs and other hand held devices now allow the researcher to record and transmit interview data, whatever the interview process, in a matter of minutes. The agreement between data collected with paper forms and data collected with handheld computers was greater than 95 percent in a recent study (Fletcher et al. 2003; see also, Ice 2004.). EthnoNotes, an Internet-based field note management tool, facilitates the writing, sharing, and analyzing of field notes in collaborative and multisite research projects (Lieber et al. 2003). It also supports indexing and coding of text and integration with quantitative materials. These improvements in the speed, efficiency, and sensitivity of data entry and collection are especially important when analysis overlaps data collection in the field as is often the case in policy research.

III. ALTERNATIVE ANALYSIS STRATEGIES IN CONTEXT-SENSITIVE POLICY RESEARCH

It is becoming increasingly common to characterize methodological approaches as emphasizing variable-wise or case-wise analysis (Ragin 1987; Brunner 1996). The former is associated with conventional quantitative analyses in which an observation is converted into a series of discrete variables that are comparable across observations; the relationships between variables can be compared while “holding constant” the effects of other discrete variables. To achieve this, the meaning of each variable is determined prior to the observation—e.g., educational achievement is presented
as cumulative years in formal schooling—and is presumed to be invariant across observations. By divorcing the meaning from the context of the observation—it is not important whether a respondent sees her educational achievement in different terms—the researcher gains enormous analytical leverage by comparing patterns across cases.

But case-wise analysis retains the case as a whole, without divvying it up into variables determined on an a priori basis. Separating variables out on the basis of prior assumptions and categories introduces researcher bias and results not only in distorted interpretations of the research findings but in missed opportunities to uncover the patterns that give meaning to the data. The case-wise rationale is that the context for each observation is essential to understanding the meaning of the information gathered. Rather than discrete variables, the important factors in each case are assumed to be interactive and multi-collinear, with distinctive process configurations within each case. Accordingly, Collier, Brady, and Seawright (2004, 252) characterize this as causal process observations rather than the variable-wise data set observations. Case-wise analysis demands complex analytic strategies, given the un categorized (and often unstructured) data (Becker 2004) and the interest in preserving the contextual features.

A. DISCOURSE, NARRATIVES, AND ARGUMENTATION

Analysis of discourse, narrative and argumentation is a bridge between more traditional qualitative methods and contextual policy research methods. Narratives are important elements in both approaches. Satterfield (2004, 117) describes narratives as “both the storied talk that characterizes conversation, musings, and social discourse in everyday life as well as more formal definitions pointing to the attributes of this form including plot, narration, the imagistic and affective valence of a narrative vignette, and so on.” Ethnographic research puts a premium on such materials; researchers often use participant observation and other ethnographic tools to collect individual narratives in relatively unstructured fashion.

1. Narrative and Argumentation in Policy Research

Narratives and argumentation figure prominently in policy concepts such as discourse coalitions (Hajer 1993), causal stories (Stone, D. 1989), frames (Morth 2000; Wanta 1993; Hershey 1994) and other approaches featuring problem definition processes (Rochefort and Cobb 1994; Rydin, 1998; Pollock et al. 1994; Sharp 1994; ). These approaches share a perspective emphasizing the multiple ways in which people come to understand an event or phenomenon. The emphasis can be interpretivist—assuming multiple realities, uncovering the meanings different situations or ideas have for people in everyday life, and asking how they explain what they do and believe (Lin 1998; Yanow, 2000; Gamson, 1992). It can also be more directly constructivist—the processes by which people construct meanings and rationales for their acts (Ingram and Schneider 1994). Narratives do not merely illuminate an issue but represent blueprints for understanding how issues are identified, who is assigned blame or responsibility for problems, how groups are mobilized around some policy solutions and not others, and other processes.4

Narratives also serve to connect events and processes in a specific context (Maxwell 2004). Tracing processes through narratives or stories about sequences of events is an important dimension of using narratives as evidence (Abbott 1992; Stryker 1996; Buthe 2002; Franzosi 1998). These “connecting strategies” are essential to understanding causal processes although they are also subject to the criticism that they tend “to underspecify causality” and “often miss the distinction between chronology and causality” (Maxwell 2004, 256).
2. Discourse Analysis Using Computer-Aided Tools

Discourse analysis is one of the more loosely applied terms in the humanities and social sciences. While there is general agreement that language and rhetoric are important subjects of analysis in themselves—since they are used to shape and frame policy issues—there are few standards guiding such analyses and directing the researcher in how to analyze discourse in order to understand policy problems (deLeon 1998). For example, content analysis is often mistaken for discourse analysis (see Herrera and Braumoeller 2004). While its emphasis on the frequency of certain phrases and terms can be important, content analysis in itself is often less relevant to problem-oriented research. The relevance or salience of the frequency distribution is not always obvious unless there is an analytical framework available for interpreting these trends. Brunner (1987), for example, traces the symbolic dissociation in the meaning of the term “Watergate” from reference to the actual burglary at the Watergate residential complex during the Nixon administration to its subsequent use to refer to numerous instances of lack of trust in government. Few exercises in content analysis meet this analytic standard, however.

Discourse analysis examines the structure and the content of different “strings” of reasoning or beliefs expressed by a range of respondents or in documentary materials. The links between these strings and different actors as well as the ways in which these strings can shape problem definitions and privilege some solutions and exclude others are amenable to analysis, using software developed for this purpose. Basically, these software tools allow the researcher to find, display, and analyze “patterns of co-occurrences of codes, text strings and case-variables” in consistent and reliable ways (Weitzman 2004). Or in Lewis' (2004, 439) more instrumental terms, the researcher can use these programs to “associate codes or labels with chunks of text, sounds, pictures, or video; to search these codes for patterns; and to construct classifications of codes” that are amenable testing.

One of the earliest programs developed for discourse analysis was the unfortunately named NUD*IST software for Non-Numerical Unstructured Data with Indexing Searching and Theorizing (Richards and Richards 1995). NUD*IST evolved over time to allow the researcher to code text of any sort, to develop categorizations based on the data, to sort and analyze patterns in the data, and to perform various statistical tests ranging from crosstabs to measures determining whether the patterns appearing to emerge from the data were “statistically significant.” Sidney (2002), for example, analyzed the different problem definitions used by Latinos, African Americans, Asians, and Anglos to describe “the problem with schools” in their cities. Her discourse analysis, using NUD*IST, indicates that these varying problem definitions across racial and ethnic boundaries hinder coalliational strategies for those interested in reforming urban public schools. Similarly, Clarke (1999) compared abortion narratives over time in Denver by using NUD*IST to analyze newspaper accounts of abortion conflicts. Over time both pro-choice and anti-abortion advocates shifted their frames away from their original value-driven perspectives; an alternative narrative emphasizing public order emerged as city officials become concerned about the city’s image in the face of these conflicts.

Computer-aided analysis is particularly important for discourse analysis and other text analysis tasks. This use of computers for analysis of qualitative research marks a number of distinctive approaches that promise more rigorous and consistent contextual analyses (see discussion of software tools in Weitzman and Miles 1995; Weitzman 1999, 2000). These promises of greater rigor and reliability place contextual research on discourse closer to conventional quantitative research and beyond ethnographic research. They also promise greater ability to integrate qualitative and quantitative data. Critics argue, of course, that the meaning of the text can be lost in the coding and categorization. Collier, Brady, and Seawright (2004, 266) disparage this as the “trend toward technification” as an end in itself, displacing simpler and more sensitive tools. But the more recent versions of NUD*IST, its successor NVivo, and Atlas.ti provide for categorization based on patterns of relationships in the text. Although these computer-aided tools increase the speed and consistency of discourse analysis, there is little evaluation to date of the effects of the software on the outcomes.
(Weitzman, 2004). And most software is limited to analysis of text although analysis of media such as audio and video is now possible with some programs, e.g. Atlas.ti 5.0, NVivo 2.0, HyperResearch, interClipper, C-I-SAID, and Transana (see Weitzman 2004; Lewis 2004).

**B. QCA AND FUZZY SET APPROACHES**

Case studies are a mainstay of policy research but also remain significant methods in political science, sociology, and public administration (see Bennett et al. 2003; Brower et al. 2000; also, see Yin 1994; “Symposium” 2000). Within-case analyses of a single case are valued in many fields as well, with a rich intellectual tradition supporting their contributions to theory development as well as their relevance in policy research. But since multiple sites or analyses over time provide opportunities for comparison and stronger arguments about causal processes, many researchers are interested in contextually-sensitive comparisons of larger numbers of cases. One of the most significant breakthroughs for social science researchers and policy researchers is Ragin’s adoption of Boolean algebra for Qualitative Comparative Analysis (QCA) of multiple case studies. QCA allows the researcher to work with relatively large numbers of cases using Bayesian inference to evaluate necessary and sufficient causes of outcomes.

QCA highlights the different assumptions about causality characterizing contextual policy research methods. As Ragin (2004) points out, conventional positivist research tests the independent effects of competing explanations of the outcome but more qualitative research sees causation in terms of a combination of causes. Indeed different combinations or configurations of characteristics may produce the same outcome through distinctive causal paths. This potential for “multiple, conjunctural causes” is especially relevant to policy research.

The Bayesian logic in Ragin’s QCA yields “truth tables” to sort out these causal paths, sorting out the different combinations of dichotomous factors in each case associated with the presence and absence of the outcome being studied. The researcher identifies the dichotomous factors to be included in the tables—generally informed by some theoretical or analytical framework—and also determines whether they were present or absent in each case being compared (Amenta and Poulson 1994; Wichkam-Crowley 1991). This makes the analysis vulnerable to claims of researcher bias since any shift in coding from the dichotomous characteristics can alter the findings substantially.

In his fuzzy set approach, Ragin introduces continuous variables and a software program that makes QCA an efficient and rigorous means of testing hypotheses about the necessary and sufficient conditions associated with the outcomes. Mahoney (2004) points out that fs/QCA allows researchers to: (1) analyze probabilistic patterns of necessary or sufficient causation, (2) explore how different combinations of variables are each jointly sufficient for an outcome, and (3) assess the statistical significance and statistical relevance of necessary and sufficient causes. Kilburn (2004) uses QCA to identify the necessary and sufficient conditions for different regime types in 14 U.S. cities. His analysis considers market conditions (a city’s fiscal resource base and mobility of local capital) and democratic conditions (local civic participation and ward-style representation) but he finds that neither is necessary or sufficient for supporting the emergence of a more progressive, as opposed to a developmental or caretaker, regime. Instead, three interactions between the components of market and democratic conditions explain the presence of progressive regimes.

**C. CLUSTER ANALYSIS**

Cluster analysis is appropriate when the researcher is interested in determining how cases are similar and different in the absence of a priori categorization or classification. The assumption is that each case is unique but that they can be classified based on their similarity to other cases; this
is a common classificatory device we all do in everyday life. Available as part of SPSS (Statistical Package for the Social Sciences) and STATA, cluster analysis is a variant of factor analysis in which the cases (rather than the variables) are systematically and sequentially paired in terms of the means of each attribute.

Any type of data is amenable to cluster analysis; it is an innovative way to integrate quantitative and qualitative data in case-wise analysis. Cluster analysis is useful for exploratory research rather than causal predictions; by retaining the case and systematically comparing to other cases, it is especially useful for context-sensitive policy research.

Although the researcher can specify a certain number of clusters to get a quick sense of the data, the most effective strategy is to decide on cluster methods and distance measures and run the cluster procedure to view the emerging clusters. Using a variety of algorithms, the cluster procedure will pair up cases until it is clear that the coefficients of any additional cases are different enough from the established cluster to indicate a new cluster is called for. That cutoff point is subjective; it can be determined visually or preset. A dendogram displays the formation of clusters or groupings by plotting each step of agglomeration in terms of the coefficients of the cluster and the potential new case. Tables present the means of each variable in the cluster and report the F statistic and F significance values to determine how “loose” or “tight” the clusters are as well as how different each cluster is from the others. These allow the researcher to characterize the clusters by looking at the mean values for the attributes defining the cluster; it is also possible to identify the demographic features associated with each cluster if the data involves human subjects.

The now familiar labels of “soccer moms” and “NASCAR dads” were derived from cluster analysis—rather than variable-wise analysis—of polling results. This highlights one of the main virtues of cluster analysis: it offers a systematic, rigorous, valid means of presenting data in a narrative or story format intuitively understandable by policy makers and citizens. By focusing on the interaction of different features within a case, cluster analysis also illustrates the importance of variations within categories as well as across grouping. Indeed, it often illustrates unexpected interactions among conventional factors. In Staeheli and Clarke’s (2004) analysis of the differential effects of work and household responsibilities on political participation, it became clear that the generational differences among Latinos were equally or more important than the differences between Latinos and Anglos. Needless to say, assuming that ethnic differences are the critical factor prior to the analysis would obscure such findings. Brunner (1986) used cluster analysis to demonstrate the multiple meanings of poverty and the importance of understanding which type of poverty is being targeted by policy interventions. This demonstrates the utility of cluster analysis for needs assessments and other diagnostic tasks, especially with underserved populations with complex, distinctive needs.

As an inductive research tool, cluster analysis is open to criticism that the classifications—the clusters—are too fluid and too vulnerable to changes depending on the items being considered. On the other hand, the claim that it is an improvement over a priori categorization must be tempered with the recognition that the researcher is still selecting data, cutoff points, and making a number of other subjective choices. If the researcher is clear on the advantages as well as limitations of cluster analysis, it is a powerful and versatile tool for context-sensitive policy research.

V. ISSUES RAISED BY CONTEXT-SENSITIVE RESEARCH METHODS

The NSF workshop recommendations for more qualitative researchers are deceptively simple. The researcher should provide an account of how the conclusions were reached, why the reader should believe the claims and how one might go about trying to produce a similar account. Most researchers would agree with the importance of transparency and the need to provide evidence for the claims made. Making evidence-based claims based on contextually-sensitive research, however,
is a more challenging issue. Some of the most thought-provoking issues raised in context-sensitive research center on these issues of transparency and systemization and sources of leverage for causal inference.

A. TRANSPARENCY AND SYSTEMIZATION

Throughout the research process, contextual policy methods provide a means for conducting consistent, systematic, and rigorous data collection and analysis when important data is not readily available. As noted above, there are many challenges to this approach, from both qualitative and quantitative researchers. Nowhere are these challenges greater, however, than in the writing up of contextual policy research and the responsibility for providing evidence for the claims and conclusions drawn from the research.

One of the most important ways to strengthen reporting of contextual policy research materials is also the simplest—documenting the research question, the methods used and why, the timeframe, the number of cases or respondents, how they were selected, the assumptions being made about causality and evaluative criteria, and other nuts and bolts features of doing good research. This material can be woven into the text or included in an appendix (see Huff 1999). The failure to include such detail weakens the persuasiveness of whatever findings are presented and raises unnecessary doubts about the reliability of the results.

At this point there are few explicit guidelines for carrying out context-sensitive policy research. Although there is some dispute over the need for “rules for a more systematic use of qualitative evidence” (Tarrow 2004, 179; Collier, Brady, and Seawright 2004), steps can be taken to move toward a more coherent, systematized body of context-sensitive policy research methods. Clarifying some of the epistemological common ground shared by quantitative and qualitative methods would encourage more integrative strategies as would better training in contextual research methods (see Bennett et al. 2003; also CQRM 2003). In addition to setting out some of the available methods for contextual policy research, it is useful to consider how we might think about the “best practices” for collecting and analyzing context-sensitive materials (see e.g. Brower et al. 2000).

B. SOURCES OF LEVERAGE FOR MAKING EVIDENCE-BASED CLAIMS

Since the contextual policy researcher lacks the tropes or accepted language of reliability and validity available to the quantitative researcher—particularly measures of “significance”—making claims based on the findings is contested terrain (Kritzer 1996; see also, Brady and Collier 2004; Brower et al. 2000). Few policy researchers are willing to settle for “illuminating” rather than “convincing” findings (NSF 2004). But the nature of the problem-oriented enterprise and the unique data collection and analysis demands of contextual policy research exacerbate the difficulties of supporting the validity and plausibility of the research findings.

Yet this is a critical task facing policy researchers, whether using quantitative or contextual approaches; more qualitative researchers, however, seem more vulnerable to validity claims. Weitzman (2004) recollects Miles and Huberman’s (1994, 247) warning: “Qualitative analyses can be evocative, illuminating, masterful, and wrong. The story, well told as it is, does not fit the data. Reasonable colleagues double-checking the case come up with quite different findings. The interpretations of case informants do not match those of the researchers.”

The standards of evidence for qualitative data remain contested and unstandardized, with little agreement on what constitutes “proof” or “plausibility” (NSF 2004). Both qualitative and quantitative researchers are concerned with causal inference. Some techniques, such as Ragin’s fuzzy set approach, provide for testing hypotheses in the same manner as more traditional quantitative
methods. But most contextual policy research will rely on a broader set of strategies to address the issue of causal inference and causal validity in contextual research. Contextual researchers are more likely to see causality in process terms or as a series of necessary and sufficient conditions than the positivist notion inferring causality from the statistical association between discrete factors. Contextual researchers often direct their attention to the processes appearing to link cause and effect—"process analysis" (Brady and Collier 2004) in order to infer causality.

A brief inventory of strategies to increase the leverage of contextual research findings would highlight Miles and Huberman’s (1994) extensive list of innovative logical exercises that allow the researcher to eliminate alternative explanations and support the conclusions presented. Maxwell (2004) also takes on this challenge, sketching a set of strategies for assessing causal claims such as searching for discrepant or disconfirming evidence, triangulation of different sources of information, different investigators, or different methods of data collection (Weitzman 2004; Creswell 1994), feedback on interpretations from participants themselves. Munck (2004) systematically tracks qualitative tools relevant for each step of the research process and able to shore up context-sensitive evidence. Tarrow (2004, 175) reviews tools capable of bridging the quantitative–qualitative divide, emphasizing process tracing, a focus on tipping points, framing qualitative research within quantitative profiles, triangulation, and sequencing qualitative and quantitative studies.

Brady and Collier (2004) also emphasize the strong leverage to be gained by employing both thick analysis and statistical tests—"nested analysis" featuring the strength of each approach. The large N analysis sets out the patterns among the variables while case studies, if carefully selected, can provide some understanding of the processes underlying these patterns. There are many grounds for case selection but multimethod strategies beginning with the aggregate analysis offer several prospects: using outliers to select cases, using cluster groupings to identify prototypical cases, and other means of selecting cases to clarify processes that distinguish among outcomes (Collier and Mahoney 1996; Collier, Mahoney, and Seawright 2004; Geddes 1990). In contrast, some scholars may start with case studies in order to identify the critical factors for an aggregate level analysis.

Despite the obvious advantages of research using both quantitative and qualitative techniques, multi-method strategies are often sequential rather than truly integrative and iterative. To some extent, this occurs from thinking of methods in a dualistic manner—seeing qualitative methods as only suited to certain types of information and considering quantitative methods as able to provide better measures of other features (e.g., NSF 2004). Truly integrative strategies are rare but involve iterative methods rather than placing quantitative and qualitative research side by side in a project. As Tarrow (2004) and others note, bridging strategies recognize the distinctive research traditions shaping both qualitative and quantitative research but find intermediate means to link these specializations.

VI. CONCLUSION

Good research depends on matching the research question with the appropriate research methods—for policy researchers that often means contextually sensitive research methods. As the previous sections sketch out, there are several contextually sensitive techniques that policy researchers can add to their kit of analytic tools. The premium is on methods that attempt to balance rigor and flexibility; policy researchers, particularly those working outside academe, continually face challenges to the validity and reliability of their work. Context-sensitive tools allow them to make persuasive and accessible arguments and provide evidence to back their claims. They also encourage engagement with a broader public and thus contribute to democratic discourse (Fisher 1993; Geva-May and Pal 1999; Drycek 1990).
NOTES

1. Clifford Gertz’s characterization of “thick description” is the most familiar phrase (Geertz 1973). Brady, Seawright, and Collier refer more generally to “thick analysis” (2004).

2. As I often say in my seminars, “the world is multi-collinear—get over it.”

3. The term “Q” derives from the contrast with the “objectivist” assumptions of “R” methodology, with data collected through surveys, etc. for correlational analyses in which measurement is independent of the individual’s self-reference and it is assumed the answers have the same meaning and intensity for all respondents (see Brown, 1980).

4. For these more structured purposes, policy researchers often turn to more systematic data collection processes such as interview protocols or REAP (above; see Low 2005) and often rely on more structured text analysis procedures.

5. But see Schrodt and Gerner (2000) for an example of developing early warning indicators using cluster analysis.

6. Clustergrams (Schonlau, 2002) can be used to demonstrate how cluster members are assigned to different clusters for nonhierarchical clustering in addition to the dendograms used to illustrate hierarchical clustering processes. It is also possible to graphically represent the structure of cluster linkages with cluster maps (Austrian, 2000).

7. The importance of doing so can not be overstated, although Brower et al. (2000, 376) note the “paradox of transparency and fallibility” in qualitative research—the more transparent the qualitative researcher, the more vulnerable she is to alternative interpretations of the findings.

8. Weitzman reminds us that Miles and Huberman’s list (1994) includes: Checking for representativeness, checking for researcher effects, triangulation across sources and methods; checking the meaning of outliers; looking for negative evidence; making if-then tests; ruling out spurious relations; replicating a finding; checking out rival explanations; and getting feedback from informants. They also offer a wide variety of methods for building matrices and other kinds of displays that can assist the analyst in seeing larger patterns, both within and between cases, and performing the kinds of checks referred to above consistently and on broad scales.
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Part IX

Policy Decisions Techniques
31 Cost-Benefit Analysis

Gerald J. Miller and Donijo Robbins

1.1 INTRODUCTION

The cost-benefit analyst’s pursuit of evidence to support the one most efficient allocation of economic resources deserves critical analysis. The analyst who uses the cost-benefit approach, we argue, recommends action based on analysis following vaguely defined methods. No matter how vague, these methods derive from a distinct belief about social relations and define a good citizen.

Policy analysts seek intuitive, popular appeal for their work when debate widens to include many frames of reference. A single frame of reference limits participation in determining the value of action for the common good, wide participation being the equivalent to a free market in good analyses. This chapter has two goals: to describe and then to examine critically cost-benefit analysis (CBA) as a single frame of reference for policy analysis.

Policy analysis, in the comparing the costs, benefits, risks, and timing of government action—policy consequences—can inform decisions. The decisions may also cause or realize (spawn) a less desirable distribution of costs and benefits among individuals. Despite its straightforward, intuitive nature, cost-benefit analysis rests on difficult choices about what are costs and what are benefits. Little agreement exists about how to calculate the impact of risk and timing on costs and benefits.

The cost-benefit idea represents a tradeoff between efficiency and equality in social and economic affairs. Equity guides policies and programs that give to each according to his needs from each according to her abilities whereas efficiency advises that public projects should result in at least one person being better off and no one worse off. Controlling what analytical methods to employ in making allocation choices has great allure and controversy.

1.2 WHAT COST-BENEFIT ANALYSIS IS AND IS NOT

Cost-benefit analysis refers to the collection and organization of data relevant to a government leader’s decision to intervene when markets fail, through public projects, programs, or regulatory regimes (Krutilla 1961, 226; Musgrave 1969). Cost-benefit analysis is a form of evaluation research concerning: either continuing or discontinuing a program, program strategy, a technique, or an improvement, or allocating resources among competing programs (GAO 1991; Poister 1978, 8; Weiss 1972, 16–17).

Evaluation criteria vary. They include effectiveness of a program’s performance in light of specified objectives, efficiency in maximizing value or minimizing cost through technological, economic, or productivity analysis, adequacy of the program in the degree to which the program eliminates a problem, appropriateness or worth of the program objectives, and program responsiveness to the needs and desires of its users and clients. Moreover, evaluation research may take place in the research and development or even planning stage of a program, any time during the program’s operation as a formative evaluation, or as a full scale evaluation in response to a sunset provision in the law creating the program, a summative evaluation (Rossi and Wright 1984; Rossi and Williams 1972; Poister 1978; Scriven 1972; Suchman 1967).
The net benefit criterion steers government decision makers in pursuing government action. Graham (1981) has defined net-benefit as a norm signaling appropriate government intervention because intervention’s benefits outweigh its costs. Analysts use the criterion after they discount benefits and costs with a figure called the social discount rate (Baumol 1970; Tullock 1964; Marglin 1963; Pigou 1932). Analysts also account for the sensitivity of their discounted costs and benefits to risk, uncertainty, and price level inflation (Arrow and Lind 1970; Hirschleifer 1958; Hirschleifer and Shapiro 1970).

Cost-benefit analysis differs from two other well-known policy analysis tools, cost-effectiveness analysis and risk analysis. Cost-effectiveness analysis collects and arranges data to facilitate a comparison of the costs of achieving a desired public program objective required by various alternative treatments, interventions, programs or policy designs. The criterion for judging the best alternative is either least cost for a given level of effectiveness or greatest effectiveness for a given level of spending. For example, within a health ministry, having a given amount budgeted to spend from the treasury or finding alternatives with the same cost, the analysts would evaluate alternative public health programs in terms of mortality, morbidity, or quality of life. The analyst would recommend the alternative optimizing the combination or perhaps any single effectiveness measure (mortality, morbidity, or quality of life). In other decisions, the analyst might compare two or more ways of getting the same results and recommend the cheapest.

Cost-effectiveness has a more specific use than cost-benefit analysis. For example, cost-effectiveness analysis addresses the goals of a ministry rather than the general welfare of the population served. While government program effectiveness and general welfare improvement may appear to be distinctions without a difference, the administrative idea of effectiveness may limit the use of effectiveness analysis far more than the socially desirable and intuitively appealing concept of net-benefit. However, an analyst may have great difficulty finding the amount of actual benefit that may result from a program even if costs are known. Missing data make cost-effectiveness analysis the analytical technique of choice.

Cost-benefit also differs with risk analysis or risk-benefit analysis. In the latter, risk becomes a primary factor in the analysis rather than a secondary one in cost-benefit analysis. If we define risk as the probability of an event multiplied by the event’s severity, the risk estimate takes the place cost holds in analysis. The benefit calculation rests on an estimate of society’s willingness to pay to reduce a risk or to forego a benefit (Wilson and Crouch 2001, 137). The discounting and sensitivity analysis are similar in both techniques. The major difference between a cost-to-benefit and a risk-to-benefit comparison lies in the perception of risk (Miller 2005, 486-487; Tversky and Kahneman 1982).

The question of whose estimates should prevail captures much of the legitimacy question affecting analyst use of cost-effectiveness, risk-benefit, and cost-benefit analysis.

1.3 ROOTS OF COST-BENEFIT ANALYSIS

Cost-benefit analysis developed in practice and application first, then theory followed much later. Persky (2001) credits French engineers, especially Jules Dupuit, with the pioneering use of cost-benefit analysis. Dupuit (in translation; 1952) uses Jean-Baptiste Say (1826) as a vehicle for development and analysis of public works decisions in which one could find the “power or capacity of an article to satisfy our wants or gratify our desires” (p. 87). Utility to Dupuit and Say was “the difference between the sacrifice the purchaser [taxpayer] would be willing to make in order to get [the project] and the purchase price [tax] he has to pay in exchange” (p. 90). Later, Dupuit defines utility as the power to satisfy or gratify arising from the expenditure of public funds on a project. The power resides in the project’s effects—cost savings, inventive new uses for the public project, and competition with cost reduction in competing forms of goods the public project supported.
Dupuit illustrates with a canal. A town, he explains (1952, 91–96), may use 10,000 tons of stone each year, perhaps delivered by path and ox cart, for house construction and repair. A canal built to carry the stone reduces the cost of stone production by 25 percent. Moreover, the canal, if longer than the present ox cart path, opens up new quarries to extraction, increasing competition and the variety of stone, and thereby reducing costs of production even more. The greater variety of stone and stone’s lower cost may lead to other uses—more durable housing, tile instead of thatch roofs, paved streets, and more durable drainage canals opening more land for cultivation or some other net positive use. The public expenditure has reduced production costs and has satisfied wants and gratified desires. Did anyone, if asked, agree to pay the canal construction tax with full knowledge of the canal’s consequences? Perhaps not. Did the canal benefits outweigh the costs? According to Dupuit, they did.

Watkins (2005) and Porter (1995) credit French engineers with transmission of analysis abroad, especially to the United States through their close relationship with officers in the U.S. Army. The French helped found the U.S. Corps of Engineers during the American Revolution as well as the U.S. Military Academy’s engineering school, the sole engineering school in the country until the establishment of one at Rensselaer Polytechnic Institute in 1824.

Thus, modern uses of cost-benefit analysis in the United States came with the U.S. Army Corps of Engineers. As the Corps rose as a major force in public works, the U.S. Congress mandated, within its Rivers and Harbors Appropriations Act of 1902, that engineer analysts

shall have in view the amount and character of commerce existing or [a reasonable prospect of what will exist] which will be benefited by the improvement, and the relation of the ultimate cost of such work, both as to cost of construction and maintenance, to the public commercial interests involved, and the public necessity for the work and propriety of its construction, continuance, or maintenance at the expense of the United States (U.S. Congress 1902, 372).

Although general, the 1902 Act outlined a Dupuit-style cost-benefit analysis.

Standardization of analytical terms and concepts, as well as federal responsibility for flood control when analysis justified it, arrived with the Flood Control Act of 1936. The Act allowed government improvement or participation in the improvement of benefits “to whomsoever they may accrue” when those benefits exceed estimated costs “and if the lives and social security of people are otherwise adversely affected” (U.S. Congress 1936, 1570). No theory and no generally accepted definition of costs and benefits existed. In fact, Key (1940, 1137) could still ask, “On what basis shall it be decided to allocate x dollars to activity A instead of activity B?” His answer: “impres- sionistic judgment.” He argued that few cost standards exist leaving analysts to rely on judgment and administrative surveys.

Nevertheless, cost-benefit analysis advocates were everywhere. Pearce (1998) describes the increasing acceptance of the analytical approach to include a federal interagency committee on analysis in 1946, a Bureau of the Budget Circular in 1952 formalizing concepts and providing guidance, and major academic economists’ justification for the technique in 1958 (Eckstein, 1958; Krutilla and Eckstein 1958; McKean 1958). Moreover, President Lyndon Johnson added cost-benefit analysis as a tool within the Planning, Programming Budgeting System (PPBS) to advance his Great Society in 1965. To Johnson cost-benefit analysis was a modern-day management tool. From that point on, all presidents have called for some form of economic analysis. For example, Presidents Reagan and Clinton issued executive orders (12291 in 1981 and 12866 in 1993, respectively) requiring federal agencies to prepare cost-benefit analyses for all major federal regulations (Hahn and Dudley, 2004). These RIAs (Regulatory Impact Analysis under Reagan and Regulatory Impact Assessment under Clinton) “require agencies to consider all significant costs and benefits” even unquantifiable ones, as well as alternatives (Hahn and Dudley 2004, 5).
1.4 PROVISION THEORY

Jules Dupuit’s ideas have found a place in public finance and government’s provision of public services. Generally, the problem is to decide how much and what type of goods to provide when rationing by the market is not feasible or desirable or both. Public policy makers need some mechanism for deciding these questions, and luckily, they have not just one but four mechanisms: basic economic feasibility, Pareto optimality, the Kaldor criterion, and democratic voting.

1.4.1 ECONOMIC FEASIBILITY

Economic feasibility or economic efficiency exists when the benefits from a public program exceed the costs of that program. Consider the following two programs, each costing society $10,000 but yielding different benefits. The first program, program A (see Table 31.1), is not economically feasible; benefits are less than costs. Program B (see Table 31.2) is economically feasible because benefits to society as a whole, the summation of all individual benefits, exceed societal costs. Policy makers, if only using this method, would choose program B. In the end, however, program B does not meet productivity standards; that is, economic efficiency and equity may not be realized because one person is made worse off in the end.

1.4.2 PARETO CRITERION

Named after the nineteenth-century economist, the Pareto criterion guides selection of a policy. The criterion formalizes the definition of economic efficiency by favoring those projects or policies in which at least one person is better off and no person is worse off as a result. The Pareto criterion goes one step further than economic feasibility to allow for more equity.

Consider program B where efficiency is achieved but equity is lacking. Using the Pareto criterion, although the majority of individuals are made better off, there is one person, C, whose position
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is made worse; the individual costs are more than the individual benefits. Under this criterion, then, policy makers would not fund program B.

Program C (see Table 31.3), on the other hand, deserves funding because it is both economically feasible and achieves Pareto optimality; at least one person, here A, B, D, and E, is made better off without making anyone worse off.

1.4.3 Kaldor Criterion

Another method of dealing with general welfare of the population, the Kaldor criterion, is slightly less demanding. This method begs the question: Should we or should we not accept a policy if those in the community benefiting from the policy compensate those who lose by the policy, especially if the winners or beneficiaries still have some gain left over?

Consider this example. If the strict private goods only requirement were not relaxed (libertarianism), we would never get such goods as pristine ocean beaches. One finds it extremely difficult to slice up pieces of the ocean in order to allocate maintenance responsibilities to protect the beach. Moreover, nature’s ways in forcing erosion and beach sand movement would make such coercion folly. Will one person maintain the beaches? Not by the table of benefits, especially when those benefits are held down by the inability to divide the resource or exclude others from its use.

But should the beaches be sustained? If costs equal the expense of maintaining the beaches and benefits equal the sum of everyone’s perception of betterment, if economic feasibility occurs, then common sense would tell us yes. For example, the $10,000 program, program C, provides greater benefits to some than to others. The gains range from $500 for E to $1,500 for B.

We might say that the $10,000 version of beach cleanup is less equitable than it is efficient. Defining performance as a balance between equity and efficiency, analysts want to find the program that would achieve both. The Kaldor criterion suggests a way to find that program.

Recall the Kaldor criterion provides for winners compensating losers in a given situation. Without assuming any losers, however, we can still create a Kaldor-like result, as Table 31.4 illustrates.

<table>
<thead>
<tr>
<th>Individual</th>
<th>Benefits ($)</th>
<th>Costs ($)</th>
<th>Surplus ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3,000</td>
<td>2,999</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>3,500</td>
<td>3,500</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>2,000</td>
<td>2,000</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>3,000</td>
<td>3,000</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>2,500</td>
<td>2,500</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>14,000</td>
<td>13,999</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE 31.3

Program C

TABLE 31.4

Program C
To ensure that the winners bear their fair share of the costs and still reap some gain, the maximum project would have to be $13,999. We can compute this amount by distributing the costs in the same way as the original surpluses so that one person gains $1 of surplus, whereas all others have benefits that equal their costs.

The dispersion of benefits and costs underlies the progressive tax structure and distribution of income programs that have guided the construction and maintenance of the U.S. version of the welfare state. More to the point of this chapter, however, the Kaldor criterion underlies cost-benefit analysis. The Kaldor criterion argues that as long as the benefits exceed the costs of a project, the project should go forward.

1.4.4 VOTING

The problem with mathematical approaches to determine public program funding is the quantification of benefits, especially those that are intangible and immeasurable. In countries where the values of individualism and decentralized decision making reign, we assume that each person can judge a policy alone. The sum of those judgments becomes the public welfare. Referenda voting can establish the public welfare.

But what vote should be required: Unanimity? Three-fourths? Two-thirds? Fifty percent plus one? Plurality? The answer lies in the analysis of voting by legislative bodies. Following Buchanan and Tullock (1962), the analysis reduces to the interaction of two variables. The first variable is the loss of value that occurs by not including every individual’s vote, every individual’s calculation of benefit from a given project. The second is the cost of the effort to ascertain each individual’s preferences.

Voting analysis demands that we know individuals’ preferences toward a project. Obviously, 100 percent voting participation resulting in a consensus decision on the project would guide decision makers in making a valid decision. The first variable in voting analysis, therefore, is the probability of violating the Pareto criterion as we depart from unanimous consent. Such a problem occurs in sampling as well as in choosing majority rule over consensus.

Finding an appropriate system of voting involves trading off the cost of exclusion against the cost of the election, a calculation easier than it looks. We seldom have a single issue where an individual has two choices and perfect information about them both. Rather, we have a continuous stream of issues about which individuals have varying levels of intensity of preferences.

Such arrays of preferences yield themselves to vote trading—logrolling—as well as coalition building. In cases where we have public provision of private goods, we have the conditions for bargaining: costly participation, isolated issue salience, and unclear estimates of who benefits through policies and by how much. These conditions create one of two things: overspending (Buchanan and Tullock 1962) and underspending (Downs 1960).

1.5 COST-BENEFIT ANALYSIS

The four mechanisms discussed above are the underlying theory of provision and allocation that guides cost-benefit analysis. With a cost-benefit analysis, at least one project needs to be studied—a microanalysis approach. In this case, the concept is straightforward: determine benefits and costs; then find the ratio of dollar-quantified benefits, at their current value, to dollar-quantified costs, at their current value (B/C). If that ratio is greater than one, the analysis suggests, because benefits are greater than costs, that the project should be considered for inclusion in the government’s budget. At the macro level, however, the analysis is more complex. Analysts have to ask, what is happening in the aggregate if we do or do not provide this project. For example, if we build a canal, we have to determine
the opportunity cost to society—the cost of giving up something else like a new bridge, a new sewer system, or higher taxes (and, consequently, lower private consumption) to pay for the project.

The technical concept includes two major ideas influencing the analysis. First is the notion of measuring benefits and costs. This involves estimating, forecasting, and costing them, all difficult to do in the public goods sector. The second idea is measuring benefits and costs at their current value. Current value requires the knowledge of social preferences about the time value of money—discount—and the impacts of inflation. That these are contested concepts understates the vagueness, the amount of deference given the analyst—the controversy—surrounding them.

1.5.1 Uncertainty and the Measurement of Benefits and Costs

Measuring benefits and costs involves careful consideration. An analyst must consider both the obvious and not so obvious consequences of a project, forecasting changes that will occur and affect these consequences over time, and costing the consequences properly, in both accounting and economic terms. Here, we describe the hazards of estimating, forecasting, and costing.

The first element of measurement is estimation. Estimation deals with the type of cost or benefit to be counted and includes benefits and costs that are real or pecuniary types, tangible or intangible, as well as direct or indirect. First, real benefits and costs are those that have an absolute consequence for society as a whole. That is, on balance the benefit or cost to society was not one in which the cost to one group of individuals was offset by the benefit to another group of individuals. The benefit or cost was not merely redistributed—as a pecuniary benefit or cost would describe—but an absolute change in the wellbeing of society as a whole.

Second, estimates of tangible and intangible benefits and costs describe the difference between those that can be priced, or about which members of society can agree relatively easily on price, and those they cannot. A tangible cost and benefit to many is a project such as a dam, with its measurable construction costs and irrigation, flood control, and recreation benefits. An intangible cost might be the value of endangered species that are destroyed as a result of the dam’s displacement and destruction of the species’ habitat by the construction of the dam.

The last type of benefit and cost that an analyst must confront in estimating the numbers that feed the cost-benefit analysis is the direct-indirect contrast. Direct costs are those immediately apparent from the project. The dam example, both tangible costs and tangible benefits, illustrates this idea. The indirect or secondary costs from the dam’s construction might include such things as poorer or better drainage of streams and marshes that fed the undammed stream; greater air and noise pollution as a result of recreational equipment used on reservoirs created by the dam; and even climate changes that result from large bodies of water replacing water flows.

In each case, the analysis would not be complete without considering the pecuniary, intangible, and indirect benefits and costs of a project. Most analyses suggest this to be difficult and controversial.

The second element of measurement is forecasting. The policy problems and consequences of forecasting are often not based on political differences. Rather, they are based on quantitative and qualitative methods using unknown data about the future. Cost-benefit analysts cannot predict the future any better than any other analyst, and, instead, must monitor various data sets. Judgments must be made about what to consider important enough to follow closely, what is novel, and what is a trend. For example, forecasters use time-series information on inflation, interest rates, revenue, expenditures, surpluses, and debt to help guide the cost-benefit process. Thus, forecasting has a great interpretive potential. Likewise a forecast can influence the course of events. If one’s view is substantially influential, the guidance this forecast provides can influence the expectations of others (Pierce 1971, 41). As Klay (1985) has pointed out, what one wants to see can happen; views do become self-fulfilling prophecies. Thus, forecasting is often a judgmental process, one especially
influenced by forecasters’ social construction of reality, a process now acknowledged, used, and called dynamic forecasting or dynamic scoring (Mankiw and Weinzierl 2004; Auerbach 1996).

Finally, cost-benefit analysts must cope with the assignment of some quantitative value to the stream of benefits and costs. Assignment has special difficulty in the public goods sector, since markets have not “priced” these goods, owing to market failures in either rivalry or divisibility. Specific costing problems that bedevil analysts are estimating shadow prices, final prices, opportunity costs, transfers, and inflation.

First, the cost of a project or the benefit of it may often be estimated by analogy, i.e., shadow prices. Some equivalent market may exist for a project, somewhere; that equivalent is employed as the basis for costing out the elements of the project for analysis. The problems associated with finding such a shadow price, or of using the most nearly correct one, still create problems. Would a roller coaster ticket price shadow a subway fare?

Second, the lack of a shadow price leads to additional problems. That is, most public goods tend to be oriented toward outcomes rather than mere outputs. Therefore determining final prices becomes a difficult task. Outcomes are extremely hard to envision much less estimate in dollar-denominated consequences. For example, street sweeping and cleaning are often touted as popular programs, even though they have no meaningful outputs (pounds of garbage collected, raves from residents) but they have definite outcomes. “Clean streets” has a meaning all its own and is an end in itself. Such an end-in-itself is hard to measure for cost-benefit analysis especially when the outcome may not have roots in sensible, consequential, and measurable outputs.

Next, a project without a shadow price always carries an opportunity cost that might be measurable and meaningful for analysis. The opportunity cost of any project is the benefit and cost of another project foregone to proceed with the present one. The true worth of any project, therefore, is the cost (and benefit) of the most obvious substitute. Clean streets may carry the cost of an opportunity foregone, such as a rat amelioration program. The illustration also suggests the problem of lack of adequate quantifiability in opportunities foregone, the biggest problem in calculating costs.

Fourth, a transfer of payment from one individual to another should not be included in the calculation of benefits and costs. Transfers are not included because “there are no economic gains from a pure transfer payment because the benefits to those who receive such a transfer are matched by the costs borne by those who pay for it” (U.S. Office of Management and Budget 1992, 5).

Finally, inflation has an impact on the future values of benefits and costs. The U.S. Office of Management and Budget suggests that “analysts should avoid having to make an assumption about the general rate of inflation whenever possible” (U.S. Office of Management and Budget 1992, 7). But if a rate is necessary, they recommend that “the rate of increase in the Gross Domestic Product deflator from the Administration’s economic assumptions for the period of the analysis.”

1.5.2 Valuation Over Time and by Different Selection Criteria

The method of selection of projects through cost-benefit (CB) analysis comes from the concept of investment. The investment theory utilizes policy or project comparisons between a stream of benefits and a stream of costs measured at their current value—discounting future values into today’s values. Generally, these comparisons are made on the basis of one or the other of two calculations, net present value (NPV) or internal rate of return (IRR).

The NPV measures future streams of benefits and costs by “netting” or subtracting current value costs from current value benefits (benefits minus costs). A variation of this measure is the more popularly known ratio of current value benefits over current costs—cost-benefit ratio (B/C). The criterion for selection in the former is a positive number greater than unity (1).

A second method of selecting a project involves determining the project’s internal rate of return (IRR). This calculation suggests projects with current value benefits exceeding their current value costs by a given rate, or percentage, are better than those that do not.
The difference between NPV and IRR is that the NPU discriminates in favor of larger numbers. That is, IRR corrects for extremely large differences in scope among projects. IRR is more appropriately applied at the macrolevel where projects compete against other projects than at the microlevel where a project’s benefits compete against its costs.

Nevertheless, the B/C ratio calculation depends on establishing of current value benefits and costs. Current value benefits and costs are also known as discounted elements. Analysts use different discount rates and time frames for comparison purposes.

Discounting is based on a preference for the time value of money. For example, if given the choice between $100 now and $100 a year from now, most people would prefer to have the $100 now. If forced to wait, people would want the year-from-now choice to be equal in value to the $100 received today. The amount that would make the $100 a year from now equivalent in value to the $100 received today is a person’s, or a society’s, willingness to wait to receive some benefit. The benefit and its magnitude influence a person in a society’s a time value of money. Under some circumstances, some would prefer more money than others. To illustrate: The delay in getting the $100, such as when parents lend money to a college student daughter or son to buy an automobile in return for the promise to repay it, the parents might want compensation for the delay. What would the value and time preference be? Would the value and time preference be the same when the student wanted to buy a house or summer on the beach in Xanadu?

1.5.3 An Example

For cost-benefit analysis we begin with future values over multiple years but must convert these future values (FV) into present values (PV) so we can compare all costs and all benefit. For example, $100 two years from now has a different present value than $100 three years from now. To find the present value, the future value is discounted based on the interest or discount rate (i) and the timeframe (t). Mathematically, the present value formula is presented as follows: PV = FV \[1/(1+i)^t\]. The portion of the equation in brackets is called the discount factor. Assuming a 7 percent discount rate, the present value of $100 two years from now is $87.34. The present value of $100 three years from now is $81.63. The longer the period of time before a future value appears, the smaller the present value. The same is true with different discount rates. The larger the discount rate, the smaller the present values over time.

This logic applies to cost-benefit projects. The B/C ratio is calculated by adding up the discounted benefits and dividing by the total value of all discounted costs. Consider the simplistic Programs D and E presented in Table 31.5. Each project has a stream of benefits and a stream of costs; all are future values. Each value must be discounted for its respective time period assuming the same discount rate for all time periods. Using a 7 percent discount rate, the discount factor is determined for each year. The discount factor for each year is then multiplied by the respective future value of each benefit and cost. For example, for program D the present value of $300,000 three years from now is $244,889. Next discounted benefits are added, yielding a present value total of $1,248,984, and divided by the total discounted costs of $1,621,096. The B/C ratio is 0.77. This ratio is less than unity suggesting costs are greater than benefits. For Program E, the B/C ratio is 1.01; indicating benefits are greater than costs.

By adding discount rate sensitivity to these two programs, different B/C ratios are calculated. For example, Table 31.6 presents the same process but with a 6 percent discount rate. Both B/C ratios are larger than with a 7 percent discount rate. Why? Because in both programs the benefits are much larger than costs, making the magnitude of change (in dollar value) greater. That is, the dollar value of 5 percent of $100 is less than 5 percent of $1000.

Using the 7 percent discount rate as our comparison (Table 31.5), increasing the rate 1 percent to 8 percent decreases the B/C ratio for both Programs (see Table 31.7). In fact, Program E where
### TABLE 31.5
Cost-benefit Analysis for Two Programs Using Seven Percent Discount Rate

**Program D at 7 percent**

<table>
<thead>
<tr>
<th>Year</th>
<th>Benefits ($)</th>
<th>Costs ($)</th>
<th>Discount Rate (7%)</th>
<th>Discounted Benefits ($)</th>
<th>Discounted Costs ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1,000,000</td>
<td>0.9346</td>
<td>0</td>
<td>934,579</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>500,000</td>
<td>0.8734</td>
<td>0</td>
<td>436,719</td>
</tr>
<tr>
<td>3</td>
<td>300,000</td>
<td>60,000</td>
<td>0.8163</td>
<td>244,889</td>
<td>48,978</td>
</tr>
<tr>
<td>4</td>
<td>300,000</td>
<td>60,000</td>
<td>0.7629</td>
<td>228,869</td>
<td>45,774</td>
</tr>
<tr>
<td>5</td>
<td>300,000</td>
<td>60,000</td>
<td>0.7130</td>
<td>213,896</td>
<td>42,779</td>
</tr>
<tr>
<td>6</td>
<td>300,000</td>
<td>60,000</td>
<td>0.6663</td>
<td>199,903</td>
<td>39,981</td>
</tr>
<tr>
<td>7</td>
<td>300,000</td>
<td>60,000</td>
<td>0.6227</td>
<td>186,825</td>
<td>37,365</td>
</tr>
<tr>
<td>8</td>
<td>300,000</td>
<td>60,000</td>
<td>0.5820</td>
<td>174,603</td>
<td>34,921</td>
</tr>
</tbody>
</table>

**TOTAL =** 1,248,984 1,621,096  

**B/C = 0.77**

**Program E at 7 percent**

<table>
<thead>
<tr>
<th>Year</th>
<th>Benefits ($)</th>
<th>Costs ($)</th>
<th>Discount Rate (7%)</th>
<th>Discounted Benefits ($)</th>
<th>Discounted Costs ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1,500,000</td>
<td>0.9346</td>
<td>0</td>
<td>1,401,869</td>
</tr>
<tr>
<td>2</td>
<td>50,000</td>
<td>900,000</td>
<td>0.8734</td>
<td>43,672</td>
<td>786,095</td>
</tr>
<tr>
<td>3</td>
<td>600,000</td>
<td>80,000</td>
<td>0.8163</td>
<td>489,779</td>
<td>65,304</td>
</tr>
<tr>
<td>4</td>
<td>600,000</td>
<td>80,000</td>
<td>0.7629</td>
<td>457,737</td>
<td>61,032</td>
</tr>
<tr>
<td>5</td>
<td>600,000</td>
<td>80,000</td>
<td>0.7130</td>
<td>427,792</td>
<td>57,039</td>
</tr>
<tr>
<td>6</td>
<td>600,000</td>
<td>80,000</td>
<td>0.6663</td>
<td>399,805</td>
<td>53,307</td>
</tr>
<tr>
<td>7</td>
<td>600,000</td>
<td>80,000</td>
<td>0.6227</td>
<td>373,650</td>
<td>49,820</td>
</tr>
<tr>
<td>8</td>
<td>600,000</td>
<td>80,000</td>
<td>0.5820</td>
<td>349,205</td>
<td>46,561</td>
</tr>
</tbody>
</table>

**TOTAL =** 2,541,640 2,521,026  

**B/C = 1.01**

### TABLE 31.6
Cost-benefit Analysis for Two Programs Using Six Percent Discount Rate

**Program D at 6 percent**

<table>
<thead>
<tr>
<th>Year</th>
<th>Benefits ($)</th>
<th>Costs ($)</th>
<th>Discount Rate (6%)</th>
<th>Discounted Benefits ($)</th>
<th>Discounted Costs ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1,000,000</td>
<td>0.9434</td>
<td>0</td>
<td>943,396</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>500,000</td>
<td>0.8900</td>
<td>0</td>
<td>444,998</td>
</tr>
<tr>
<td>3</td>
<td>300,000</td>
<td>60,000</td>
<td>0.8396</td>
<td>251,886</td>
<td>50,377</td>
</tr>
<tr>
<td>4</td>
<td>300,000</td>
<td>60,000</td>
<td>0.7921</td>
<td>237,628</td>
<td>47,526</td>
</tr>
<tr>
<td>5</td>
<td>300,000</td>
<td>60,000</td>
<td>0.7473</td>
<td>224,177</td>
<td>44,835</td>
</tr>
<tr>
<td>6</td>
<td>300,000</td>
<td>60,000</td>
<td>0.7050</td>
<td>211,488</td>
<td>42,298</td>
</tr>
<tr>
<td>7</td>
<td>300,000</td>
<td>60,000</td>
<td>0.6651</td>
<td>199,517</td>
<td>39,903</td>
</tr>
<tr>
<td>8</td>
<td>300,000</td>
<td>60,000</td>
<td>0.6274</td>
<td>188,224</td>
<td>37,645</td>
</tr>
</tbody>
</table>

**TOTAL =** 1,312,920 1,650,979  

**B/C = 0.77**

**Program E at 6 percent**

<table>
<thead>
<tr>
<th>Year</th>
<th>Benefits ($)</th>
<th>Costs ($)</th>
<th>Discount Rate (6%)</th>
<th>Discounted Benefits ($)</th>
<th>Discounted Costs ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1,500,000</td>
<td>0.9434</td>
<td>0</td>
<td>1,415,094</td>
</tr>
<tr>
<td>2</td>
<td>50,000</td>
<td>900,000</td>
<td>0.8900</td>
<td>44,500</td>
<td>800,997</td>
</tr>
<tr>
<td>3</td>
<td>600,000</td>
<td>80,000</td>
<td>0.8396</td>
<td>503,772</td>
<td>67,170</td>
</tr>
<tr>
<td>4</td>
<td>600,000</td>
<td>80,000</td>
<td>0.7921</td>
<td>475,256</td>
<td>63,367</td>
</tr>
<tr>
<td>5</td>
<td>600,000</td>
<td>80,000</td>
<td>0.7473</td>
<td>448,355</td>
<td>59,781</td>
</tr>
<tr>
<td>6</td>
<td>600,000</td>
<td>80,000</td>
<td>0.7050</td>
<td>422,976</td>
<td>56,397</td>
</tr>
<tr>
<td>7</td>
<td>600,000</td>
<td>80,000</td>
<td>0.6651</td>
<td>399,034</td>
<td>53,205</td>
</tr>
<tr>
<td>8</td>
<td>600,000</td>
<td>80,000</td>
<td>0.6274</td>
<td>376,447</td>
<td>50,193</td>
</tr>
</tbody>
</table>

**TOTAL =** 2,670,341 2,566,203  

**B/C = 1.04**
Cost-Benefit Analysis

The application of the time value of money preference to policy analysis grows more difficult because of our inability to estimate and forecast accurately. Theorists offer different views on technology but argue differences most often on political rather than technical grounds. Tullock (1964) argues that low discount rates justify too many public projects, redistributing income from present to future generations. Baumol (1968, 800) argues that a Tullock redistribution tends to “take from the poor to give to the rich.” Baumol would let the future take care of itself but avoid taking tax money from obviously high-yielding projects to spend on obviously low-yielding projects. Baumol calls for one exceptional use of tax money at the expense of high-yielding private projects, a category of public goods he calls “irreversibilities” (p. 800). He suggests, “If we poison our soil so that never again will it be the same, if we destroy the Grand Canyon and turn it into a hydroelectric plant, we give up assets which like Goldsmith’s bold peasantry, ‘... their country’s pride, when once destroyed can never be supplied.’ All the wealth and resources of future generations will not suffice to restore them” (p. 800). In a more practical sense, Dunn (2004) points out that high discount rates result in a minimal role for government action and a maximal one for the private sector with lower discount rates reversing the roles. Without a complex analysis of monetary policy, Dunn suggests the government-borrowing rate as appropriate, given the fact that taxpayers who are also willing bond buyers express their preferences by stepping up and buying the government’s bonds. As such the U.S. OMB (1992) continues to suggest using a 7 percent discount rate along with sensitivity and scenario analysis—changing the discount rate and time frames when conducting a cost-benefit analysis. As the detailed scenarios show above, the slightest change in the interest rate could significantly change the conclusion of a decision maker.

### TABLE 31.7
Cost-benefit Analysis for Two Programs Using Eight Percent Discount Rate

<table>
<thead>
<tr>
<th>Program D at 8 percent</th>
<th>Year</th>
<th>Benefits ($)</th>
<th>Costs ($)</th>
<th>Discount Rate (8%)</th>
<th>Discounted Benefits ($)</th>
<th>Discounted Costs ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1,000,000</td>
<td>0.9259</td>
<td>0</td>
<td>925,926</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>500,000</td>
<td>0.8573</td>
<td>0</td>
<td>428,669</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>300,000</td>
<td>60,000</td>
<td>0.7938</td>
<td>238,150</td>
<td>47,630</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>300,000</td>
<td>60,000</td>
<td>0.7350</td>
<td>220,509</td>
<td>44,102</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>300,000</td>
<td>60,000</td>
<td>0.6806</td>
<td>204,175</td>
<td>40,835</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>300,000</td>
<td>60,000</td>
<td>0.6302</td>
<td>189,051</td>
<td>37,810</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>300,000</td>
<td>60,000</td>
<td>0.5835</td>
<td>175,047</td>
<td>35,009</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>300,000</td>
<td>60,000</td>
<td>0.5403</td>
<td>162,081</td>
<td>32,416</td>
</tr>
<tr>
<td></td>
<td>TOTAL=</td>
<td></td>
<td></td>
<td></td>
<td>1,189,012</td>
<td>1,592,398</td>
</tr>
<tr>
<td></td>
<td>B/C=</td>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Program E at 8 percent</th>
<th>Year</th>
<th>Benefits ($)</th>
<th>Costs ($)</th>
<th>Discount Rate (8%)</th>
<th>Discounted Benefits ($)</th>
<th>Discounted Costs ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1,500,000</td>
<td>0.9259</td>
<td>0</td>
<td>1,388,889</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>50,000</td>
<td>900,000</td>
<td>0.8573</td>
<td>42,867</td>
<td>771,605</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>600,000</td>
<td>80,000</td>
<td>0.7938</td>
<td>476,299</td>
<td>63,507</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>600,000</td>
<td>80,000</td>
<td>0.7350</td>
<td>441,018</td>
<td>58,802</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>600,000</td>
<td>80,000</td>
<td>0.6806</td>
<td>408,350</td>
<td>54,447</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>600,000</td>
<td>80,000</td>
<td>0.6302</td>
<td>378,102</td>
<td>50,414</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>600,000</td>
<td>80,000</td>
<td>0.5835</td>
<td>350,094</td>
<td>46,679</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>600,000</td>
<td>80,000</td>
<td>0.5403</td>
<td>324,161</td>
<td>43,222</td>
</tr>
<tr>
<td></td>
<td>TOTAL=</td>
<td></td>
<td></td>
<td></td>
<td>2,420,891</td>
<td>2,477,564</td>
</tr>
<tr>
<td></td>
<td>B/C=</td>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
<td></td>
</tr>
</tbody>
</table>

benefits exceeded costs at a 7 percent discount rate now has a B/C ratio less than one; costs are larger than benefits.
1.6 POLICY ANALYSIS AND COST-BENEFIT ANALYSIS

Where is cost-benefit analysis’s place in policy analysis? It depends on whom you ask. Amartya Sen maintains it is a daydream; Henry Richardson declares it stupid. Yet cost-benefit analysis was a modern-day marvel to President Johnson (Wolfson 2001). In the end, cost-benefit analysis can serve as a management tool, where applicable, to help guide, the decision-making process because not all cost-benefit analyses are useful or even conducted properly. For example, Hahn and Dudley (2004, 11) evaluated cost-benefit analyses (RIAs) from the Reagan, Bush, and Clinton Administrations. They found the overall quality of the RIAs to be low. Costs and benefits often went unreported. Where they were reported, they were not analyzed together. Seventy-one percent of the RIAs did not report net benefit information. In addition, where data were available and quantified, cost-benefit comparisons were not present.

One difficult and controversial approach to estimation comes from “structured conversations” about hypothetical choices. The choices involve individual preferences for the hypothetical existence and value of projects and courses of action (Larson 1992). Measuring benefits contingently requires an analyst to ask individuals to “vote” a willingness to pay for or accept compensation for the loss of a project, program, or policy despite no direct, active consumption of the fruits of the policy change. Voting—responding to survey research questions—allows the members of the group to estimate an option value or “an amount someone is willing to pay to keep available the option for future consumption of the good” or the amount “one might be willing to pay . . . to preserve a wilderness that one anticipates possibly visiting some time in the future” (Weimer 2005, 74–75). The willingness to accept compensation—what the respondent would be willing to give up—may involve higher pollution levels, greater use of a park or beach, greater police efforts to constrain movement, or releasing drug offenders serving a mandated prison sentence (Kahneman and Knetch 1992, 69; Brown 2004).

Milgrom (1993, 417–422) critiques the theory of contingent valuation on the basis of its violation of the utilitarian philosophy from which cost-benefit analysis developed. He argues that existence value in any standard economic approach must be pecuniary value to the individuals, a value realized only through their “own personal economic motives” (p. 431). He calls the contingent valuation supporters optimistic. They believe that all factors that shape individual perceptions of the world may yield estimates of value. They also believe that individual perceptions alone can drive valuations. Valuations, in fact, may lead to unacceptable conclusions, perhaps that “the secret [or natural] destruction of a wilderness does no damage . . . the real damage is wrought by the journalist who first publicizes the destruction” (p. 419). He calls for cost-benefit analysis to use only the most complete and undistorted information about what individuals prefer expressed in economic terms—what they would actually pay or accept—if given the opportunity in a market and only what people can think of paying or accepting in strict economic terms.

Feelings, knowledge, and values are some of the noneconomic factors that sway responses to surveys valuing existence of some economic resource. Whether individuals feel that policy should dictate preservation of a wilderness, whether a person knows the extent of the risk the wilderness faces, and whether someone can value the wilderness if never seen, directly used, or thought about in economic terms are not likely candidates for strict measurement of economic preferences, Milgrom says. Instead, wilderness will exist because there is some other reason, one that cannot be traded off against economic values; environmental preservation is a deep-seated concern, possibly even a belief held by individuals on which public policy develops.

Altruism also violates the principles of cost-benefit analysis. A survey asking the value of the continued existence of a wilderness may elicit a response based on the moral satisfaction of increasing the supply of public goods, with the respondent thinking that more public goods will make everyone better off. Does the altruism actually make everyone better off economically? Milgrom asks (p. 419–420). No, he says, altruism is not consistent with the idea that each person
is independent of every other and that personal value “is treated as a purely personal matter that is related to the personal benefits each individual receives from the project” (p. 420). Altruism leads to double-counting of the individual valuator’s benefits.

Valuing the distribution of benefits also runs afoul of strict economic analysis through the measurement and comparison of costs and benefits. For example, individual survey respondents may report that preserving jobs is worth the cost of opposing free trade, that “it is more efficient to protect the habitat of spotted owls [than] the jobs of Oregonian lumberjacks” (p. 421). Some individuals, he says, would report being willing to pay to enforce “racially or ethnically homogeneous neighborhoods” (p. 421). He asks whether any policy analysts facing such problems use contingent valuation.

Valuing outcomes presents unique problems. Valuing an outcome can attribute cause and status to those who are responsible for the change in existence, nature or people. Cause and status definitions of the situation can have unwarranted consequences in surveys. Willingness to pay (WTP) or accept (WTA) in a national park fire situation illustrates the process. Asked in a survey, an individual might answer in one way to the WTP or WTA in firefighting for those events caused by lightning and in another way to those events caused by careless campers and in still another way, fires set by foresters to reduce undergrowth and prevent future wildfires. Milgrom argues that the survey respondent must be consistent irrespective of the method the policy used to mitigate the public problem. He also states the obvious in that cost-benefit analysis should not cope with individual valuations made without adequate information.

Valuing from rights and obligations confuses the cost-benefit analysis as well. The environmental debate and the debates about almost all policy issues have elements of rights extensions and exclusions—perhaps a right an animal has to be kept free from harm in laboratory experiments or the rights of animals not to be used for food, clothing, or shelter. The debates also have elements involving obligations, especially ecosystem preservation, for its own sake or for future generations or for the preservation of animals and plant species. A right is a right, irrespective of economic value, Milgrom states. An obligation is a feeling a respondent has, one often affected by the feeling about those to whom the person might owe the obligation. For example, an obligation to preserve the rainforest in Brazil may fall on respondents’ obligations owed scale according to a feeling about Brazilians.

Political leaders willing to read into cost-benefit analysis any of these concepts go beyond the theory of cost-benefit analysis and, some say, misuse the analysis or use an invalid one. These leaders simply read into the substance and process of median voter models—majority rule—the utilitarian model of moral philosophy. The good citizen is one who accepts the benevolence of political leaders as well as the leaders’ choice of the moments to bestow their recognition of feelings, knowledge, altruism, equity, responsibility, rights, and obligations.

1.7 ECONOMIC REASONING IN GOVERNMENT FINANCIAL MANAGEMENT RATHER THAN POLICY ANALYSIS

We now place cost-benefit analysis within the even larger body of literature characterizing economic reasoning in government. This review forms a critique and supports the literature of the previous section, and suggests the larger sources and consequences of the cost-benefit analysis approach for choice.

Economic decision making tends to be deductive. Because of that, economics has an elegant and mathematics-based precision in detailing “proof.” Economics also provides a sense of practical worldliness. Having based microeconomics, or the theory of the firm, on the idea that firm owners maximized, economic theory asserts something called optimal, public decisions.

The fundamental principle of economic reasoning applied to the public sector states that “bu-
reaucratic officials, like all other agents in society, are motivated by their own self interests at least part of the time” (Downs 1957, 2). That is, political actors seek advantage for both themselves and their constituents and tend to maximize gain and minimize loss. Both bureaucratic and political actors reach their targets through a maze of rules, communication and coordination rules for bureaucratic officials and voting rules for political actors. The world within which behavior bends around rules is an unpredictable one. The actors, therefore, constantly calculate what is literally a risk-return relationship, given their original preferences for different kinds of advantages.

The CBA approach has its limits in government decision-making. That is, CBA is often used to justify ex post facto a position already taken; the most significant factor in CBA is often its sponsor, as was President Lyndon Johnson in the Great Society and the institution of PPBS. Cost-benefit analysis tends to neglect the distributional consequences of a choice. The method, logically and systematically, undervalues projects that even the distribution of wealth and overvalues projects that exacerbate economic inequality. In the Kaldor terminology, cost-benefit analysis would recommend a course of action that could potentially allow the winners to compensate the losers so that no one is worse off, but the method does not guarantee that the winners will compensate the losers.

Over and above the operational problems with CBA, and by extension economic reasoning in government, there are intangibles of fundamental importance that CBA cannot conceive. For example, a moral significance in the duties and rights of individuals to each other and of government to all individuals is not comprehended in the measurement of consequences alone. With cost-benefit analysis, certain rights such as due process of the law or broad public participation and discourse, cannot be conceived simply because they are processes valued for themselves rather than outcomes.

Cost-benefit analysis has been blamed for damaging the political system. Some argue that politics is superior to analysis because of the wider scope of ideas and concepts the people practicing politics can fathom. Others argue that analysis enfranchises unelected policy analysts and disenfranchises those who do not understand, do not believe, or cannot use analysis to make their arguments to government. Such a situation creates a loss of confidence in government institutions, at the very least, and, more fundamentally, subverts democratic government.

To return to CBA’s basis in economics, others argue that the basis insofar as it describes or prescribes government action has flaws. That is, CBA assumes that there can be no market failure. There are always opportunity costs and shadow prices with which public sector goods and services can be valued. Research on markets suggests that markets are not perfectly competitive, that the lack of competition leads inevitably to failure, and that public goods are produced to remedy that failure. Without a way to value public goods and services, therefore, cost-benefit analysis fails to inform the decision-making process.

Another economic idea—that any alternative must be judged in terms of other alternatives—lends support to analysis. These proponents of CBA argue that there is no alternative to CBA, none as explicit or systematic. In fact, CBA analysts’ formalized, explicit nature allows the public to hold its public officials accountable to a larger extent than under normal politics and management. Systematic analysis is less likely to overlook an important fact or consideration which when placed in an adversarial process such as politics, may lead to the determination of the public interest far sooner than mere impressionistic surmise.

However, opponents of cost-benefit analysis argue about what it systematically reveals. They say that it reveals only values related to conserving resources to the exclusion of all others; the overriding value, in fact, is economic efficiency rather than others that are possible: those associated with justice, domestic tranquility, the general welfare, and the blessings of liberty. As Dryzek (1993, 222) points out, “[A]ll that matters is how much of the target value [efficiency] is achieved.” Moreover, cost-benefit analysis never questions the existing resource constraints, a matter that is questioned in political debate.

The controversy over the use, misuse, or lack of use of analysis often pits those who believe in
government against those who see the market as the predominantly positive force in society. Typically, what CBA overlooks is what most pro-government action proponents find government most useful in providing—equity—and to an even larger extent broad participation in self-government. Pro-market proponents argue that government intervenes for spurious reasons and, in doing so, creates more problems than it solves, certainly leading to less rather than more economic efficiency.

1.8 CONCLUSION

This chapter described and examined cost-benefit analysis. Cost-benefit analysis has had a brief and controversial history. Policy analysts, decision makers, and politicians alike find themselves arguing over its purpose, theory, and application. Understandably, differences arise where costs and benefits are difficult, and sometimes impossible to measure. Used correctly, however, cost-benefit analysis can lend itself to the decision-making process not as the deciding factor but as a technique to identify economically efficient policies, one of many quantitative and qualitative factors in political decision making.
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INTRODUCTION

Environmental Impact Assessment (EIA) is a relatively new tool for decision making involving a standardized set of procedures designed to evaluate the prospective impacts a planned measure will have on the natural environment, and by extension, on human health. An EIA does not, however, relieve public policy and lawmakers from the duty of (pre-)determining at which point prospective impacts should be deemed too great to justify a particular project. EIA processes are typically located at the center of the most contentious public policy decisions, involving difficult trade offs between nature, society and economy. For example, do the projected time savings from a new highway justify routing it through a nature preserve where it will disrupt the habitat of several rare and endangered species? What are the cumulative traffic and pertaining pollution impacts from a new shopping mall, and do the people in the immediate vicinity have to tolerate these negative effects for the economic benefit of the city as a whole? What kind of preventive measures are needed before the new airport runway becomes acceptable to the surrounding neighborhoods? The results of EIAs are often challenged in court and, even if this is not the case, EIAs still often provide starting points rather than final answers or solutions to contentious public policy debates.

ORIGINS OF EIA

Environmental impact assessment came into being as a formally required, legislatively mandated, decision-making tool on January 1, 1970 in the United States with the inception of the National Environmental Protection Act (NEPA). This was a groundbreaking and revolutionary moment in the legislative history of the environmental movement that can be felt today around the world and at all levels of the development process.

The roots of EIA, and impact assessment in general, however, can be traced back far earlier in the history of development decision making. There is nothing new about the idea of incorporating information gathering into planning and design, and we can find examples of the use of analytical tools to make predictions as far back as the sixteenth century. In 1546 the Royal Commission of England issued a report investigating the impacts of iron mills and furnaces in Southern England that incorporated many elements of a modern EIA (Barrow 1997; Shrimpton 2000). In the 1930s, the Design and Industry Association in the UK issued Cautionary Guides that set guidelines for good and bad environmental practices in urban design in an attempt to influence the direction of planning.
and decision making at that time and to incorporate greater environmental sensitivity (Caldwell 1988). Before NEPA, however, all attempts to measure impacts and make predictions were done at the discretion of the individual developer or government agency, with no established procedures or regulatory oversight. These tended to involve the public in only a limited way, if at all, and many development projects escaped any assessment process. Thus, apart from these ad hoc precursors to formal evaluation processes, the dominant approach to development decisions prior to NEPA incorporated only two major considerations, financial viability and technical feasibility (Barrow 1997).

The rapid development of the twentieth century brought with it a rise in public concern about the impacts on the environment and human health. On a legislative level, this brought many new laws governing human health, consumer protection, and workplace safety. However these early measures still failed to make any systematic connection between the impacts of development and the quality of the natural environment (Caldwell 1988). It was not until the growth of the environmental movement in the 1960s, and the high profile controversies over the use of pesticides and other chemicals, that there was sufficient pressure for the government to take action regarding the environment. There were other factors, too, that helped to lay the groundwork for the eventual passage of NEPA. The information revolution that began in the 1950s, developments in assessment techniques and planning theory, and a growing desire to integrate science and other technical and analytical tools into the decision-making process, all contributed to the birth of NEPA, and with it the modern EIA (Bailey 1997; Shrimpton 2000).

On January 1, 1970, President Nixon signed NEPA into law, making EIA a statutory requirement with set guidelines and broad objectives. This bold action opened a new chapter in the history of public policy and decision making, for the first time requiring a systematic approach to assessing and predicting impacts and presenting the results. The main objective of NEPA’s drafters was to reform both the decision-making process and the dominant development and design priorities in a way that would be enforceable and subject to external review (Caldwell 1988).

To achieve this goal, they laid out the general framework for the EIA process. Section 102(2)(c) of NEPA lists three requirements: First, the assessment of all environmental impacts of the proposed action, including the residual effects that could not be mitigated, and of alternatives to the proposed action; second, a statement of the relationship between short-term economic gains and the long-term advantages of maintaining a productive ecosystem; and third, a statement of any irreversible environmental or social consequences should the proposed action be implemented (O’Riordan and Sewell 1981). Importantly, NEPA is a procedural legislation, mandating a set of actions to be followed, as opposed to specifying environmental outcome (Cashmore 2004).

It is important to note that NEPA itself establishes a broad definition of the word environment, one that includes the social as well as the biophysical components, although this has not always been the case in the application of NEPA, particularly in its earlier days. In addition, NEPA specifically mandates the disclosure of information to the public and to other relevant government agencies, by requiring the preparation and release of the Environmental Impact Statement (EIS). With its bold goals and sparse details, NEPA’s drafters left much room for interpretation, thus beginning what has now been more than 30 years of discussion, debate, and legal battle over just how the EIA process should look and what it is meant to accomplish. This debate has grown to include people and governments around the globe, and participants from nearly every disciplinary background, including planners, scientists, economists, political theorists, and of course, developers, environmentalists, and the general public: a veritable EIA industry.

**STEP-BY-STEP: THE EIA PROCESS**

Despite the wide variety in EIA legislation and practices around the world, the basic structure of the EIA process is more or less the same. The EIA occurs through six major stages: screening, scoping,
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TABLE 32.1
The Basic EIA Process

1. Screening of project proposal
2. Scoping:
   a. Definition of key issues
   b. Establishment of parameters of study
   c. Collection of base-line data
3. Impact Assessment (EIS)
   a. Identification and prediction of impacts
   b. Evaluation of impact significance
   c. Recommendation of mitigation and management strategies
   d. Release of final EIS
4. Review of EIS—decision is made
5. Implementation—development begins
6. Monitoring and Auditing

impact assessment, review, implementation, and monitoring/auditing (see Table 32.1). The initial screening process determines whether or not a project requires an EIA. The goal of this phase is to assure that unnecessary assessments are not carried out, while developments requiring assessment are not missed. The criteria for which development projects are subject to EIA laws vary greatly across national lines; some countries have no specific regulations regarding the screening process at all or adopt very weak criteria whereas in others, like the United States and Canada, the screening process is quite rigorous and well defined (Barrow 1997).

Once a project is determined to be subject to EIA procedures, it undergoes a scoping process to set its parameters and identify the key issues. Scoping presents a chance early in the assessment process to focus the study and establish its key goals and the level of detail, geographic boundaries, and temporal scale that will be considered. At this stage, relevant baseline data is collected and a team is gathered to conduct the assessment. Scoping can resemble a brainstorming session of experts and others associated with the proposal (Barrow 1997). Additionally, scoping presents a good opportunity to integrate the public into the EIA process. Local residents, in particular, may be the most aware of the particularities of the local area and can help EIA practitioners in identifying potential impacts that might otherwise go unnoticed or arise as points of conflict further down the road.

Following these initial stages, the formal impact assessment is carried out and the Environmental Impact Statement (EIS) is prepared. The goals of this stage are to identify, measure, and evaluate all the potential impacts and to suggest mitigation or avoidance measures. There is a wide range of technical and analytical tools available for impact assessment; the data collected should be both qualitative and quantitative and should, ideally, incorporate impacts on both the bio-physical environment as well as the cultural and socio-economic sphere. Assessment methods can range from simple to highly complex and include check lists, matrices, GIS mapping, and mathematical modeling. Traditional cost-benefit analysis and other related evaluative techniques may also be incorporated in the EIS in order to determine the significance of the impacts predicted. It is critical that alternatives to the development proposal, including no development, be considered at this time and that assessment take place for each scenario. After the completion of the assessment and evaluation process, recommendations should be made for how to proceed and how to minimize or mitigate the negative effects that will result, either through modification of the original design or through subsequent management. These recommendations should be included in the EIS document in addition to a list of impacts that are unavoidable or cannot be mitigated. There is a wide range in presentation of the final EIS in terms of both length and style of the document produced. Some EIS total thousands of pages and are laden with technical detail, whereas others present only a cursory overview of the situation. A good EIS must be both understandable and thorough, a challenge given the scale of the assessment task.
Once completed EIS is made public and reviewed and a decision is made on whether to allow a project to go through as proposed, rejecting it altogether, or allowing it with stipulations. The review process differs in different legislative contexts and may be done by a panel that includes members of the public, by a group of government officials, or by the judiciary (Barrow 1997).

The final stages of the EIA process, auditing and monitoring, take place largely after the project is completed but are nonetheless crucial in assuring the integrity of the process. The post-assessment audit seeks to answer the question of how closely the predicted impacts resemble those that actually occurred. In addition, auditors may review the effectiveness of the recommended mitigation and management strategies. Auditors should evaluate the EIA process, its thoroughness and cost-effectiveness, and the accuracy of its results. Monitoring differs from auditing in that it is an ongoing process that focuses on collecting technical data on the impacts of development and can occur throughout the process, before and after project completion. Monitoring feeds into both the assessment and auditing process. Post-development, monitoring is important in order to assess compliance with EIA recommendations and to assure that the EIA process produces results on the ground and not simply a good EIS document. Unfortunately, many countries, particularly in the developing world, lack the resources, technical abilities, or political will to implement good monitoring and auditing procedures.

Outlined below is the basic structure of the EIA process. It is important to note that this process does not occur in a linear fashion as it might appear, but rather is a cascading and at times cyclical process in which various stages may be occurring simultaneously with results feeding both subsequent and previous stages. Furthermore, the EIA process does not occur in a vacuum but is embedded within a much larger context that includes planning priorities, development needs, scientific research, and political frameworks, to name just a few. Obviously, these and other factors influence the EIA process at every stage and allow for considerable play and variation along the way, as will be discussed in greater detail in subsequent sections.

LIFE AFTER NEPA: ADAPTATION AND SPREAD OF EIA LEGISLATION

The 35 years since the conception of the modern EIA has been marked by a rapid spread of EIA legislation to over 100 countries around the world (Glasson et al. 2005). This often follows a cycle in which some EIAs are conducted through donor or company requirements even in the absence of EIA requirements in the country, then a surge of EIAs when national regulations come into force, followed by a period of EIA maturity, in which the requirements are fine-tuned (Glasson 2005, pp. 293–4). With that spread has come an ever-growing volume of both critique and refinement of the EIA process. Within the United States, the passage of NEPA on the federal level was followed by similar actions by many individual states, such as California’s 1970 Environmental Quality Act and Vermont’s Act 250, for example. By 1991 there were 16 state-level bills that either added requirements to the national ones or replaced national procedures altogether. Collectively, these bills are known as “little NEPA’s” and tend to be more demanding than the federal laws. On both a state and federal level, refinement of EIA requirements evolved out of a great deal of litigation following the passage of NEPA. NEPA's drafters chose to use relatively vague language, allowing the courts to hammer out the details of the EIA procedure (O’Riordan and Sewell 1981). For better or for worse, it is clear that litigation remains a central focus of the U.S. model of EIA. The emphasis on litigation is something that many other countries have tried to avoid in their adaptation of EIA legislation and it is the source of much criticism of the U.S. model (Caldwell 1988; Bailey 1997). Others point to the positive role of the courts in clarifying procedures and encouraging the growth and evolution of EIA within the United States (O’Riordan and Sewell 1981).

On an international level, countries such as France, Canada, Australia, and Thailand followed
the lead of the United States and adopted their own EIA legislation as early as the 1970s. By 1985 there were already signs that EIA was becoming an international norm, at least in the developed world; in that year, the European Community passed a directive requiring EIA procedures in all member states. EIA again gained prominence on the world stage at the 1992 Earth Summit in Rio de Janeiro when the UN passed Agenda 21 encouraging all countries to “integrate environment into decision-making” and requiring EIA procedures as part of the Convention on Bio-Diversity (CBD). Since then quite a few international agreements have included EIA requirements, and many international aid agencies, like the UN and the World Bank, require that recipients complete an EIA for any development project that receives funding. These measures have expanded the reach of EIA beyond just the developed world, and today EIA legislation can be found in more than 100 countries across almost every continent.

That said, it is important to note that there is much variety in both EIA legislation and its effectiveness. Laws and procedures are adapted by each country to fit within its own decision-making framework. Some nations have followed the U.S. model and created their own EIA legislation whereas others, like Sweden, Denmark, and the UK have chosen to integrate EIA into existing planning procedures without new legislation (Barrow 1997). On a procedural level, differences arise from the unique challenges that are present in certain settings, such as in the developing nations. And even within a Western European countries, there are differences, for example in the volume performed (20 EIA are done a year in Austria, versus 7,000 in France), in the degree of public participation, and in which projects require an EIA (Glasson 2005, p. 296). These differences make it impossible to imagine a one-size-fits-all EIA process or to generalize about the success of EIA globally without acknowledging the variety of legislative contexts and EIA experiences.

One of the most obvious examples of cross-national variation in EIA legislation is the extent to which EIA is used to integrate the public into the decision-making process. In much of the developed world, EIA legislation includes public participation or disclosure as one of its stated goals, however the interpretation of this concept varies greatly. In the United States, EIA procedures have evolved to incorporate and require more and more participation over the years as a result of several court decisions. Allowing public lawsuits that challenge EIA findings is one way that people in the United States can engage with the EIA process that is not permitted in other contexts. There are also attempts to integrate the public earlier in the process before a decision is made, in the scoping and assessment phases. Outside of the United States, New Zealand is known for having some of the highest levels of public participation at all stages, both before and after a decision is made, and including project design (Barrow 1997). In Europe, on the other hand, even the most recent amendments to the EIA Directive require only the disclosure of information to the public, not the active engagement that is present in the other contexts (Hartley and Wood 2005). The lowest levels of public participation can be found in the developing world, where there tends to be little political will to include the public; this, together with low levels of education and limited experience of the public in the political arena tends to lead to top-down EIA procedures that pay little attention to the opinions of the local residents (Petts 1999). Yet in almost all contexts, the EIA does provide an entry point through which pressure groups (which are often linked to activist counterparts globally) can access information about and challenge disturbing projects.

Some theorists see direct links between the openness of a country’s political system and the extent to which adopting EIA procedures has led beyond the procedural level to substantive policy review. Some of the key political factors include the level of government accountability, the openness of the democratic process, the influence of interest groups, and the procedures for settling disputes. In contexts where the political climate is such that people have access to information, a means of engaging the decision-making process, and the ability to challenge results,
the influence of EIA seems to be much greater than in countries where people do not (O’Riordan and Sewell 1981).

**EIA IN PRACTICE: PROCEDURAL CHALLENGES AND CRITIQUES**

The political contexts and legislative requirements are only part of what assures the effectiveness of the EIA process. It is also important to look at the procedural level in terms of how requirements are actually carried out. Public participation is a recurring area in which the complications of putting EIA goals into practice are evident. There is a wide range of procedural norms even within a given legislative context relating to how, when, and to what extent public participation is sought. At the lowest level is the simple provision of information to the public, through leaflets, newspapers, and other one-way forms of communication. Accessibility of information is critical; one of the most common procedural critiques levied against EIA is that the documents produced are often highly technical and lengthy, and thus don’t really accomplish the goal of informing the general public. Creating a document that is at once thorough and accessible is a central challenge for EIA practitioners both in terms of relations with the public and usefulness for decision-makers, themselves not technical experts (Alton 2003).

Providing information is only a small part of meeting the goal of public participation, however; participation implies a two-way process that goes beyond the disclosure of information. The collection of feedback from the public, through surveys or interviews, is one common method. Though a good first step, this, too, falls short of true participation, as the power is still entirely in the hands of the experts to collate and present this feedback and to integrate into the EIS produced (Petts 1999). Public meetings can sometimes be a more meaningful way of incorporating participation that can lead to greater accountability of decision makers and developers. These, however, can become quite contentious and can be dominated by NIMBY and LULU concerns. Public participation needn’t imply opposition, however. It can also be a constructive process that will improve a project’s design and the ultimate decision and lead to better relations in the future. In some cases, the local residents may have more knowledge of the local area than outside experts and can provide valuable assistance to developers. For this reason, timing is crucial; for participation to be effective it must be done when done early, so that concerns can be adequately addressed and input integrated before entrenching antagonism (Kwiatkowski 2003).

Establishing a community advisory group, or a body of key stakeholders that represent the greater public, is another way to integrate participation at a very high level by inviting the public to play an active role in shaping the outcome of a development decision. This approach acknowledges that the public is not just to be placated, but may genuinely have something to contribute to the assessment and design process. This representative approach, too, has its limitations, as it relies heavily on a select group of individuals to speak for the entire public and therefore does not result in a truly open process or the education of the general population (Petts 1999). The complications of meaningfully integrating the public and providing them with accessible information illustrate some of the procedural challenges that are imbedded throughout the EIA process and the wide range of procedural norms that exist. Overall, there has been growing attention to the need for meaningful integration of local stakeholders, largely as a result of outside pressure from NGO’s and community

---

2. The abbreviations stand for “Not In My Back Yard” and “Locally Unwanted Land Uses.” Note that, as Fischer (2000, 125) has pointed out, “Basically, NIMBY reflects a public attitude that seems to be almost self-contradictory: namely. That people feel it is desirable to site a particular type of facility somewhere as long as it is not where they live.” Typical NIMBY and LULU projects are landfills, hazardous waste facilities, power plants, prisons, homeless shelters, or drug clinics.
activists (Shrimpton 2000; Petts 1999). Many countries that previously had little or no provisions for public disclosure are adopting disclosure practices and there is growing pressure to make EIA documents accessible to a wider audience rather than just technical experts.

The timing in which impact assessment takes place is another procedural variable that is often the focus of critique. For an EIA to have meaning, to be able to influence the outcome of development, it must take place early on, where options are still open and alternatives truly exist. Too often, EIA is done only after a great deal of project planning has taken place and is used only as a tool to justify and give legitimacy to a predetermined decision or design plan (Alshuwaikhat 2005). There can still be some value in a retrospective EIA, as it can provide valuable information on mitigation options and on-going management, but it falls short of the goal of EIA to be a proactive tool that institutionalizes foresight (Bailey 1997).

The link between EIA and on-going project management, or how the EIA is used after the point of decision making, is another important challenge receiving increasing notice. Critics have argued that though EIA documents may contain a wealth of data and information, they are too often ignored or even discarded as soon as a decision is made and a project moves forward and that the entire process has been too focused on producing the EIS (Robinson 1992). One of the goals of the EIA has always been to provide information and recommendations to improve the development project throughout its life cycle. Unfortunately, procedures are not always in place to translate that goal into a reality and the value of EIA as a management tool can often go untapped. But there has been a shift in EIA away from narrowly focusing on the accuracy of predictions toward linking EIA recommendations with project management (Morrison-Saunders 2005). In some cases, EIS documents may even contain legally binding prescriptions for on-going management and impact mitigation or a special management document may be required (Bailey 1997).

With all of its imperfections, there is little question that EIA has firmly established itself as the dominant means for incorporating environmental considerations into development decision making. At the same time, the EIA process remains in a constant state of evolution and flux, as it has since its inception, driven by an ever-growing body of experience and critique. In the years since NEPA, there has been much progress in both recognizing and addressing the procedural and technical challenges of EIA practice. The following list of “best practices” summarizes some of the key characteristics identified as necessary to assure EIA effectiveness.

**EIA “BEST PRACTICES”**

(adapted from Barrow 1997)

- **Timing**: assessment should be initiated early in process, before major project/policy decisions are made and alternatives are ruled out.
- **Assessment techniques**: systematic and interdisciplinary analysis should be performed using a variety of assessment techniques and incorporating biophysical, social, cultural, and economic impacts as well as indirect and cumulative impacts.
- **Independence**: objective review of results should occur to ensure scientific integrity.
- **Public disclosure**: EIA results should be published before decision is made in a way that is accessible and widely available for review.
- **Public participation**: participation should take place at various stages and suggestions incorporated into project design and decision making.
- **Follow-up**: EIA results should be integrated into on-going management and compliance monitored.
BEYOND PROJECT-LEVEL EIA: THE RISE OF STRATEGIC ENVIRONMENTAL ASSESSMENT

At the same time that these improvements to the EIA process are taking place, there are others who hold that such refinements are not enough and that more sweeping changes are needed in order to meet the goal of sustainable development. This level of critique does not look at the EIA process in isolation, but focuses, rather, on the interfaces between the EIA process and the surrounding development context, thus adopting a more radical, bigger-picture view of the changes that are needed in order to move forward. These critics play an integral part in promoting the continued evolution of EIA, particularly the most cutting edge developments that we see today.

Perhaps the best example of such a critique, and the progress it has spurred, can be seen in the development of the Strategic Environmental Assessment (SEA), a relatively new tool for impact assessment that is gaining ground around the world. This tool came out of the critique that the project-based characteristic of EIA makes it, on its own, intrinsically antithetical to the promotion of sustainable development. The goal of EIA is to institutionalize damage prevention and to further an anticipatory, proactive approach to dealing with the environment, and yet the very nature of EIA makes it, in one sense, reactive in that it can only be done once a project is already proposed (Alshuwaikhat 2005).

SEA addresses this by establishing a process similar to EIA that can be carried out at the policy, planning or program level. In other words, SEA mandates that before a development policy, whether national or international, is passed, its impacts should be assessed and evaluated just as we do for individual projects. Sustainability goals, then, would “trickle down” from the highest levels of decision making to the project level based on the results of the assessment and decisions that followed (Alshuwaikhat 2005). This helps assure that the full range of development options are truly considered instead of waiting until many are ruled out to begin the assessment process. In addition to being more anticipatory and broadening the scope of EIA, SEA also provides a way of capturing cumulative and indirect impacts that can go unnoticed as a result of the narrow focus of project-level EIA. It is important to note that though SEA emerged out of the recognition of the short-falls of EIA, it is not meant as a substitute or replacement, but rather acts in conjunction with current EIA procedures.

In the past ten years, there has been growing recognition internationally about the important role that SEA can play in promoting sustainable development and the limitation of the project-based EIA. Significant challenges still exist, however, in terms of the implementation of SEA procedures. Current policy and planning procedures lack triggers to set the SEA process in action, and once initiated there is insufficient guidance on how SEA should be carried out. Advocates of SEA point out that this should not be surprising given the relatively short life of SEA development, and that the current challenges facing SEA resembles those faced with EIA in the 1970s (Shrimpton 2000).

SEA may have the most important role to play in the developing world, where the development challenges are the greatest and there are the most significant barriers to adopting good EIA practices. Currently, developing countries around the world have established various forms of EIA legislation and yet these are often ineffective in promoting ecologically sound development. Focusing on using impact assessment tools to make big-picture plans and decisions might be more effective in this context than the project-based EIA. Experience with the implementation of SEA in the developing world remains limited, however there are some promising examples. In Asia, for example, SEA has been used to develop Nepal’s forest management plan and Pakistan’s water program, and a few developing countries around the world have adopted legislation mandating some form of SEA, including Brazil, South Africa and China (Alshuwaikhat 2005).3

3. For an extensive, up-to-date review of SEA approaches in international financial and development organizations as well as SEA implementation in twelve different countries, see Chaker et al. (2006).
EIA AS PUBLIC POLICY: NOT “HARD SCIENCE,” BUT A MEANINGFUL TOOL FOR DELIBERATIVE DECISION MAKING

The above sections have already indicated that EIA can hardly be regarded as “hard” or “exact” science. With all the procedural and technical challenges, scientists themselves are in fact some of the harshest critics of the EIA process. For one, the “scientific” goals of EIAs have largely proven impossible to attain: natural ecosystems and human populations are simply too complex to make accurate, “objective” predictions about the precise environmental and health impacts of any given project. Scientists critical of EIA often focus on the lack of a peer review-process and question the independence of the consultants hired by developers to complete the EIA (Robinson 2001; Treweek 1996). Assuring the legitimacy of EIA findings is one of the critical roles that the courts and the public can play, and this is why it is essential that there be a process to challenge findings. Measuring and predicting impacts is not simple, even with the highest level of independence. Furthermore, there is often a lack of good base-line data that can be used as a basis for making predictions, and certain impacts, particularly indirect and cumulative impacts, are often ignored because they are difficult and costly to quantify, despite the fact that they may be quite significant (Parr 1999).

In the end, the process of scientific inference is always laden with interpretative elements. However, if properly acknowledged, the value-ladenness of EIA does not necessarily discredit it as a tool for decision making. Quite the contrary, it can also be seen as an opportunity. Yet to date, few EIA experts are willing to radically rethink the core nature of EIA as a soft tool that “is political to its roots” (Richardson 2005, 350). The role of interpretation and valuation in EIA remains a contested issue—one that is, in fact, very much linked to larger debates in public policy and planning about the nature of decision making. More specifically, the so-called communicative, or argumentative turn in policy analysis and planning (see e.g., Fischer and Forester (1993), Dryzek (1993) or Healey (1993)) has also begun to affect some people’s thinking about EIA. Bringing some of the insights from planning theoretical debates related to the communicative turn to bear on this issue, Richardson (2005, 341) argues that environmental assessment “needs to engage with competing multiple rationalities, and the inescapable presence of value conflicts.” The question of values has indeed become a very difficult issue within EIA, as the line between facts and opinions can easily become quite blurred. The fact that the assessing experts typically carry out their work in the midst of various power struggles and processes of political maneuvering and a look into the daily practice of environmental assessment quickly confirms that EIAs or SEAs are highly politicized sites of struggle. Thus, a simplistic, technocratic interpretation of EIA (and SEA) is clearly falling short of its reality in practice, and it may be more appropriate to instead measure the usefulness of the EIA process by its ability to increase the overall sustainability of the decision-making process. In this context, Wilkins (2003, 404), calls for an even greater subjectivity in EIA, arguing that subjectivity [is] . . . one of the positive attributes of the process that should be encouraged in order to promote sustainability and to inspire confidence in EIA. A satisfactory decision at the end of a specific EIA is not the only goal of the process. As a forum in which the public, proponents and regulators deliberate on the design and implementation of development plans, the creation of discourse around the pertinent issues at stake is also an important result. EIA promotes the development of values that foster greater social responsibility and has the capacity to increase the importance of long-term environmental considerations in decision-making.

Here, EIA is seen less as a tool for environmental decision making than for social learning (also see Wandersforde-Smith and Kerbavaz 1988, 161–163). Clearly, promoters of this view are typically more interested in the EIA process than in its results. But one does not have to go this far.
to acknowledge the fact that subjective value assessments and power struggles are inescapable in the practice of EIA.

CONCLUSION

In the late 1970s, sustainable development became an increasingly important public policy goal. In this context, EIA entered the stage as a new, now indispensable, decision-making tool. Far from being a foolproof scientific exercise, EIA remains a relatively malleable evaluation device that is always dependent on judgment calls and value assessments from experts. Also, as practical experience has shown, EIAs are not free from political and other influences. Even the most professional and independently prepared EISs are useless unless the results are taken seriously in the subsequent decision-making context. Regardless of this persistent element of subjectivity, however, the overall usefulness of the tool remains unquestioned. Today, most countries require EIAs for a host of large-scale projects, from transport infrastructures to housing estates and commercial or industrial developments. Assessment techniques have also been expanded to more specifically include health or social aspects (HIAs, SIAs) or to be applied at the level of plans and programs (SEA). EIAs are particularly contentious in the case of very high-profile, large-scale mega projects. Even short of rejecting a mega-project outright, an EIA might call for such extensive mitigation measures so as to render the entire project economically unviable, which is especially problematic in cases where politicians and public decision makers have tied their political futures to the construction of a particular project. In the end, any EIA process is only as good as the public policy environment it is embedded in.
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33 Technology Assessment as Policy Analysis: From Expert Advice to Participatory Approaches

Bernard Reber

Technological innovations are key issues in politics and economics. They also legitimize—if it’s new, it’s good. Today, political discourses on employment increasingly concern innovation capacities in a competitive international race. Thus technological choices are strategic. If the private sector and the market play an important role in this, the political dimension is also vital, from educational options to choices between different fiscal incentives. The political decision makers need expert advice—decision makers who are not able to understand and anticipate all aspects of many complex questions—this is the genesis of Technological Assessment (TA). But every technology, like the two-faced Janus, has two sides. Innovations carry with them risks as well as advantages. In the extreme, “meliorism” is in competition with responsibility: to put it in terms of the opposition between Ernst Bloch (1959) and Hans Jonas (1979), doing “better” technologically may also incur grave costs and “rampant apocalypticism.” In this case, risk policy must be some part of innovation policy. Sometimes innovations are unwelcome and a source of controversy in the wider population, and even among scientists. In certain cases, like genetically modified (GM) foods or brain sciences, the scientists are not in a position to produce robust evidence and to declare a given innovation innocuous, contrary to the hopes of politicians or other stakeholders. Are politicians then condemned to take strong decisions on the basis of weak certainties, given that they are accountable for public welfare and must safeguard the common good?

TA research—principally in the United States and in Europe has for 30 years tried to make these choices less arbitrary, better informed, and more clearly justified. The need for advice is driven not only by the so-called pure technological questions (existing largely in the realm of fiction), but most often by socio-technological aspects of innovations. The interrelationships between science, technology and society are becoming more and more complex and difficult to predict—and yet the TA guiding policy responses has arguably not kept pace with these developments. As we will see, TA can be many different things, from scientific advice to Participatory Technological Assessment (PTA), matching “facts” and “values” in contexts of uncertainty. These sociopolitical innovations—implemented in the complexity of European technologies and societies—constitute rare occasions to confront directly philosophical questions like the interrelations of fact and value, issues of pluralism in both political and moral philosophy, as well as questions concerning the proper role of the precautionary principle (PP) in risk analysis.

In this chapter we will first present TA as scientific advice, as was embodied in the U.S. Office of Technology Assessment (OTA) before it was terminated by Congress and then in some counterpart institutions and innovations—Participatory Technological Assessment (PTA)—in Europe. Second, we will describe briefly some procedures and criteria for evaluating PTA thus conceived. Third,
we’ll discuss roles and impacts of TA. In conclusion, we will consider anew two further questions: the relationship of facts and values in TA (or PTA) procedures, and the articulation between ethics and TA (or PTA) and the precautionary principle in risk assessment.

1. DILEMMAS OF EXPERTISE BETWEEN SCIENCES AND POLITICS: SHORT-TERM AND LONG-TERM ASSESSMENT

After a long debate, the United States Congress created the OTA in 1972 (Bimber 1996; Herdman and Jensen 1997; Kunkle 1995). This office was to provide “early indications of the probable beneficial and adverse impacts of the applications of technology and to develop other coordinate information which may assist the Congress” (OTA, 1995). On the political side, OTA was governed by the Technology Assessment Board (TAB), consisting of six representatives and six senators, evenly divided between the two parties, and chaired in a rotating term by one of its own. On the expert side, OTA was advised by the Technology Assessment Advisory Council (TAAC), consisting of ten expert members of the public, appointed by the TAB, the comptroller general, who heads the General Accounting Office, and the director of the Congressional Research Service. TAB had formal control over OTA’s analytical agenda and remained engaged over OTA’s history. TAAC had no formal operational authority and was, perhaps in consequence, less active and engaged (Herdman and Jensen 1997).1 OTA could generally not conduct an assessment without a specific remit from Congress to do so. Assessments were often stimulated by discussions among congressional members. Before work began, the TAB had to approve each proposal for an assessment, preventing the agenda from being high jacked by individual committee aims or politically-driven partisan interests. To help frame and determine the scope of the assessment, a staff of two to six analysts would then organize an advisory panel of stakeholders and (typically) nongovernmental experts. Staff would pursue the assessment through a variety of methods, circulating preliminary drafts to the members of the advisory panel and, often, to additional outside readers. The final draft was then subject to further formal external and internal review before being submitted to the director and the TAB for approval and release. The TAB exercised high standards vis-à-vis its procedures and the objectivity of its reports. Congressional testimony and discussion with Administration officials, stakeholders, public groups and press, often followed the issuing of reports.

The OTA slowly grew in status and recognition. By 1980, its budget (about 22 million dollars (Bimber 1996)), reached the plateau at which it would stay till its demise, the year of its closure in 1995.2 The number of its staff hovered around 200, but the specific number of full-time OTA employees was often difficult to determine because many of them were contractors only for a limited duration. Most employees were analysts with advanced degrees, working in a relatively flat organizational structure.

The OTA is often mentioned as pioneer of TA. Curiously, however, relatively little attention was paid to it at the outset (Coates 1999), despite a burgeoning literature on the philosophy and methods of technology assessment during its formative years. Only toward the end of the term of its first director, did the OTA make an effort to consolidate knowledge about methods of technology assessment in the private sector and in government. A review, culminating in a report based on hearings before the TAB (OTA 1977), concluded that technology assessment was an increasingly useful tool for medium and long-term management in both sectors.1 It could provide early warning of unanticipated consequences as well as analysis of options and alternatives. It should be “tailor-made to fit the resources, timing, and needs of the decision makers.” Under its second director (1977–1979), the OTA engaged in a priority-setting enterprise that solicited input from more than 5,000 members of the public (OTA 1979). Analyst Bruce Bimber (1996) writes critically that the “exercise was a classic policy analyst’s attempt at determining national priorities through technical non-political means. It outraged many legislators who recognized it as a rejection of Congress’s own
agenda-setting processes.” Nevertheless, the senior staff members who participated in the process devised criteria for determining whether OTA might fruitfully conduct an assessment on any given topic. The critical questions were:

- Can OTA do the assessment?
- Does the assessment involve the impact of technology?
- Is there congressional interest?
- Does the technology impact significantly on the quality of life and human needs?
- Would the assessment provide foresight? (OTA 1979)

The OTA began a self-review process in September 1992 to scrutinize its aims and operations. That marked a break from the past, identifying the OTA’s work as a specific form of policy analysis, although the printed report begged the question of what policy analysis is by defining it as the activity of policy analysts (OTA 1993). The study identified two standard aspects of OTA’s policy analysis: (1) the description of the context of a policy problem and the presentation of the relevant information that might require congressional attention, and (2) the discussion of potential solutions or options that Congress might choose to adopt. It was not clear, however, what was the appropriate balance of attention to context and options. This work identified three primary criteria of good policy analyses: objectivity, reader-friendliness, and timeliness. Congressional staff acknowledged the OTA’s reputation for objectivity as one of its “chief assets” (OTA 1993). However, there was no consensus among the staff about what it meant to be “objective” and the term was variably used to signal a range of different virtues, from the absence of issue-related bias to evidence of scientifically based literature and data.

Reforms, some hastily planned, were in the works in the summer of 1995, when Congress eliminated the OTA by refusing to appropriate funds for it. In retrospect, the motivations behind this action can be traced in part to the OTA’s own self-review: the criticisms articulated in that report—and particularly the recognition by the OTA staff—that they were “expected to do more better, faster—without compromising the integrity of the assessment process” (OTA, 1993) were prescient, foreshadowing the congressional hostility that spelled its demise. But perhaps more importantly, it got caught in a struggle between the Clinton administration and a new conservative Congress dominated by Newt Gingrich. The conservatives had promised to eliminate federal agencies, and OTA was the easy one, as an agency that prided itself on nonpartisanship had not natural constituency to lobby for its survival.

Even this brief history of the OTA reveals an organization poised on the awkward boundary between politics and science, charged to provide technically oriented, unbiased foresight to a traditionally short-sighted, partisan, and politically-motivated legislative body. As such, the OTA’s trajectory illustrates the essential question concerning strong bipartisan support for using forms of peer review in regulatory science, in congressional, federal regulatory agencies, courtrooms (Berger 2000; Breyer 2000), and states (CGS 1999).

II. FROM EXPERTISE ADVICE TO PARTICIPATORY TECHNOLOGICAL ASSESSMENT (PTA)

The example of the OTA inspired ideas in other countries, particularly in Europe, where new developments arose within a diversity of regulatory institutions. These institutions basically followed the OTA model. And, as we will see, the same conflicts and questions emerged concerning the roles, the methods and the impact of TA. Although the OTA made extensive use of stakeholders as members of panels and reviewers of drafts, it made little effort to include lay-citizens in its assessment (Bereano 1997). But somewhat later, the concept of TA began to evolve in new direction, including greater
lay participation. First, the addressees of TA studies were not always legislators but increasingly also the bureaucracy and other levels of government. Moreover, while the United States approach to assessment was based on technological expertise, it later began to involve stakeholders and a wider public in the processes. European TA, in contrast, struggled from the outset with the challenge to integrate interests and values of all parties throughout the assessment. TA practitioners have subsequently adopted more participatory methods (Dürrenberger, Kastenholz, and Behringer 1999; Van Eijndhoven 1997), such as focus groups, citizens’ panels (Joss and Durant 1995; Brown 2006; Guston 1999; Hörning 1999), and scenario workshops (Andersen and Jaeger, 1999; Selove 1999). Devices of this kind provoke some key political questions concerning the form of participation and different implicit social ontologies (Kahane 2002).

After the European BSE (mad-cow) crises, consumers became more recalcitrant about issues such as GM food. Important normative notions (such as the precautionary principle) now set an important moral and juridical meta-standard, serving to frame certain political decisions concerning scientific and technological choices. In February 1992, the Maastricht Treaty had introduce the PP as one of the foundational principles for a European policy on the environment, and the Resolution of the European Council at Nice explored PP in greater detail in more than 20 articles. The need for a stronger, more pluralistic participation in the assessment process has become a high priority (Fischer 1999; Reber 2005b). The politicization of TA activities by integrating participatory elements has its origins in the recognition that the state is accountable to often conflicting demands: new developments in science and technology put public authorities under pressure as they are faced with uncertainty about the consequences of these developments and with a plurality of values and interests about them. In this sense, the development of PTA arrangements is a kind of partial response to the wider problem of the legitimacy and scope of state authority.

We have to recognize that these questions are not easy ones. Who is qualified to speak to them and decide? How is it possible to map the values concerned (Fischer and Forester 1987; Hill 1992)? The profound impact on everyday life and the political system bring to varying degrees of uncertainty with them: cognitive (what are they really?), normative (linked with a plurality of values, compatibility with ethical standards or notions) and pragmatic (what should we do given the situation?) (Hennen 1999).

With a wide diversity of approaches, PTA has opened up spaces in which different agents exchange views, deploy diverse modes of communication such as narration, interpretation, argumentation, and reconstruction, to mention only a few. The recent methodological wealth in this can be illustrated by a simple enumeration of the types of procedures now in play: citizen juries, consensus conferences, deliberative conferences, Delphi and Charette methods, expert panels, focus groups, planning teams, scenarios workshops, perspective workshops, consumer workshops focused on “visions of the future,” global cafés, direct initiatives and referendums, public surveys, public auditions, opinion polls (with or without deliberation), multiple choice questionnaires, discussion and negotiation between interest groups, citizens’ councils and committees, voting conferences, interactive technological evaluation (TE), constructivist TE of consumers, interdisciplinary working groups and political role-playing.

These experiments can take place in a synchronous or asynchronous manner, with the real presence of participants or by means of information and communication technology (ICT). They vary according to the motivations driving them (e.g., focus on counseling or decisions), their aims (e.g., cartography of the diversity of positions, consensus building or deliberative disagreement), their themes (e.g., public or little-known, complex and controversial), the social and institutional context, the moment of their realization, the human and financial means which they have, and lastly, their modes of “arrangement”—from the definition of the objectives, recruitment, and equity in the implementation of the procedures, to carrying out the decisions and perhaps involving political figures in the procedures) (Reber 2005a).
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It is clear that TA exploits many methods. It is impossible to describe each of them in detail here. Nevertheless, some methods constitute the core of the TA “method toolbox,” while new methods are continually being introduced. In fact, the TA method toolbox expands with time and with new institutions joining the TA community. We can trace back the TA historical trajectory to the first expansion of the toolbox in the TA history the first expansion of the method toolbox when classical or scientific expertise (expertise in the “hard” sciences) was supplemented with participatory or interactive methods. These two types of methods are now considered as current TA practice.

We will now show how some of these methods of PTA reflect explicit choices, which privilege and take charge of certain phases of public evaluation.

A. Submitting an Issue to Discussion: Citizen Juries

As its name indicates, this was originally a type of legal deliberation, specifically, in jury procedures and Assize Courts (Stewart, Kendall, and Coote 1994). A group of 12 to 24 people, selected at random, is invited for a period of three days to a week to give its opinion, by vote or in an agreement, on a given issue (Veasey 2002). Jurors are selected according to their degree of closeness to the issue, as well as certain socio-demographic categories (age, profession, gender, place of residence, cultural identity). A significant amount of work, over four to five months, is done by an advisory committee, a working group and two moderators. These three groups are responsible for laying out the “mandate” or “charge” (chef d’accusation), in keeping with the trial metaphor. This distinctive methodological stage is elaborated with great care. (For instance, the “charge” can end up being divided.) Persons selected in phone interviews are asked to offer judgments, and to base these on what they hear from witnesses and experts, presented either alone or in panels. The issue is explained to the jurors by these experts, but other, more “neutral” individuals are also available to assist the jurors, either at the beginning of the auditions, or as long as they last. At least half of the time allotted to this phase is devoted to answering the questions of the jurors. The deliberation which follows can take up to a day, in order to arrive at a consensus, if possible. This deliberation either focuses on a single question or, when appropriate, on work done in subgroups on a number of themes. All information derived from the arguments presented and the votes cast is surveyed in the final report, which then becomes a key source for the individuals initiating the procedure. It follows that the moderators must have a great deal of skill, since they must not only chair the discussions, but facilitate deliberation and synthesis, while ensuring that answers remain on track in terms of the question posed.

B. Large-Scale Participation: États Généraux

Many PTA-type processes have been criticized for being too inward-looking and fostering a Loft Story environment which fails to engage an adequate number and diversity of participants. In response to this criticism (and to revive the old French tradition of General Assemblies or États Généraux), questions addressing food and health in particular have been more widely debated. I will examine one example of this alternative assessment procedure: the États généraux de l'alimentation, Que voulons-nous manger? (General assemblies on food issues entitled “What do we want to eat?”), (Joly and Marris 2002; Whiteside 2003). This assessment separated into two phases, a preparatory stage and an institutional stage.

The preparatory stage involved three modes of consultation:

1. An opinion poll, both qualitative and consultative, was conducted by the IPSOS agency, so as to identify the expectations, inquiries, contradictions, and overall perception of the
information pertaining to food. The results were made public in five regional forums, which were held for ten days in Lille, Lyon, Nantes, Marseille, and Toulouse.

2. Five “pre-forums” brought together approximately 100 people (eight tables of twelve people each), citizens, consumers, and professionals from the food industry. These discussion groups were filmed and took place in the presence of sociologists who also were in charge of evaluating the entire process. Each forum was organized in the same five cities. The discussions were meant to reach consensus but also to identify contradictory consumer expectations. They were completed by public debates organized throughout France by three consumer groups, on the specific theme of genetically modified organisms.

3. During the entire process of the États Généraux, a Web site was provided both inform the public and to receive questions.

The institutional stage fell into two parts:

1. Regional forums with 500 people were established in order to allow for an interactive discussion between local figures in the food sector, grass-roots organizations, elected officials, and health and education professionals. The themes that were discussed stemmed from opinion polls but also from pre-forums. The setting resembled a TV set, with a seven-person table for the experts, an eight-person podium for “members of civil society,” and a third space for the journalist, accompanied by a philosopher or sociologist in charge of synthesizing or reinitiating the discussion.

2. The National Conference of the États Généraux, held on December 13, 2000 at the Grande Arche de la Défence, brought together more than 700 people, some of whom participated in the regional forums. Also present were figures from the agricultural and food industries, health professionals, consumer associations, representatives of local government, public health officials, members of the press, scientific experts, and three ministers. The speeches alternated between institutional discourse, excerpts from the “pre-forums” and the regional forums (including filmed excerpts), statements regarding four possible scenarios for the future, and debates with the audience. The prime minister pronounced the concluding remarks.

C. GROUP INQUIRIES: CONSENSUS CONFERENCES, CITIZEN CONFERENCES OR PUBLIFORUMS

Consensus-oriented conferences (Andersen and Jaeger 1999; Joss and Durant 1995; Gossement 2003) citizen assemblies or publiforums comprise the emblematic apparatus of what has been called (somewhat facilely) “technical democracy” (Callon, Lascoumes, Barthe 2001; Sclove 1995; Kleinman 2000). A group of ten to thirty people is brought together for a total of seven days during three weekends. Their goal is prepare a conference at which experts will be heard, regarding questions stemming from a public scientific controversy. These citizens can be chosen by a polling organization, in a lengthy process designed to select “the most neutral individuals” or “the most naïve (candide)”11 ones; they can also be selected through newspaper advertisements.11 The first two weekends focus on acquiring knowledge about the premises and consequences of the chosen theme, collectively laying out the topics and questions for the roundtables, and choosing the experts. After the latter have been auditioned, the citizens put together a final report, which is released to the press. A scientific steering committee advises the institution in charge of the conference, and a moderator is always present to assist participants in the discussions.

Significant variations exist in the implementation of these procedures, which initially were carried out in Denmark. We will point out two major modifications with two examples of such experiments.
The first was akin to the format of consensus-oriented conferences and extended its perimeter to Europe: the “European Citizen’s Deliberation Initiative. The Present and the Future of Brain Science” (nine different countries; 2005–2006). This project is the successor to several unsuccessful attempts, pan-European or trans-European, such as the “Euro-Forums on Human Genetics” (2001–2002), organized within the framework of the European Council.

The second was the Debate on GMOs and Crop Experimentation, organized by the Conseil Économique et Social (Reber 2006). This assembly was comprised of three types of participants: (1) “citizens,” represented by high school students, unemployed people, and young academic; (2) “experts,” and (3) “sages” who were in charge of writing up the final report, several weeks later. To be sure, this experiment is to be distinguished from a citizens’ conference by the short time that was allotted for its preparation and organization. The organizers themselves hoped in vain for a true citizens’ conference on the subject, which would have taken place at the end of 2002.

D. Reflexive Evaluation: Inventory, Control, and Participative Evaluation (ICPE)

In the event of a crisis or as an intermediate stage in the development of a project, this methodology focuses on the act of evaluation proper. It asks the participants to share control and responsibility for evaluation with respect to questions such as: Assessment according to which methods? Involving whom? Using what data? Aiming at what type of restitution (Booth et al. 2001)? The duration of the process varies according to the theme and the number of people invited to participate. During the first meeting, which is open and informal, the participants discuss what they want to learn, the goals of the evaluation and the activities that are to be evaluated. Participants can suggest questions to be prioritized by the evaluation procedures and choose the type of indicators (direct or indirect) to best serve this end. Ideally, the indicators are well-chosen in relation to the participants’ goals, and the overall quality, pertinence and availability of information. In this case, the entire process is simplified with respect to the quantity and scope of data collection. If appropriate, the evaluation group can choose to accumulate additional information, within the initially set deadline. At the end of this process, discussion centers on how to best analyze, synthesize, and present the data, based on the specific audience, the type of results that are expected, the decisions they might entail, and the available time and resources. This can be a moment for re-evaluating the questions posed at the outset. The presentation makes it easier to inquire into which conclusions should be drawn, what can be learned from the results, which new questions might have emerged, and what options there are for responding to existing problems, or problems emerging in the course of the survey. A plan of action is then drawn up and included in a report reviewing the entire process, focusing on what has been learned and identifying different available courses of action.

E. Secondary Evaluations

The extension of methods, from classical TA to PTA has broadened the kind of quality criteria a TA project should meet. Besides scientific quality criteria assessing the TA output, quality criteria for the TA process itself have been developed. The first comparative European evaluations of these practices were recently published, including “Methods of participation in evaluation and decision-making on technological matters” (EUROPTA) (Joss and Belluci 2003), “Technology Assessment in Europe; between Method and Impact” (TAMI) (Decker and Ladikas 2004), and the study entitled “Governance of the European Research Area: the role of civil society.” Other publications have contributed to this evaluation of PTA as well (Rowe and Frewer 2000; Fiorino 1990; Renn, Webler, and Kastenholz 1996; Callon, Lascoumes, and Barthe 2001; Joss 1999a: Klüver 2003). Having screened and evaluated technologies according to different methods, the organizers and researchers proceed...
in these latter publications to comparatively evaluate the process and the methodologies they used. Notwithstanding the reservations noted above, these meta-evaluations are principally concerned with the degree of public participation. Some studies speak of “participative democracy,” importing a concept born in quite another context. Some authors who classify diverse PTA experiments, often suggest new standards in such diverse arenas as theories of democracy (borrowed from authors like Barber, Beck, Giddens, Habermas, and Luhmann in theories of participative, deliberative, and dialogic democracy), procedural justice, communication theories, and even views on modernity. Among the criteria these authors propose are: representativeness, independence, openness, quality of arguments, early commitment, influence, transparency, accessibility of the information, relevance, definition of the tasks, structuralization of the decision, equal power to every participant, loyalty in interpersonal relations, flexibility allowing participants to make their own agenda and the cost-efficiency balance of the operation.\textsuperscript{17}

These interesting lists could be expanded. Such criteria, however, have evident weakness. They arguably place a disproportionate weight on participation over technological and evaluative (especially moral) aims. This is a point to which I shall return in my conclusion. We will see before how TA, mainly in its participative form, combines sciences, technologies and policy.

III. GOALS AND IMPACTS OF TA

TA is a generic term for nonuniform (Joss and Belluci 2003) and even partly contradictory approaches and activities. Therefore definitional problems have arisen (Grunwald 2002). Some TA definitions are based on its goals and functions of it: focusing on the contribution of TA to the social problem solving; certain special aims, like early warning against technically induced risks or the aims of innovation funding. Other definitions attend to methods used and the main categories TA uses regarding participation. Still others focus on the subject matter of the TA process—its concrete targets of investigation and which aspects of technology it concerns. Finally, the TAMI project, involving both researchers and practitioners, put forward a common definition that also reflects the “addresses” of the TA process: “Technology assessment is a scientific, interactive and communicative process which aims to contribute to the formation of public and political opinion on societal aspects of science and technology.”

Thus defined, what are the possible roles (Bütschi and Nentwich 2002), goals, and impacts of TA?

A. SCIENTIFIC ASSESSMENT ON CONSEQUENCES AND OPTIONS

Two classic roles of TA are related to its function of making scientific knowledge available for decision makers as comprehensive as possible: (1) comprehensive overview of consequences, and (2) technical options assessed and reconstructed. The first role provides a presentation of the possible\textsuperscript{18} consequences connected with a specific technology. Growing demands to apply scientific methods to anticipate long-term effects are increasing awareness of the ways in which technoscientific progress almost always incurs unintended consequences for society, economy, and the environment. To this end TA draws on a range of scientific procedures such as risk assessment or economic modeling.\textsuperscript{19}

The second role tries to objectivize technical options and to assess the viability of different technological paths by means of foresight studies or scenario writing, to facilitate rational decision making in innovation policies. The added value of TA lies in a comprehensive overview of possible effects (including but not restricted to economic cost-benefit calculations) as a fundamental prerequisite for policy making (OECD, 1983; Paschen and Petermann 1991). It is true that research
and development policy making has to deal with high degrees of uncertainties with regard to future outcomes in contexts in which stakes are often high and decisions are urgent (Funtowicz and Ravetz 1992). New technologies or research areas are often promoted by powerful techno-scientific communities that might overestimate chances and underestimate risks. TA can help to broaden the analysis, including views of other expert communities (inter- and intradisciplinary pluralism) (Reber, 2005b), and give a more complete and comprehensive view on possible effects of implementation of a technological innovation.

**B. Extending the Scope and Efficacy of Research and Development Policy**

If an identified problem requires additional research, a TA project might update the research agenda. The assessment of various research options may in turn lead to recommendations for a re-orientation of research policy. Research and development policy may be interpreted in part as a response to “market failure”: it can steer technological developments according to societal needs—needs to which the market might be indifferent. In this way it stands to influence the social shape of upcoming new technologies (creating supply-push driven needs) as well as triggering the development of new, socially useful technologies (responding to demand-pull driven needs). Thus knowledge of the spectrum of possible technological solutions available to meet social requirements is strategic. This dimension of TA had its genesis in the Dutch concept of “Constructive TA” (CTA) (Rip, Misa, and Schot 1995; INRA 2003). It promotes the technology that is sensitive to social objectives such as environmental protection (e.g., reducing the consumption of natural resources as well as the environmental waste and pollution). It also increases the interaction between assessment and analysis on the one hand, and the design of new technologies on the other and tries to serve a constructive role in technological and societal choice, maximizing the benefits and minimizing the problems that may be associated with knowledge-based innovation. It conceives of technological products as flexible entities, co-produced by the social contexts of their invention and use rather than as black boxes to which society must adapt. Thus, the tenets of CTA include: (1) early and controlled experimentation to identify and possibly ameliorate unanticipated consequences, (2) interaction between innovators and the public, (3) socio-technical mapping, (4) and combination of traditional stakeholder analysis with the plotting of technical activities.

**C. Evaluating the Consequences of Policies and Laws**

Within the preparation phase of a political or legislative decisions (and following its implementation), it is essential to explore that decision’s objectives in light of its foreseeable consequences, including its scientific and social effects. Some critics of the precautionary principle (Sunstein 2005a, 2005b) precisely target the consequences of new laws. Over the past few decades, there has been growing debate about the role of the public in determining policy regarding issues of science and technology, and evolving it in policy decision making when feasible (e.g., Rosener 1978; Renn 1992; Bradbury 1994; Klauenberg and Vermulen 1994).

**D. Agenda-setting**

Raising awareness of the consequences of new technologies in controversial cases might be an important goal for TA, particularly if these are not already included in the political or public agendas. TA institutes working on behalf of parliaments can collaborate with the agenda-setting processes in different ways. Sometimes TA agents are charged to solicit comments on governmental policy
papers, or the TA institute is asked to give advice or to provide additional researches on a specific issue during congressional hearings. These interventions need not result in political decisions, but they certainly serve to increase political awareness.

E. SOCIAL MAPPING IN CONTROVERSIAL ENVIRONMENTS

Technological controversies often highlight the fact that different actors, social groups, epistemic communities, and at times, researchers, arrive at different assessments depending on their interests, preferences, values (Kuhn 1977), epistemic, and moral evaluations (Reber 2005b). The analysis of these competing elements—and of the conflicting expectations to which they give rise—may enhance awareness of the social context of policy making and may provide opportunities for conflict resolution in novel ways (Bellamy and Schönlau 2004; Sunstein 1996; Reber 2006a). “It can also be seen as an integral part of the assessment of risks and benefits since such assessment depends on values held by the assessor. Discourse analysis used to clarifying the interconnectedness of scientific arguments and expert judgments in debates revolving around ethical beliefs and world views, may separate facts from values and establish awareness of the fundamentally political character of technology debates which on the surface might appear as debates on scientific facts” (TAMI Report 2004, 63).

F. THE ROLE OF MEDIATION

A TA project might aim at overcoming “blockade” situations by stimulating self-reflection on the part of the actors or by developing bridge-building alternatives (INES 2004). Here PTA procedures provide different types of “communication spaces,” which, in turn, permit actors the opportunity to confront conflicting aims and interests with a minimum of normative constraints (e.g., constraints dictating minimal civility) (Chambat Fourniau 2001; Pharo 1991, 2004). They can also promote different forms of agreement and ways of achieving a convergence of views: compromise (Pennonk and Chapman 1979), modus vivendi, deliberative disagreements (Rescher 1993), consensus (Habermas 1992), or compensation for violated interests. In cases of very new technologies with uncertain consequences and significant ethical implications, TA practitioners can take into account the need for parties to be heard equally, while restricting the modus of communication to relevant arguments (Klüver 2003; Habermas 1991; von Prittwitz 1996). In this way participants can be gently compelled to stick to certain standards of civility and other minimal procedural rules in their discourse. This process can promote the values of openness and fairness (Joss S. and Browlea 1999) among the representative actors, and hence TA can contribute to meta-level policy debates on the “political culture.” Ideally, the decision-making process would approximate to the rules of democratic deliberation. The task is both ambitious and tricky, however any commitment to a formal process of discourse can (from a stakeholders’ perspective) be perceived as dangerous, either because its outcomes are unpredictable (van den Daele 1995) or because it may promise to promote an unwanted asymmetry (Stengers 1997).

G. REFRAMING THE POLICY DEBATE

With the growing importance of technologies for societal development, the issue of trust (Durant 1999) in experts is moving to the center of the technology debate (Giddens 1991). TA projects stand to increase the comprehensiveness of the debate. New ways must be found for science and society to negotiate uncertainties (Nowotny, Scott, and Gibbons 2001). TA know-how can contribute to
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this aim, particularly through participatory procedures based on special cooperative arrangements between scientists and nonscientists. This collaboration can mitigate differences in problem definition, interpretations, and evaluations of data and knowledge, and do so in a manner more responsive to wider social perceptions and interests. Comprehensiveness might be increased by taking into consideration the viewpoints of more actors, their different perspectives, and rationales (technical, ethical, social, economical, environmental). It may yield a clearer evaluation of the conflicting policy options and participants’ (relevant actors) reasons for consent and dissent, giving way to more finely tuned policies. In these ways TA holds the promise of reframing discussions on policy options, including policy goals and means of political intervention.

H. NEW FORMS OF GOVERNANCE AND DECISION-MAKING PROCESSES

TA can contribute to the decision-making process by assessing how existing policies tally with salient assumptions and preferences. It may explore alternative policy options, probable effects, and the efficacy of different instruments such as financial measures (environmental tax, voluntary agreements) or legal regulations. With regard to technologies (often subject to international standards), TA needs more frequently to benchmark policies and deliver information on options for an internationally sound system of regulation. It might even be a goal for TA to recommend alternative forms of governance, both responsive and accountable to informed public debate (Callon, Lascoumes, and Barthe 2001).

I. NEW POLICIES

A TA-project might recommend concrete policy activities, if a new technology signals the need for an extension or modification of existing laws, as in the case of legislation concerning bioethics and informatics. Another possible goal is the assessment of different technology policy alternatives.

Of course, a TA project might address several objectives at once and aim both at improving knowledge of a new emerging technology and informing the public about it. Goals must be flexibly and realistically defined in accordance with the particular situation within which the TA institution operates. Perhaps the demise of the OTA was in part because of its failure to acknowledge in this way how its specific circumstances determined the aims it could reasonably achieve.

CONCLUDING PERSPECTIVES

Knowledge, as Albaek (1995) has put it, including scientifically-produced knowledge, “flows into the decision making process through obscure channels from many different sources, and this results in a more general awareness of the way the world appears and is structured.”

Scientific advice (and TA in particular) often increases the complexity of decision making since it provides a largely unbiased and pluralist picture of the problem (including areas of uncertainty). Science does not make the decision-making process a straightforward one. It does not, however, diminish the degree of a problem’s complexity and uncertainty (Banse, Hronszky, and Nelson 2005). Rather, it increases that complexity and makes the uncertainties more vivid, leaving politicians with the task of making decisions within a context of scientific controversy (von Schomberg 1992; Reber 2006c). Thus, TA cannot easily be exploited to promote the agendas of particular agents; it seldom yields the direct solutions so often sought by policy makers.

New data, more sophisticated interpretations, and informed arguments should not be regarded as “magic bullets” that can directly target legislation, fiscal policies, or the design of political programs.
That has been made clear in studies on the uses of TA. Those studies also show that while policy makers can reasonably expect TA to provide “conceptual clarifications” (Caplan 1979) of scientific knowledge, TA results rarely deliver a “guideline” for political action. “Conceptual clarification” typically confers three benefits: (1) an increased awareness of the complex interconnection of the target problems with different fields of policy making, (2) a better awareness of previously unforeseen effects, and (3) changes in the policy makers view on priorities for political action.

The constraints on the use of TA in policy making are manifold (Paschen and Petermann 1991), owing to the resources needed to facilitate interaction between TA researchers and policy makers, as well as time restriction on the collection, consolidation, and dissemination of results. We have to recognize too that the scientific staff of a TA organization often lacks experience of policy culture, despite the fact that some lead double career paths and are trained both in the hard sciences and in policy making. Scientific analysis and political action are based on different “logics” and procedures that are quite simply worlds apart. Scientific knowledge is likely to be strategically used (or ignored) opportunistically in the negotiation of different policy-making interests. The relations between science, technology, and politics are also subject to different modes of articulation (Shapin and Schaffer 1985; Latour 1999). In addition to the necessity for technocratic and institutional legitimacy, the demand for justification arose (Habermas 1968), explicit or implicit, especially in a media world, insisting on reasons after or before political actions. TA, and particular PTA, have the comparative advantage: they demand deeper justifications for political policies and create a structure within which normative and scientific issues are granted a clearer voice.

In practice, democratic politics in today’s complex societies are subject to numerous rules and constraints. In practice, democratic procedures tend too often to be rather perfunctory and replace the richness of deliberation with referenda (not direct) or elections by acclamation. The linguistic/rhetorical potential of the citizen in a contemporary democracy is arguably reduced to his capacity to declare, “I choose this candidate” or “I agree with/reject this position on this issue,” or even “I abstain and shall go fishing.” Curiously enough, the possibility of more innovative discursive rules, enabling a greater degree of “publicity” (the Kantian Öffentlichkeit) and opportunity for participation, emerges at a locus of particularly great complexity—at the interface between the sciences and society, in the area of participative technological assessment. To be sure, there is nothing new about taking account of the impact of technological innovations on society. Neither is it new to voice concern for the democratic response to this impact (i.e., to the consequences of such innovations on the society) on the affected people and on the political process. In John Dewey’s pragmatism, for instance, one finds these issues considered within an overall program for the human and social sciences (Dewey 1927). It was precisely in order to bring to light and evaluate these consequences that Dewey developed an entire (and voluminous) theory of inquiry (Dewey 1938). Increased participation on the part of the public, as called for in PTA, is not unique to this arena. TA’s main innovations (aside from the currency it has conferred on principles such as the participation of the public and the principle of precaution) have to do with rethinking our procedural and methodological commitments and our opportunities to make different socio-ontological choices with respect to our ultimate goals. Beyond these policy considerations, I wish to mention two topics that merit further attention.

Too few philosophers are willing to confront the empirical and moral implications of PTA. Perhaps, like Jean-Pierre Dupuy, we find the point of view of Sirius less demanding and prefer to inhabit the subsidiary regions of bioethics or environmental ethics, avoiding the thorny problem of how to mediate social and political interests.

From this point of view, Armin Grunwald’s work (1999) and studies like that of the INES project (“Institutionalisation of Ethics in Science Policy: Practices and Impacts”) seem to me more fruitful, for they, at least, attempt to identify objectives for research in ethics and PTA. But still the question remains difficult, because of the distance between two asymmetric normative traditions—the ethics of technology and TA—each of which is based on fundamentally different
assumptions and epistemic standpoints concerning technology policy. The first emphasizes the normative implications of decisions on technology and the importance of moral or ethical conflicts (Grunwald 1996), while the second relies mainly on descriptive sociological research (Petermann 1991). But prominent sociological descriptions (like other kinds of sociological constructivism) have had “precious little to say about science and technology policy” (Giere 1993). Radder (1996) recognized that they often tap into normative issues in the course of their empirical studies but accuses them of failing to develop systematic responses to the inevitable normative dimensions. Some authors invite sociologists to practice “naturalistic epistemology,” “to extrapolate from is to ought” (Fuller 1988), but the matter is not so simple between sociology (Pharo 2004) and philosophy. Many philosophers, after all, recognize the distinction of facts and values without insisting on a strict dichotomy between them (Putnam 2002; Lee 1985). Surely research methods in the sciences and policy making could be followed (as in Fischer 2003) that permit an interpretative bridge between the empirical and normative dimensions of a given issue.

Perhaps a more stable approach is on offer from contemporary philosophy (Kagan 1998; Rachels 1998). A research program integrating discourse analysis and moral philosophy, I believe, would be both ground-breaking and fruitful. One way to pursue this would be to investigate the implicit moral theories of different actors in a policy scenario. Philosophical ethics need not be purely normative nor in line with the Habermasian approach to the justification and management of political procedures. Styles of argumentation taken from moral philosophy and used for purposes of justification merit our attention in this context (Reber 2006b). The evaluation of PTA devices from the interface of moral philosophy and the descriptive sciences could provide insight into the relations between ordinary speech, normative democracy and moral theories. Current scientific controversies targeting the precautionary principle cry out for attention of this kind.

Comparing U.S. and European studies and policies on risk, we find a powerful difference based on the putative distinction the “precaution principle” vs. “science-based regulations” in cost-benefit analysis (CBA) (Burgess 2004; Sunstein 2005). However, this suggests a false and misleading dichotomy (Stirling 1999; Zaccai and Missa 2000; Gossement 2003). A more accurate distinction might be made between “narrow” bases for regulation provided by the formal concept of risk and the broad framework associated with “precaution” where the latter includes an acknowledgement of the multidimensional scope of risk, the incommensurability of different classes and aspects of risk, and the formal conditions of strict uncertainty and ignorance (Godard 1997). If scientific practice itself is more often guided by such considerations, then the precautionary approach may be, in fact, the more “scientific” one (Stirling 1999). It emerges that more systematic attention needs to be paid to the formulation of the exogenous and intrinsically subjective “framing assumptions” and to their validity in the context of the values and priorities co-existing in a pluralistic society. An essential complement to science lies in the development of procedures such as PTA, providing vital contextual information on values and priorities, with which to frame scientific practice and to foster social appreciation of the different dimensions of risk. It is clear that there exists a positive role for dissent as well as for the recognition of consensus: PTA holds out the promise of a better understanding of the different aspects of technological risks, and of more effective regulatory instruments manifesting the very “precautions” today’s democracies so urgently need.

NOTES

1. They describe a change over time in the TAB from a kind of joint committee to a Board of directors, and in TAAC from active managers to a visiting committee.
2. This work is archived in OTA (1995) and at Web sites maintained at the National Academy of Sciences and at Princeton University. http://www.wws.princeton.edu/ota/
3. The hearing highlighted research managers from industry who praised technology assessment as a
managerial tool, in part, perhaps, to defuse some criticism and fears from industry that OTA was created to be a regulatory body. See “The Debate over Assessing Technology,” Business Week (April 8, 1972).

4. See also Chubin and Hackett (1990), Jasanoff (1990), Smith (1992).

5. Certainly, this principle enjoys recognition at the international level with the Declaration of Rio on the environment and sustainable development, adopted on June 10, 1992, or the agreement on the access to information, the participation of the public in decision making and the access to justice on the environment, of June 25, 1998, called the Agreement of Aarhus.


7. To use the categories proposed by Ferry J-M, 1991. Research in this area pays more attention to the manner in which data bases are constituted by analyzing the computer technologies and communication techniques made use of in these procedures, whether through imagery projected on the screen, cyber cards or sophisticated software for simulation purposes. See for example, Latour 2005.


10. The term refers to a French reality TV show, Loft Story, which filmed a group of about ten people sharing an apartment in the course of about 24 hours.

11. “ naïve” (candide) is the astonishing term used by the organizers of the French Conference on GMOs in Food and Agriculture (Conférence française sur les OGM dans l’alimentation et dans l’agriculture) held in 1998.


14. Four different public personalities responsible for their institutions and who were asked to organize this conference: Jean-Yves Le Déaut, President of the Office Parlementaire d’Évaluation des Choix Scientifiques et Technologiques (OPECST), (French Parliamentary Office of Scientific and Technological Assessment (POSTA)), Jacques Testart, President of the Commission Française du Développement Durable, (French Commission for Sustainable Development), Didier Sicard, President of the Comité Consultatif National d’Ethique pour les sciences de la vie et de la santé (CCNE), (National Advisory Committee on Ethics) and Christian Babusiaux, President of the Conseil National de l’Alimentation, (National Council for Food Consumption).

15. To such an extent that some people described it as a “parody of a citizens’ conference.”


17. For a presentation of these stimulating essays and a critic see (Reber 2005b).

18. That should be done with all the modal nuances like plausibility, possibility, probability (different sorts) and necessity. We have to recognize that it’s rarely the case.

19. As we will see with the precautionary principle and risk assessment.

20. It could be a role for TA practitioners and sometimes for ethicists.

21. With all the empirical limits of this theoretical and reconstructed approach, with is much more concerned with social theories than socio-linguistics analyses.

22. Which are sometimes far to be respected if researchers try to empirically check if they are always respected or not (Reber 2003).

23. See “Legitimisation by process” (Luhmann 1992) or (Gutman and Thompson 1996; Leydet 2002; Cohen 1989).

24. For a critic of the strong and original position of this philosopher of sciences regarding the questions of tolerance, impartiality and attachment, see (Reber 2006b).

25. To be sure, results of elections or referendums can be interpreted as one likes, ad libitum; moreover, one can also distinguish between electoral democracies and democracies of expression, implication and intervention (Rosanvallon 2004).

26. They already were a particular concern of the philosopher Hans Jonas, as early as 1959.

27. For instance, Robert A. Dahl (1998), but also the experiments in local democracy that have become increasingly frequent in the last ten years (i.e., the possibility of voting on a small participative budget, as in the Parisian suburb of Saint-Denis).

28. See, e.g., the French law on local democracy (démocratie de proximité) that redefined the statutes of the.
National Commission on Public Debate (law 2002-276 of February 27, 2002), or, further, law 95-101 of February 2, 1995, known as the “loi Barnier” that reinforces the protection of the environment.

29. In Dupuy (2002). As a “rationalist extremist” the urgency is for him “conceptual before being moral or political.” “Before imagining political and technical procedures which would allow a technical and scientific democracy to envisage what it wishes to accomplish (…) we need to define the nature of the evil we are faced with.” As a skeptic with regard to collective rationality, particularly as regards its procedural and deliberative aspect, he caustically took a swipe at the French Prime Minister’s Report on the precautionary principle under the direction of Kourilsky P. and Viney G. (1999), whom he styles “post-modernists” still resigned to using collective procedures. He is not more kindly inclined toward sociologists of the “hard” sociology of history of sciences. See pp. 24, 13, 21–23.


31. Ethics is not the only normative field. Law, economy, and part of political sciences are normative too.

32. Four interrelated discourses that outline the concern of postempiricist policy evaluation, or in a minimal moral methodology like in (Kaiser and Forsberg, 2000; Mepham, 2000).

33. Very often these studies depart widely from the minimal legal conceptions of risk such as those enshrined in the European Communication, the Nice Resolution, the Barnier law 1995, and the Environmental Chart of the French Constitution (2004).

34. Incremental regulatory instruments embodying varied degrees of “precaution,” including a wide range of permutations on the relatively prominent themes of consultation, freedom of information, planning research, monitoring, corporate responsibility, compensation, tax incentives, insurance, liability, criteria of best practice, minimum standards, phase-outs, and the burden of proof.

35. Thanks to Prof. Alison Deham, Fellow and Tutor in Philosophy at St Anne’s College, Oxford University, for helping with the translation of this chapter.
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Technology Assessment as Policy Analysis

In this chapter we explore the resonance between the work of policy analysis and the work of public policy mediation. Mediators’ practice turns out not only to be a form of policy analysis but to have implications for advancing the broader practice of policy analysts as well. We examine public policy mediation as a form of practice that has developed in the United States over the past twenty years—a practice that “deform[s], constrain[s] . . . and enable[s]” policy-making in ways that can be practically instructive for all those interested in “exploring the communicative dimensions of collective debating and deciding on matters of collective concern,” including, of course, debates about the substantive content of policy issues.¹

Mediation responds in a practical and institutional way to the plural perspectives in contemporary policy analysis that challenge efforts to root choices in a single privileged viewpoint or a monopoly upon systematized reason. So our exploration of mediation takes on theoretical as well as practical significance. Assessing public policy mediation can also give us insight into what it means to “engender a practice” of deliberation as a response to a policy problem. Many features that shape contemporary policy analysis—from the reworking of policy’s institutional base to the need to negotiate knowledge in situ, to demands to enhance democratic legitimacy directly in policy arrangements—all imply efforts best understood in this way, as constituents of deliberative practice (Laws and Hajer 2006).²

Such reflection on mediated negotiation practice can help us better understand the problems and tensions that have triggered recent interest in deliberative forms of policy assessment. Understanding policy analysis as it integrates features of mediation practice can help us to highlight institutional and deliberative opportunities that narrower epistemological notions of methods of inquiry neglect, distract us from, and undermine. Such institutional and performative features of mediators’ work are just those that the turn to deliberative policy analysis has emphasized: the carefully selective framing of interests and concerns, the networks of actors that develop around policy problems, and the potential for practical deliberation on questions that draw together facts and values in the face of uncertainty (Hajer and Wagenaar, 2003; Forester).

Normatively, our account highlights failures of conventional forms of policy analysis that may leave the players in many policy settings with the equivalent of poorly negotiated policy outcomes, as well as without the benefits of the processual and substantive learning that mediated negotiations can enable. In short, if we can easily become more stupid (or strategically misinformed) when we’re kept apart, acting unilaterally and poorly able to listen—either because of our defensiveness,

². Chambers (1996) in an effort to work out the practical implications of communicative ethics, notes that “[I]mplementing practical discourse, then, is not so much a question of setting up a constitutionally empowered ‘body’ of some sort as it is of engendering a practice.” (171–172, emphasis added)
cynicism, arrogance, or overconfidence—policy analysis and planning can learn practically and productively from settings in which parties meet each other in ways that enable them to learn interactively, craft new options and, in the process, transform or rebuild their relationships. In improving policy analysis in these ways, we might further develop democratic policy-making practice and the possible meanings of democratic politics as well.

By “mediation” we refer to a form of practice that brings together diverse stakeholder representatives to listen to one another’s concerns, to learn about environmental contingencies, and to negotiate consensus agreements on courses of action that they can then implement (Susskind et al. 1999). Students and practitioners of mediation share a set of terms that they actively contest—including, for example, “consensus,” “stakeholder,” and “neutrality”—in a continuing conversation about the commitments that define the practice. Because internal reflection on these issues is well developed, the debates in the mediation field resonate well with basic concerns of policy-makers in this period of institutional fragmentation and shifting bases of political legitimacy. We focus on a form of mediation practice called “mediated consensus building” that seeks to inform the development and implementation of public policy. In consensus building processes a “mediator” engages, supports, and shapes the participation of diverse individuals who represent stakeholders. In what follows, we describe mediation with special attention to practicing mediators’ points of view as they move through and develop a process that proceeds in a series of stages, from conflict assessment, through convening or constituting a deliberative process, to fact-finding and learning, to negotiating agreements that commits them to future action.

WHAT DO MEDIATORS DO?

In this section we provide a sense of what mediators do when they become involved in policy-making, echoing the model that mediators most often use to describe their practice. This account elaborates mediation as a sequence of stages, each with a distinct character and focus, stages that anticipate and build on one another and are linked by the efforts of the mediator. Success in mediation typically means navigating the stages in this sequence and the transitions between them. These stages pose distinct challenges and demands; each one requires that mediators bring competency to complex and contested policy controversies.

We focus here on four steps in this sequence of stages that animates public policy mediation. The first is the effort to assess the conflict or controversy to determine whether a fuller mediated conversation among interdependent stakeholders offers any promise for successfully negotiating an agreement on the policy issues at stake. The second is the convening of a diffuse assembly of representative actors as a group that will construct a sense of its own identity and its own ability to act. Third comes the parties’ efforts to learn, to deal with disputed facts. We close by looking at the effort to negotiate practical solutions in light of strong differences of opinion and interest. Together, these moments illuminate a kind of pragmatic public deliberation whose theoretical and practical significance political scientists and analysts have recently discussed quite widely (Bohman and Rehg 1997; Dryzek 1987, 2000; Fischer 2000). All along the way we hope to address contemporary policy analytic themes like learning and reframing, at a performative as well as at a substantive level.

4. The Consensus Building Institute describes the major phases of consensus building as: “Convene; Clarify Responsibilities; Deliberate; Decide; Implement Agreement.” http://www.cbuilding.org/research/Cards/CB_ESSENSTEPS.pdf.
5. Mediators are also careful to note that success can involve parties reaching the agreement that it does not make sense to continue or to move on to the next stage.
ASSessment

Public policy mediation usually starts with a request for help. Historically these appeals have been occasioned by controversies—for example, about the need to build something or prevent something from being built, about the need to make a rule, or about the allocation of risks or resources. Disputes over building affordable housing, siting waste treatment plants and halfway houses, creating standards for the cleanup of contaminated sites, the allocation of federal housing funds, or the federal regulation of crane safety operation are just a few of the situations in which public action has been contested and in which the public officials responsible have turned to mediation to find an alternative to traditional forms of policy development and implementation.

A mediator’s first response—upon receiving any invitation to intervene—would be to undertake a “conflict assessment.” Assessment is the institutional device that “enables the [mediator]—and thereby the convenor—to identify the relevant stakeholders, map their substantive interests, and begin to scope areas of agreement and disagreement among them” (Susskind and Thomas-Larmer 1999, 104). The formal focus of such a conflict or convening assessment is to determine whether it makes sense to take the next step and organize a formal meeting of stakeholder representatives given their diverse perspectives and goals and varying degrees of trust, and, if so, to suggest a design and preliminary agenda. The mediator develops the assessment by interviewing the “stakeholders.” The mediator draws on the authority of the sponsoring agency to initiate these contacts and provide a context for discussion, but acts at arms length and by her own standards.

For the mediator, assessment provides a kind of “intake” mechanism that roots the intervention in direct interaction with everyone “[w]ho is involved and affected by the issues…[w]ho will need to implement any agreement that is reached . . . [and] [w]ho could potentially block implementation of an agreement” (Carlson 1999, 179). This foundation of direct engagement expresses a practical sense of the demands of action and mediators’ sense of the sources and importance of their legitimacy. Mediators, of course, are neither judges nor arbitrators. They seek to enable stakeholders to learn together, to assess and invent options creatively, and to negotiate mutually beneficial agreements upon action or policy.

The legitimacy of consensus building processes, which are often used as adjuncts to more traditional democratic forums, depends on whether they are viewed by stakeholders and the public at large as representative of all interests and points of view. A bedrock principle of consensus-based processes, therefore, is that everyone with a stake in the decision should be represented at the table. This principle helps to ensure that any consensus agreement reached will be seen as legitimate by all relevant parties and have broad support when implemented. (Carlson 1999, 185)

The interview process by which mediators initially engage stakeholders is already a step in the process. The interview setting creates a sphere of intimacy in which the mediator tries “to get to know each stakeholder individually.” At the same time mediators test the practicality of moving forward by educating “the stakeholders about what it takes to bring a consensus process to a successful conclusion.” (Susskind et al. 1999, 104)

Finally, the interview process is a relational transaction in which stakeholders “assess the assessor” and gauge whether that person is likely to be impartial and effective as a mediator” (ibid). As mediator Susan Podziba (1998) put it:

---

6. Mediation originates in settings where advocates who press contending views reach impasse and request help in seeing if they can move forward. This anchors mediation in the need to act and in the disruption of action by anger, confusion, and disagreement over what is to be done. This anchors mediation in the particulars of problems, of time and place, and of the experience and aspirations of people affected by the action.

7. The term “stakeholder” provides legitimacy to parties’ involvement and guides analysts’ mapping of the issue networks (Heclo 1978) that exist around the problem.
When the process team began its work in Chelsea, its members were clearly ‘outsiders’ and, therefore, suspect. In seeking entry into the community, the mediator met with community leaders, the people others sought out for needed information. In meeting with these individuals, the mediator learned about the city, but perhaps more importantly, she let them know who she was. She answered questions about her work and family because she understood that the information shared with these leaders would be spread throughout the city. Thus, the interviews were a mechanism for informing the community about the ‘outsiders’ and they provided an opportunity for trusted people to obtain, and then share, real information with peers. (23)

In her account of working successfully to build consensus on a new city charter in Chelsea, Massachusetts, Podziba provides a sense of the scale and focus of the assessment process and the relationship between the substantive and relational facets of careful assessment practice:

The Chelsea Process commenced with approximately 40 interviews with community leaders—formal leaders and informal opinion makers. Interviewees ranged from sitting aldermen to heads of community organizations to the city Santa Claus. The interviews had multiple goals. First and foremost was to learn of the perceived causes of Chelsea’s problem, why the city was put into receivership, the elements needed for its new government, and what would be required for the new government to last over time …

In addition to gathering information about the city, the interviews allowed leaders of the community to be personally apprised of the process, and initiated the creation of relationships between the mediator and the community. The interviews served as an opportunity to let people know the mediator and her assumptions regarding her role in the process. (9)

Thus the assessment phase roots the prospective mediation process in the history and particulars of the conflict as expressed in the diverse narratives of the groups and individuals affected by the decision and whose commitment is needed to act. It combines analysis of these views and begins to build relationships between the mediator and the stakeholders. The effort to assess and initially catalogue interests is balanced by the consistent appreciation by the mediator that she is engaging a story that is still unfolding—and that her ability to shape this unfolding story hinges on enabling these interviewees (and later participants) to depart from their publicly proclaimed scripts and refine their stories, their objectives, fuller interests, possible actions, new suggestions or demands, and so on.

Conflict assessment, like subsequent stages of mediation, is organized to help the interviewees retain the ability to surprise the assessors and participate as authors of the process and outcome. Mediators work to explain “why the assessment is being done, who is sponsoring it, and why it is important for all stakeholders’ views to be heard” (Susskind et al. 1999, 110). Assessing the contested issues and relationship at hand, mediators pursue their analysis through “open-ended questions” that “allow interviewees to share their perception of reality…without the imposition of an alien framework of analysis” (Moore in Susskind et al. 1999, 112).

The tension between these facets spills over to the output of the assessment process, a report that summarizes the views of stakeholders and recommends whether or not to continue, and (in the case of a positive recommendation) presents a design for how to bring stakeholders together. This document is shared with all the stakeholders and is supposed to “provide…the parties with an impartial map of the underlying conflicts that will need to be addressed” (Susskind et al. 1999, 104).

Public Policy Mediation

A positive convening assessment will also engage stakeholders by rendering the perspective they have described accurately and, at the same time, framing the variety of perspectives in relationship to the problem and to one another.

Seeing their own interest described in print often helps each party feel heard and understood. Reading about other parties’ interests provides everyone with an accurate portrait of opposing views and the prospects for agreement. (Susskind et al. 1999, 104)

Thus the conflict assessment phase of the convening process—and this is characteristic of mediation more generally—combines information gathering and relationship building in the context of the specific case-defined logic.

CONVENCING STAKEHOLDERS

Conflict assessment concludes with a decision by the sponsoring public agency to move ahead or not to start at all.10 A decision to go ahead then means bringing together a group of stakeholders who may never have met, or have only met across a barricade, to discuss face-to-face the very issues over which they are in conflict. The focus of the convening process is to constitute these diverse individuals as a group with a sense of its identity and its role in the policy process: a group convened now less to debate issues than to negotiate agreements upon action or policy.

To get a feel for the distinctive way in which this transition occurs in mediation, we turn to a transcript of an actual convening meeting. The sponsoring agency is the Maine Low-Level Radioactive Waste Authority (the Authority). The stakeholders are a diverse group that includes representatives of state agencies, advocacy organizations, and general interest organizations (e.g., hospitals and the teachers’ union). They have come together at the sponsoring Authority’s invitation to discuss convening a citizens’ advisory group (CAG) to advise the Authority on how to best fulfill Maine’s responsibilities for managing low-level radioactive waste as set by federal law.

Discussing the decision to move ahead involved reviewing commitments on all sides. The convening authority must consider whether it is willing to support the process and it must specify how it will act on the outcome if consensus is reached. The members must consider their obligations to each other and to the convening authority. Will they commit to procedural responsibilities,11 agree to uphold principles of participation, and “[i]f the process generates a consensus…to support and advocate for the agreement within their own organization and stakeholder groups as well as with the public’ and, if they do form agreements, to honor them by agreeing to “refrain from commenting negatively on the agreement’?” (Susskind et al. 1999, 126) The mediators clarify their role and their managerial responsibilities, both by describing it and, as we will show, more convincingly, by starting to act on it. Convening is the time at which these commitments are first made explicit and explored directly through interaction. It often provides participants with their first experience of working together under a consensus decision rule.12

10. Conditions for the latter might include the refusal of a key stakeholder to participate.
11. “Member and alternates agree to 1. Attend all of the regularly scheduled meetings. 2. Arrive at each meeting full prepared to discuss the issues on the agenda… 3. Present their own views and the views of the members of their constituencies and be willing to engage in respectful, constructive dialogue with other members of the group. 4. Strive through the process to bridge gaps in understanding, to seek creative resolution of differences, and to commit to the goal of achieving consensus.” (Susskind et al. 1999, 125)
12. “Consensus means that there is no dissent by any member. There will be no formal votes taken during deliberations. No one member can be outvoted. Members should not block or withhold consensus unless they have serious reservation with the approach or solution selected by the rest of the group, they should make every effort to offer an alternative satisfactory to all stakeholders.” (Susskind et al. 1999, 125)
We focus here on the accounts the sponsoring Authority and the mediator provided, the way these procedural commitments are reflected within them, and the efforts of the stakeholders to respond by reframing their roles and the agenda and, in the process, testing, specifying, and securing further those procedural commitments that animated their practical agreement to deliberate and negotiate. In becoming authors of the agenda, the stakeholders clarify their roles by taking ownership of their process and beginning to function as a group (public).

The sponsoring Authority’s account of its role and the role of the CAG was articulated in a letter sent to stakeholders inviting them to attend the first meeting. This letter described the Authority’s eagerness “to create a Citizen’s Advisory Group to advise it on key decisions that will need to be made in the siting process” for a low level radioactive waste disposal facility. The letter went on to frame “the first task of the group”: “to assist the Authority in developing environmental and other technical criteria by which portions of the state will be excluded from consideration as possible sites of a low-level radioactive waste disposal facility.” The letter concluded by underscoring how “crucial” it was “that all groups with a stake in this decision participate in each and every step of the siting process.”

This invitation already began to parse the role of the Authority—asking questions—and the role of the citizens, expressing preferences and offering advice on these questions. The comments by a member of the sponsoring Authority that opened the first meeting of the Citizens’ Advisory Committee re-expressed this interpretation as the context for the meeting:

The Authority’s job, as given to us by the Maine legislature, is to plan, design, and operate if needed, a low-level radioactive waste facility in Maine within the framework of Maine laws and federal law and regulations.

This institutional context, expressed in legal mandates and responsibilities, framed the Authority’s role and, reflected through this, its sense of roles for its consultants and the citizens it had invited to consult. Objecting to this framing would mean taking on the history and framework of rules and responsibilities that the Authority embodied, as mandated by the state legislature, in the context of the meeting. This context tied the desire “to attain the widest possible consultation in order to assure that any Maine facility that is developed takes into account the wisest possible technical information and the widest interests of the people of Maine” to expectations that the “work of the Citizens Action Group” will uphold this framework by “proceeding at a reasonable pace so that everyone can ask questions and learn what they need to learn to offer well informed and wise advice.”

The mediator’s opening statement restated these expectations and their implications for the group whose members were eyeing each other for the first time around the table:

The goal I think, from the Authority’s standpoint is to get the best possible advice they can get on a series of questions that they have to answer if a facility is going to be sited. We will obviously be operating within the framework of federal and state law . . . I hope people around this table—and others we may want to add—will make the best effort to give the best advice we can to the Authority in making the decisions it is obliged by law to make.

The mediator then went on to describe his role and, in the process, to set up a contrasting set of expectations that focused on giving fair value to the rights and standing of the stakeholders within the process:

My job is to serve as facilitator—or you might say, referee—perhaps for today’s and we hope a series of subsequent conversations . . . My task is not just to convince myself I’m neutral, but to convince all of you throughout the conversations that I’m working to ensure that everybody’s voice is heard and that collectively the voices on this advisory group communicate a set of concerns to the Authority in as clear and compelling a fashion as possible.

Framing his task in terms of ensuring that the advisory group had a voice, tying his legitimacy to his ongoing ability to convince the group of his “neutrality,”14 and thereby deputizing them as agents of the process, led to an account of the CAG that broadened its role beyond giving the Authority advice on specific questions. The mediator began by describing the Authority’s desire to stand convention on its head and “engage the entire community in what the appropriate criteria are for choosing a site [and] choosing a technology.”

He then extended this account in two ways. First, in substantive terms, he framed a broader role of stakeholders as authors who “invent policy suggestions,” rather than “merely respond to decisions.” Second, by asking for their consent, the mediator framed the group as the final arbitrator of questions about the legitimacy of the process:

I think that this process that we’re about to enter into with your concurrence, if that is to be, is one in which we will be inventing policy suggestions, not merely responding to decisions made by the Authority.

The latter commitment was deepened in subsequent comments by the mediator, comments that gave the citizens the responsibility for monitoring the process, control over its future, and suggested norms for evaluating the process as a conversation:

I’m not, however, in the public relations business, not in business—like some—of getting hired on to suppress conflict, not in the business of steering this group toward any one outcome. The moment any of you feels that we’re in some way biased in how we’re behaving, please tell us, give us a chance to try to make a correction, and if we can’t correct it then we will bow out. Our job is for you to perceive us as neutral and we’re willing to be held accountable on that score.

If you ever have concern about how the discussion is going, please interrupt the discussion and raise the point about the process. If you feel someone else or you are not being recognized, interrupt. We do not operate by Robert’s Rules of Order. We seek to talk to each other in the way that you would normally carry on a dialogue. The only concern is the logistics, not the formalities.

These two accounts of the role of the CAG contrast sharply. In the Authority’s account, the CAG is an auxiliary body, defined by the Authority’s responsibilities and drawing its legitimacy from the Authority’s institutional status. The mediator’s account raised the possibility of a broader role, defined by the CAG, and rooted in a legitimacy that is generated directly by the representative character of the group and the self-given character of the agenda and rules. The dramatic tension between these accounts was raised, and resolved, in an interaction that started with a presentation by one of the Authority’s consultants.

The consultant was, by most accounts of consulting in such circumstances, acting in good faith. He entered the process with a monologue that shifted the focus of the conversation, got down

14. Neutrality is a problematic phrase that is the subject of much disagreement. It is probably best thought of as a term of art that describes a nonpartisan attitude and actions.
to work, and begin to talk about substance, implicitly moving on from the review of these institutional conventions:

What I’m here to do today is to talk about low-level radioactive waste. What is it? Why are we here?

This defined part of his role, which worked to help each CAG member “put everything in context . . . [by] trying to show you relatively, “Is this bad? Is this high? Is this low? Where does this stand in the norm of the type of radiation we get?” He would also help the CAG “[g]et into some of the engineering disposal technologies that are either in existence today or are being planned to be used by other states, compacts, or counties.” This shifted the focus even further to the technical features of options like “shallow land burial . . . [that] relies solely on the geology and hydrology of the site to contain the movement of radionuclides.”

To the stakeholder sitting at that table, this self-evident transition to substantive concerns also interpreted and presumed the role of the CAG as listening, trying to understand, asking questions, and commenting on the difficult choices that the Authority faced.15 The substantive orientation began to insulate the reflection on roles and on the ground rules for interaction that was opened by the tension raised in the mediator’s comments. This tension was deepened as the consultant described the process that he took the Authority to be in the midst of:

We developed the BEP (Board of Environmental Protection) rule last year. The methodology development—the exercise we’re going through right now—is underway in the ’89–early 1990 timeframe, followed by site selection leading into a detailed characterization. I say characterization—as we identify sites we will have to go in and do exhaustive geotechnical hydrological, and environmental studies of those sites, which will then require NRC licensing in this particular case. We’re looking optimistically at a construction completion in either late 1995 or early 1996, if all the approvals can be maintained. Any glitch in any of those approvals will obviously have a potential major effect on the overall schedule.

By participating in this conversation, the citizens around the table are now assenting to an entire process that has the self-evident character of an institutional backdrop that sets the stage. The agenda and sequence are set, they can be taken for granted, and with them the topics of the conversation and roles within the conversation. The focus is technical issues about siting. The schedule is tight and any effort to question the process could disrupt the ability of the Authority and the State of Maine to meet their mandated responsibilities and put it at risk at in the national policy process.16

Some CAG members accepted the role that had been offered by responding with factual question like, “How much waste will go into the facility?” and, “Should we discuss radioactivity in terms of curies or rems?” Others chipped away at the conventions, asking questions like, “Do these facilities require permanent staffing?” or, “Is there any technology today that will isolate nuclear

15. By focusing on geology and technology the consultant invites stakeholders to take up his implicit interpretation of the proper role of the committee, thereby rendering less visible and problematic the nontechnical role of the committee. See Austin (1962, 117) on understanding this process as a sequence of illocutionary acts.

16. Rendering this as a recitation of facts also set truth or accuracy as the basis for discussion. And there was not much to dispute. The Authority had developed the BEP and was in the process of methodology development that would lead to site characterization. The presumption that these prior activities legitimately mandated the current process—that might have been controversial — was insulated from just the kind of scrutiny the facilitator had invited.
waste for thousands and thousands of years?”—questions that called for limited reflection but did not challenge the role framing that was being taken up in the meeting.

This went on until the representative of the Friends of Maine Woods entered the discussion:

On that particular point…I would argue at great length. The type of containment we’ve seen here is entirely irrelevant. Murphy’s Law is going to work on every one of them and I think you’ve admitted that…you don’t know how long it’s going to take to watch these: a thousand years or a hundred and ten. I certainly would dispute your saying that it is very clear they will have something to do with the nature of the site that might be selected. I think they have no bearing at all.

The incompleteness of this statement is contextually eloquent. Its force cannot be explained in its content and this disjuncture inserted the thin end of a wedge between the perspectives of the citizen participants and those of the Authority and its consultants, reopening the possibility for reflection. The critique is hardly explicit and could easily be dismissed as unintelligible or out of order. It opened an interaction with the mediator in which his earlier commitments, and his invitation to “interrupt the discussion” “[i]f you ever have concern about how the discussion is going,” were invoked and were now re-expressed performatively: the mediator’s “call me on it” had been called indeed. The mediator’s response treats the comment as reasonable and understandable, despite its surface inarticulateness:

What would in your mind have the most bearing on the selection of sites?

This helps the citizen make his critique more explicit:

I think you have not demonstrated—and we’re a long way from being convinced—that there is safe way to dispose of this. You’re asking us today to make assumptions.

The mediator’s response moves reflexively from questions about available technologies and levels of exposure to the very assumptions and categories on which the whole conversation was being pursued:

Let me come back to that. I’m glad you raised it. The Authority has to operate as if there might be a need to site a facility, because the state law and the federal law require them to do so.

This opened the possibility, immediately embraced by the participants, that the CAG might operate on a different basis. As citizens, the stakeholders might try to be independent, even skeptical, in order to keep questions regarding the safety and the operation of a facility open to scrutiny.

Then the state law and the federal law had better convince us that they are safe.

The mediator further developed the reflexive opening by reframing this comment into a question that the CAG members could try to answer as a group. He continued,

The question, I think, for the group is, ‘Can you operate in the light of the Authority’s request to seek advice on siting criteria, while holding your view that it would be preferable not to have a facility or a need for a facility at all?'
Once this question was posed explicitly, the basis for critique and the disagreement about the proper way to frame the process become more explicit. A CAG member articulated the disagreement in terms of preserving the right to say, “No”:

I think we’re saying [that] “None of the above” might be our choice. And also you reassured me, when you first spoke, that we may say “exclude,” and you didn’t say “only one area.” We might say, “Exclude the State of Maine.”

Another citizen in the group turned this critique into an opportunity for the CAG members to reflect in positive terms on what goals they would choose for themselves as a group, given the opportunity. His proposal tied the notion of a self-generated goal to the common good and suggested a direct and deliberative expression of democracy.

On your last question, I’m not yet certain I can participate in the siting evaluation of preference criteria or any of that, but I do think it may be an appropriate time when we come back to decide for ourselves just exactly what the goal of this citizens’ body is.

I have a proposal for a goal for this body. If you would like to think about it and discuss it, my proposal would be that the goal of this body is to make recommendations to the Authority which will result in the safest possible management of radioactive waste in the State of Maine. That would be my recommendation. That means that other decisions of risk, of technology, all will fall out at a later time after we have been able to obtain the information we need to make those kinds of decisions.

The speaker ties the goal to the participants’ common status as citizens of the State of Maine. This question opened further reflection on the “logic of appropriateness” (March and Olsen) that mediated the relationship between CAG’s goals, its institutional status, and the behavioral implications of both. The sponsoring Authority members present found the new proposal relatively easy to accept because they could differentiate between their responsibilities and the role that citizens might choose to play. A representative from a state agency had a more difficult time with the new goal. He was concerned that it would require him to participate in discussion that would raise tensions with professional responsibilities that implied limits on what he could say or do. This give and take eventually circled around to the speaker who had originally proposed that the CAG reflect on its goals:

The goal is the safest possible management of nuclear waste in the State of Maine. I don’t know that, I’m certainly not convinced that an in-state facility is the safest possible management of the low-level radioactive waste in the state. I’m not convinced that the continued operation of Maine Yankee is the safest possible management. I don’t know yet that a compact is the safest possible management of the waste we have in this state. I think that remains to be seen. But I think that the goal of doing the best we can with that waste is what we should be shooting for.

This statement provided the kernel around which the question about goals was eventually resolved by interaction among the members of the CAG. The outcome reflected these concerns and proposals. The goal was amended to address the perceived need for a “debate of ideas”: “To understand and share information about this issue with interested groups of citizens in order to help the Authority reach the wisiest and fairest decision.” The phrase “for the people of the State of Maine” was added. Another amendment addressed the tie to the Authority’s obligations and responsibilities: “To assist the authority in evaluating potential specific sites in more detail using these [siting] criteria and in assessing possible incentive and compensation packages.”
Citizenship defined the basis for participation and for reflecting on what kinds of questions and behavior were appropriate, along with setting behavioral expectations for a process that the participants would stand behind as legitimate and valid. This initial round of “constitutional” process constituting deliberation more or less concluded with a comment by a citizen member who differentiated the role of citizens from the responsibilities of the Authority. He underscored the dual responsibilities that had been used to define the office of citizen: First, he noted the “strong tie” standard of the common good that others had articulated—to address the safest management of the radioactive waste in Maine for the people of the State of Maine. Second, to fulfill their deliberative obligations, he argued that participants also needed to cultivate and respect each other’s independence of thought:

While I can sympathize with the uneasiness and need of the Authority to try to get some sense of what to do—that’s why they’re asking us for our ideas and recommendations—when you ask somebody for advice, you want to know for sure that you’re getting the straight story—whether it’s what you want to hear or whether it’s not what you want to hear. The reason I’m uncomfortable in specifically addressing disposal site criteria—exclusion criteria, preference criteria, all that stuff—is because it’s exactly what they want to hear.

I think that this body ought to keep itself aloof enough, independent enough, and become educated enough, that it can tell the Authority what the Authority may not want to hear, if we deem it in the best interest of the safety of the people of the state. If that means ignoring the federally mandated time limits, so be it. That’s not what the Authority wants to hear because they’re mandated to work under those state and federal time frames and constraints. But I think we should be free to say, “That’s full of beans and you ought to do something about it.

I think that’s our role. I think we’re supposed to reflect the public, not to be subsidiary staff to the Authority. That’s how I sense the role that you want to pick—as subsidiary staff—in order, in other words, when it comes around to fish and wildlife you can say, ‘Well these lakes are not good. This pond doesn’t have any trout any more, so it probably is a better site for a facility. That’s what staff do. That’s not what a citizens’ advisory group ought to do.

This summary rooted the legitimacy of the process in interaction of citizens who are free to state their minds in the context of a collective effort to come to agreement. If this conflicts with rules and mandates—so be it. Through this effort to reflect on and articulate the goals and ground rules that would bind them, the CAG convened itself as a public in relation to the Low-Level Radioactive Waste Authority. This process drew on the procedural commitments articulated by the mediator, and it was given fair value in part by his interventions in the development of the conversation. This interplay that drew on and created a directly democratic quality of self-generated terms of interaction distinguished the convening phase and opened the possibility of the continuous questioning of all parties interests and possible options that adept mediators sustain throughout duration of consensus-building processes.

**DELIBERATION: LEARNING VIA FACT-FINDING AND DEALING WITH INTERDEPENDENCE**

The next phase of mediation is broadly characterized by its deliberative character. This relates to questions of knowledge and the potential of mediation to draw on the domain specific knowledge of participants as well as to manage the “contradictory certainties” (Swartz and Thompson 1990)
that characterize many policy controversies. Mediators, we shall see, focus attention on action that frames questions in terms of how to act, in terms of “what can we do?” rather than upon whose argument is more right or more true.

Here, in processes of mediated negotiations, we see a surprising shift of attention from that typical of policy debates. Indeed, while policy debates are adversarial encounters, in which arguments are used strategically, whether face-to-face or waged through the media of think tanks, funded research, advocacy science, and the newspapers, mediated negotiations displace the argument-focused work of debate and substitute instead an action-oriented negotiation that calls selectively upon knowledge generation via joint fact finding rather than adversary science to support its claims.

Here the cultivated judgment of mediators can help inform and broaden the policy analysis that sharply demarcates knowledge from action. Mediators know that all parties to a dispute come with their justifications and reasons and so shift the focus from reconciling beliefs to creating new bases for action. Mediators know that many public policy disputes resist resolution through identifying the definitive facts or getting them in order. Each side typically has its own definitive facts, its own experts, its own advocacy organizations. As a result, mediators know that working in such contexts cannot be reduced to moderating debate or arbitrating truth. Mediating negotiations calls forth practical efforts that reach beyond what “moderators” do and suggest new roles from which policy analysts can learn (Forester 2006b).

We consider briefly two strategies used by mediators. Both have direct implications for policy analytic practice. The first concerns joint fact finding, the second concerns a studied movement past gullibility that attempts to assess parties’ interests in ways that will not be held hostage to the gamesmanship and creation of mutual ignorance by deliberate misrepresentation that leads to stalemate or suboptimal public outcomes.

**LEARNING AND JOINT FACT-FINDING**

Canadian mediator Bill Diepeveen recounts a case involving city neighborhood representatives, the city planning department, and a local hospital whose nuclear magnetic resonance imaging machine seemed threatened by the nearby placement of a new light rail line (Forester 2005a). The hospitals wanted the light rail buried in tunnels underground. The city argued that the underground placement of the line would be prohibitively expensive. We quote Diepeveen at some length so that we can then draw lessons about issues of adversary science, fact-finding, and the risks of nonmediated, nondeliberative policy analysis. This case, he tells us, offered lessons “related to the ‘my expert versus your expert’ routine,” surely an abiding problem of policy analysis. As we will see, Diepeveen’s and other mediators’ work on fact-finding offers lessons for policy analysts too.17 He tells us:

> We were debating one issue: The impact of the light rail transit on the nuclear magnetic resonance imaging (MRI) machines that are in the hospitals—because the trains, which are powered by electricity supplied by overhead lines, go by and create a magnetic field which interferes with the operation of the MRI . . .

17. Diepeveen’s and related mediators’ accounts are part of an on-going research project by Forester to assess oral history based “practice stories” of mediators’ work. These accounts represent not full histories of cases but rather revealing representations of mediators’ own framing of their practice. These frames give us not last words but first words, albeit from the trenches of engaged practice, to explore as they characterize and pose institutional and micro-political aspects of mediated negotiations and public deliberations, as assessed, for example in J. Forester, The Deliberative Practitioner, MIT Press. 1999. All quotes from Diepeveen come from Forester 2005a.
We had a big debate about that. The institutions were saying that the train needed to go underground because the concrete tunnel and the steel rebar in the tunnel will dissipate the magnetic fields.

The City’s saying, “Absolutely not—it’s too expensive to put this thing underground. We’ve got to keep it above-ground.”

So for me, this learning experience was about, “Well, how do you deal with these conflicting opinions?” We weren’t getting anywhere in the argument, and each group had their own expertise to support their positions.”

So far, of course, Diepeveen has found himself in the traditional policy analytic role. The hospitals and health care interests press for one alternative and bring experts and analyses and the facts to bear; the city representatives make a contrary argument, not taking on the scientific analysis of the hospitals immediately, but bringing yet other considerations of cost and viability to bear. Diepeveen wondered, as policy analysts must often wonder in the face of incommensurable arguments, how are we to settle such debate?

Diepeveen continued:

As a group, they had to realize firstly that they were stuck and secondly that as long as they remained fixed on those positions, they weren’t going to get anywhere. Now one of the things we had talked about at the beginning was that when the negotiating group members took the agreement back to their various organizations for ratification, they would be able to do so in the full confidence that the information on which the agreement was based was sound and defensible. That meant that they wouldn’t have to go away and say, “We agreed to this because so and so in the negotiating group said it would work.”

What this situation did was force us to answer the question, “Well, let’s see if we can get some information jointly—let’s get something we can all agree on.”

Notice here that the mediator and negotiators and stakeholder representatives anticipated and prepared themselves to deal with questions based fully on suspicion and prior distrust of the other parties. No party would be asked to sign on to an agreement or to believe an option to be viable simply because someone in the negotiating group, one of the other parties, said it should be so. Here we see realpolitik drive procedure and caution and foster the capacity for all parties to build confidence. The entire mediation process had been founded on the expectation that blind trust would be required of no one. The initially adversarial, quasi-deliberative conversation built in the expectation, the assurance, that stakeholders would somehow gain confidence together in pursuing the soundness of crucial underlying information. But what did this mean practically? Diepeveen continues to explain:

So we sat down as a group and said, “What’s the question?” We jointly defined the question clearly and got agreement on it.

Then we asked, “Well, what are the skills that are needed in order to actually answer the question? What kind of skills does a person need?” After we reached an agreement on that, then we said, “Ok, who’s out there?”

Here the deliberative conversation moves from debate to negotiation, from questions of “What do we know?” to questions of “What can we do?” Debate, of course, remains important: the stakeholders are deeply divided in their beliefs about the threats to the MRI equipment and the effectiveness of feasible options. But they are beginning to see that they are divided not only on questions of what’s true and right, but on questions of what they might do, including, crucially,
how they can learn together. Here, the mediator becomes pivotal, not so much by moderating debate—assuring fairness and turn-taking and various rules of procedure—as by posing questions for joint action that explore and specify the theme of “What can we now do?” (Forester 2006b).

Diepeveen helped the stakeholders define what they needed to know and where they would turn to find someone with the background to answer the technical and economic questions they had. So far, we have all “information,” but the mediator here, unlike a moderator of debate, has been preparing the way for joint action:

And we did a request for proposals and ended up agreeing on a European consulting firm... All of the information was sent to them, and it was information that the committee had agreed that they would need.

So, in fact, what happened was that this consultant became a servant of the negotiating team, the entire negotiating team. It wasn’t your person, it wasn’t my person: it was our person. That was really important because it gave people the comfort they needed in order to take the agreement back to their constituents with confidence.

At this point, as Diepeveen makes clear, negotiation had displaced debate, and everyone had learned in the process. The implications for policy analytic work could hardly be more striking. An argumentative process of adversarial science has been transformed into a political deliberation among deeply suspicious and skeptical parties who have moved from the warfare of “my expert against your expert” to facilitated negotiation in which their commitment to quality of information was intact, but the rules (and behavior) of procedure had been radically transformed. We wish to note particularly the mediator’s enabling this move by contentious, distrusting parties to joint fact-finding (choosing appropriate expertise together and learning jointly from a jointly legitimated source) and to open alternatives to argument as their sole mode of conversation.

Policy analysts, we suspect, may also often be similarly caught: these stakeholders have experts who claim “A” and those stakeholders have experts who claim “B” (and so on). The analysts themselves have little option but—if they are not simply to limit themselves to the claims of “A” and “B”—to try to find yet other sources of expertise “C” to help them to assess the questions at hand, including of course the views “A” and “B” of the other experts. But a mediator works with the parties so that they choose and thereby legitimize the experts and sources that ground their beliefs about contested questions. The policy analyst without the benefit of a mediated deliberation, in contrast, may only choose (and hardly legitimate) yet another source of (nevertheless perhaps suspect) expertise.

Diepeveen’s account helps us understand what’s at stake in this move from debate to another model of policy inquiry:

The consultant then came back with a recommendation that said, “In this particular case, above ground or below ground, it’s still going to impact the MRIs. You’re going to have to protect the MRIs...”

As a result they ended up talking about putting one-foot thick lead walls all around these machines. But because it was independent, the city people could go back to their political bosses and say, with confidence, “This is what we have to do.”

The health care and academic reps could go back to their Boards of Governors and say, “You know, yes, we thought that [going] underground would solve the problem, but technical expertise says that it’s not going to make a difference [to put it underground].”

This group in particular was very concerned about the issue because while the initial concern had been about the impact on the MRIs, there was also an issue of aesthetics, their desire to keep the power lines and tracks and train underground.
The mediated deliberation, Diepeveen suggests, makes joint action possible because it provides confidence by upholding independence in the context of a shared sense of “This is what we have to do.” He summarizes:

We started out with my expert vs. your expert. What turned the corner was a realization by the parties that that wasn’t going to get them anywhere. They realized that they could talk until they were blue in the face, and the other wasn’t going to convince them. So now it was a matter of saying, “Guys, how are we going to get around this?” What do you need in order to get around this?

They all said, “Sound technical information that’s independent.” As a [community] guy I’m not making my decision because you, the health care reps, say it’s a good deal, or because you say it’s not going to have an impact. And the health care reps aren’t going to make their decisions because the City rep says it’s not going to make an impact. We’re going to make a decision based on sound technical expertise that’s coming from the outside, that is defensible, that’s independent from someone who’s not working for you, not working for me.

Diepeveen’s story of what he’d learned in this joint fact finding process can teach us about more than the shift from adversarial debate to legitimate action. What distinguishes his practice from the work of a “moderator of debate” is a practical sense of how to continue to open possibility in a policy controversy that otherwise conveys the feeling of going nowhere, of stakeholders stuck in perpetual rhetorical warfare, launching broadsides for their positions, against one another, with little mutual recognition accomplished and less agreement upon joint action.

**MEDIATING NEGOTIATIONS: DEALING PRACTICALLY WITH INTERDEPENDENCE**

We turn now to the part of mediated negotiations that might be most visible to outsiders—the negotiation itself—even if it builds directly upon and depends wholly for its success upon the prior work of conflict assessment, convening, and mutual learning or fact-finding as we have discussed them so far. We turn once more to Diepeveen’s account now to pose a puzzle that we will then try to solve with our account of negotiation. The puzzle emerged in Diepeveen’s work to mediate inter-municipal disputes in Canada. He tells us:

We had one situation where I was meeting with a municipality, and the Reeve (their chief elected officer) and his chief administrative officer both said, “You know what, you might have 100% success rate now, but you won’t by the time this one ends. Because this one isn’t gonna go. There’s no way there’s gonna be an agreement, there’s too much bad blood between the two municipalities.”

It was an annexation dispute, a small annexation. It was really not a big chunk of land—it might have only been an acre or two. It was quite small, but what made it look so impossible were the negative relations between the two municipalities—the total lack of trust.

So Diepeveen sets the stage: conflict between politically established entities, “total lack of trust,” predictions from elected leaders and administrative staff as well that face-to-face discussions will be pointless, will only fail. Diepeveen as mediator has been given the good counsel of years of experience and political judgment: “There’s no way there’s gonna be an agreement.”
The puzzle is set by Diepeveen’s account of what happened in this “impossible” case:

They ended up getting an agreement—but the fascinating thing is that I have heard from both these two guys, who now have said to us, “You know what? The fact that we got this deal, that was nice. But the thing that has been beneficial to us is the fact that we have now established a working relationship that has gone far beyond this little land issue to a whole bunch of other things.”

He said, “That’s been the amazing thing for me: the transformation that has come about—as a result of what was a small annexation—has translated into a lot more cooperation in a whole bunch of other areas.”

We get our first glimpse into what might explain the shift in the administrators’ comments to Diepeveen regarding their interdependence and connectedness. He continued:

You see these municipalities have shared boundaries for years—there are long standing relationships. The parties aren’t going away. So whatever the specific issue happens to be, it’s always in the shadow of those relationships. The relationship building is critical. It really is.

The tie between substantive terms (“the specific issue”) and relationships that Diepeveen highlights is described in more detail by Kelman (1996) in the interplay among three “central implications for what happens—or ought to happen—in the negotiating process” when it is understood as interactive problem solving (99). To approach a problem through negotiation means,

treat[ing] . . . the conflict or disagreement between the parties at the table as a problem that they have in common…The problem the two parties share is that each side’s pursuit of its own interests…undermines or threatens the interests, values, and needs of the other. As a result, each party is stymied in the pursuit of its interests. (Kelman, 1996, 100)

Negotiation involves moving from these conditions for stalemate (as predicted by the local experts in Diepeveen’s case) by first,

acknowledging that there is a shared problem, calling for a joint effort to identify ways in which both parties can pursue their interests and satisfy their needs without undermining or threatening each other. (ibid)

The stakeholders in Diepeveen’s story eventually came to recognize, deeply and directly, just this interdependence—that the problem was a shared problem in the relationship between them, and that recognition opened the door to more productive negotiations. As one captured it vividly:

One administrator . . . all of a sudden said to me, “Until I realized that I could divorce my wife easier than I could divorce my municipal neighbor, things weren’t going that well. But when I realized that I had to have an ongoing relationship, all of a sudden the incentive to negotiate with the other side was there.”

We take this comment to reveal more about the depth of the speaker’s perception of his interdependence with his municipal neighbor than it reveals about his feelings for his wife. Such rec-
ognition of interdependence sets the stage for efforts to solve the problem, the second of Kelman’s three “central implications” of treating negotiation as interactive problem solving. Once parties recognize their interdependence, integrative solutions help them to prove to themselves and each other that pursuing their own interests need not “undermine or threaten the interests, values, and needs of the other” (100).

Mediation practice in this final stage is directed at helping the parties to fashion these integrative solutions that respond to deep and persistent perceptions of interdependence by fashioning policy proposals that take account of the needs and interests of both parties and thereby “move from a mutually destructive to a cooperative, mutually enhancing relationship” (Kelman 101). This process usually starts with getting parties to “push behind [their] incompatible position[s] to identify the needs that underlie their position. Focusing on underlying needs—just like focusing on underlying interests rather than opposed positions—enables the parties to search for solutions that are unlikely to emerge from positional bargaining” (Kelman 1996, 111; Fisher et al. 1981).

The comments of Lawrence Susskind, an experienced public policy mediator, suggest how mediators can make the prospect of integrative, “mutual gains” outcomes practically accessible to stakeholders.

I am modeling the process that I’m hoping they’re going to use in dealing with each other. I’m taking this person’s side when he says “No” and I’m saying, “You’re saying, ‘No,’ to him. I can see why you’re saying, ‘No,’ but what else could he have said that would have satisfied you?” I’m getting him into the mode of making proposals in response to things that he doesn’t like rather than negative statements, and the participants see that that’s the way to deal with other they disagree with in this kind of process.…

At some point I see the light bulb go on. They next time something comes up that this person doesn’t like, he or she says, “I don’t like that as much as this and this. Could you live with that?” and the person looks over and smiles at me. You can just see it; it is a very obvious event. They get it, and it’s very intriguing. (Susskind in Kolb 1994, 342–343)

In such work with the stakeholders we get to the “essence of the process” which works by,

acknowledging the other’s needs as well as your own, and making proposals that respond to both. Arguing that you don’t like what the others want, and you want something else instead (which is the old model of bargaining), doesn’t produce agreement. Remember, we’re trying to get an agreement. We’re not done until we get an agreement.” (Susskind in Kolb 1994, 343)

When the parties “get” this insight at a practical level,

[t]hey stop saying, ‘That’s crazy! We’re not going to that. I’m opposed to that.’ They realize that the way to get what they want is to offer the others something that, in fact, responds to their needs but also responds to the speaker’s own needs… (Susskind in Kolb 1994, 342)

For the stakeholders to work together in this way, the negotiation process has to be “a joint effort, in which the parties work together to generate ideas for a solution that meets both of their needs.” The “hallmark” of such negotiation—such social and political interaction—is “that each participant tries to enter into the other’s perspective and take the other’s role, thus gaining an understanding of the other’s concerns, expectations, and intentions” (Kelman 1996, 101). This can generate the understanding needed to engage in the kind of reasoning Susskind describes above and opens the way for parties to influence one another, not by entrenching their commitments to their positions
and demands, but by enabling them to be “responsive to each other’s needs” (Kelman 1996, 101).

These three steps—acknowledging interdependence with the recognition that the problem is a shared one in the relationship among the parties, trying to solve the problem by generating integrative solutions that respond to the needs and interests of all parties, and drawing on an understanding of each sides’ “concerns, expectations, and intentions”—open the way for negotiations in which solving the problem inherently means changing the relationship between the parties. This is just what Diepeveen’s municipal administrators were reporting above.19

The mediator’s ability to sustain a hard-nosed and realistic sense of political possibility—in the face of well-entrenched nay-saying—represents, in a moment in practice, a deep challenge of democratic politics and policy analysis, a challenge of what Hannah Arendt called “natality,” bringing new relationships into the world. In mediation, parties’ perceptions of interdependence complement their hard-edged concerns with self-interest so typical of distributive politics. Mediation works because of—not in spite of—the tension that exists between “creating and claiming value” and between the distributive and relational elements of negotiation.20

The implication here is practical and institutional. Because the tie between interest and interdependence often offers more possibilities than initially meet the eye, mediators (and potentially policy analysts) can often uncover possibilities where stalemate seemed inevitable. Because processes like public hearings and adversarial science can harden positions by promoting exaggeration and corrupting “the facts” (as opposed to promoting mutual learning and joint inquiry), mediators know how to design and manage institutional alternatives that do not hold stakeholders hostage to defensiveness, fear, and mutual manipulation of information, but at the same time do not require them to give up their concern for their own needs and interests.

Notice that we see no talk here of compromise, giving in, betraying principle, no talk even of splitting differences. We see instead that the institutional process changed the nature of the discussions. Diepeveen implies not only that the agendas of deliberation were broadened from a narrower single issue problem-solving discussion, but that the interests of both parties, in his case one more urban and one more rural municipality, were considered by the convened representatives as equally legitimate, deserving of attention and respect.

So mediators not only may teach policy analysts about the dangers of narrow agendas set by powerful parties or the dangers of taking too narrow a problem-solving orientation, but the mediators are actually conducting policy focused deliberations themselves. These deliberations have been both participatory and practical and outcome oriented—so that Diepeveen’s stakeholders quoted above spoke of these sessions as “amazing,” noting a “transformation that . . . has translated into a lot more cooperation in . . . other areas.”

Diepeveen extended his account to institutional analysis, comparing these mediated processes to the scope and character of the conventional institutional mechanism available to resolve such disputes:

What was happening was something that wouldn’t happen in front of a tribunal. The administrative tribunal looks at a proposal on the table, and everyone focuses on that. You’re always attacking that annexation or that land use. It’s an argument: you are trying to convince the board of the merit of your case and to destroy the case of the other.

But what happened here was that, when the mediators came in and reframed the situation, it became a situation of, “Ok, so what’s important to both sides here?”

The rurals could tell their story, and all of a sudden there was—if I can use the term

19. Starting with the “problem” in negotiations parties are led to their “relationship.” Starting with their “relationship,” they are led to their “problem.” Once parties perceive a problem as shared, and thereby in their relationship, solving that problem invariably involves changing that relationship.
loosely—an “obligation” on the part of the urbans to respond to that, and to say, “In order for us to resolve this, you have concerns too, and we’re going to have to address them.”

So that was a real transformation point, and I think that that, in itself, has been one of the real selling points of the whole mediation process—that it has legitimized both sides of the debate, both sides of the “argument.”

So Diepeveen helps us see how the institutional process of mediation itself shapes the process of policy analysis. In mediated negotiations, parties move from debate, from pro and con argument, to collaboration, a joint effort to generate proposals for action that respond to the question, “What’s important to both sides here?” This process does not come at the expense of debate and argument, but it extends the process of inquiry to the creation of a self-generated process of mutual recognition, even a legitimation of the stakeholders’ agreements upon action now that “both sides” may feel “legitimized,” respected, taken seriously.

Policy analysts can learn from mediators how to better to assess stakeholders’ interests—especially those interests so far unarticulated and hardly made public. Policy analysts can learn from mediators to focus not only on stakeholders’ passionately defended positions but also, more crucially, on the conditions of interdependence and on-going relationships between the parties. Policy analysts can learn from mediators that even in the face of well-established claims that there’s “no way” a dispute can resolved, facilitated deliberative processes can generate surprising transformations of policy options as stakeholders glimpse new possibilities of relationships, new possibilities of recognizing and addressing issues heretofore ignored.

CONCLUSIONS

In the sections above we have tried to convey the grain and texture of mediation practice as well as its outlines and formal organization. This move into the details of institutional, and even micro-political, interaction matters because it is precisely at this level that public policy mediators build the relational ties, secure the commitments of stakeholders, develop shared perspectives on contentious issues, and design the policy options that make mediation a revealing practice from a policy perspective. We have tried to show here how these designs in action can open up new policy possibilities in situations that otherwise seem to promise only stalemate or escalating conflict.

Mediators’ actions in these moments are practical, political moves. They have the immediate, tacit quality of the intuitive responses of experienced athletes who can anticipate the movement of a ball in play and a defender in a sequence of action likely to unfold, as David Halberstam has put it, “at the speed of thought” (Bourdieu 1977). Mediators’ moves function at the margin of possibility to chip away at pre-established positions and to encourage subtle reframings of perspectives and claims that can, at any moment in the evolution of a policy discussion, open onto broader and deeper transformations of possibilities of action. A significant part of the effectiveness of mediation practice involves this persistent attention to actions that test and enact newly negotiated relationships, float new proposals, and try out emergent insights about policy options and implementation.

We have also tried to show that this procedural sophistication is not simply deal making in another form. The key feature of mediation practice is the way mediators’ “designs in action” align with broader features of policy development and implementation. For example, the interactions between a mediator and stakeholders that take place in a conflict assessment constitute an applied form of network analysis that responds to the dynamic character of the institutional spaces in which contemporary public policy is made.21 Unlike analysts relying on stable bureaucratic processes of policy-making, mediators map networks in situ and in relation to the policy controversies that frame

both the interactions in a network at a given point in time and the stakes different actors have in
the problem. This applied network strategy ties historical relationships to substantive interests and
draws on the interdependence embodied in shared problems to open new possibilities for develop-
ment. Mediators develop the potential that inheres in fluid institutional relationships by convening
representative policy actors as stakeholders, creating a shared, public account of the issues, and
framing initial questions about relationships, vulnerabilities and relevant facts in ways that make
the exploration of interdependence practically accessible.

As de facto policy analysis, mediation strategies then help these practical stakeholders to inte-
grate their self-interest in problems at hand with a recognition of their interdependence. In so doing,
mediators enable parties to frame collective action problems together, as an interdependent group of
negotiators, so that they can act on the problems that they could not deal with separately. Mediators
engage stakeholders in the assessment phase to recognize subsidiary as well as primary interests,
differing priorities, opportunities to trade across differences, and areas of shared uncertainty and
needs to learn. Then, as we showed, stakeholders can begin to confront and refine the expectations
they have of one another, to rework agendas and barely explored relationships, and to begin to probe
freshly imagined and negotiated possibilities together. As our example illustrated, a key feature is
that mediators convene practical discussions in ways that uphold stakeholders’ independence and
capacities for critical reflection even as they ask the parties to respond to their perceptions of inter-
dependence by generating practical policy proposals and options. In these ways mediators create
the possibility of transforming a loosely connected network of actors with an unclear institutional
pedigree into a group—a practical public even—that generates the conditions for its legitimacy
directly via its representative character and its accountability to stakeholder constituencies.

Here the mediators are not working as substantive policy experts giving opinions or predictions
about desirable policy outcomes, but they are creating the conditions and processes that enable the
convened stakeholders to work together to take advantage of the best available information and
expertise, to assess one another’s interests and priorities, to learn about pressing uncertainties and
vulnerabilities, and then to invent options that address their real, separate and shared, interests.
In these ways, mediators turn reflection on the conditions of stakeholders’ interdependence and
vulnerability into designs for cooperative inquiry and invention that can be enacted in conversation
to enable stakeholders to negotiate relationships that both satisfy their self-interests and respond to
the broader democratic significance of the issues at hand.

But mediators’ work of conflict assessment and convening stakeholders opens, more than
exhausts, the effort to plumb the possibilities of interdependence. Joint fact-finding reframes dis-
putes and debates about who is right into questions about how to act and learn together in light of
disagreements and in the face of persistent uncertainties. Reframing variations on the theme, “How
can I convince you that you’re wrong?” into versions of “What do we do about our disagreement?”
opens new ways forward. As in the assessment and convening stages, mediators helping parties to
confront, but not dissolve, differences in perspectives, interests, and priorities adds to the experi-
ence and growing confidence that makes it a bit easier and more plausible that, having negotiated
cooperative ways of addressing their differences once, the group can do it again.

The turn to a kind of joint problem solving in negotiation makes this process even more practical
and specific, without devolving into simple deal making. As we showed, this move to negotiation
heightens perceptions of interdependence, underscoring the need for mutual recognition, reciproc-
ity and cooperation across differences. The fashioning of agreements gains in momentum when
stakeholders acknowledge that to get what they want separately they have to design terms that meet
the interests of others as well.

22. Charles Sabel describes this as the “pragmatic trick” of framing “a collective action problem such that a
    collective actor emerges that has a natural interest in solving it” (1994).
Lawrence Susskind describes how this modulation of difference and understanding occurs through the stakeholders’ emerging sense of facts, interests, and possibilities:

“People start this process with needs, desires, want, concerns, ideology, uncertainty, and interests—all of them. And I expect people to change—to alter their sense of what they would or wouldn’t like to have happen by listening to what other people say… Learning and inventing goes on, reconsideration goes on, and argument matters. People discover something about their own interests along the way… People are not just collection of preset interests; they also have all kinds of tacit wants and needs that come into play.” (Susskind in Kolb 1994, 348)

So stakeholders’ practical contemplation of their interdependence in negotiation forces acceptance of the possibility that “their views of themselves, of the work, and the interests arising from both—their identities, in short—will be changed unexpectedly by [their] explorations.” (Sabel, 1994 pp. 247-248.)

Negotiated agreement on policy designs or plans for implementation then occasion shifting boundaries between the self, the other, and the common in the face of innovative policy designs—and so, too, new associative ties that constitute an element of democratic renewal. Here again we see the resonance in which particular moments in mediation practice, moments of dawning and transformative recognition of new relationships of self and other—newly appreciated interdependence and newly engaged cooperative inquiry and design as a result—become focal points in processes of political and institutional development that can produce new policy measures and extend to renew the available forms of democratic practice.
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Part X

Country Perspectives
INTRODUCTION

The development of public policy and policy analysis as distinct fields of academic research and practice in government emerges in Britain in the 1970s. This chapter examines the growth of a “policy orientation” in Britain since this period and reviews how this has been manifested in academia, think tanks, and government. However, although the policy orientation has been a relatively recent development in Britain, it is important to place the emergence of policy studies (as knowledge of the policy process) and policy analysis (as knowledge in and for the policy process) in a broader historical and intellectual context.

British politics from the early nineteenth century onwards was greatly influenced by political economy. Classical political economists, such and Adam Smith, David Ricardo, Thomas Malthus, Jeremy Bentham, and J. S Mill, and others were very much public intellectuals. They theorized not only in order to both understand and explain the wealth of nations, but also to shape the policies of their day. An analytical approach to public problems has therefore been a defining characteristic of British politics and government for some time. This analytical approach also extended into other areas of public life and opinion. The development of a financial press that discussed and propagated economic theories was an important aspect of the formation of political opinion in the nineteenth and twentieth centuries. The Economist, for example, was founded to campaign for free-trade, and journalists (most notably Walter Bagehot) took a leading role in disseminating economic theories. Indeed, this role of journalism in framing economic opinion was also to be a characteristic of the British financial press in the twentieth century (Parsons, 1989). The triumph of laissez-faire political economy from the 1840s onwards meant that so many (noneconomic) issues of public policy were, for the most part, framed by the ideas of the political economists. As Keynes argued, Ricardo “conquered” England as completely as the Holy Inquisition had conquered Spain (Keynes, 1936, 32).

It is necessary, therefore, to understand how political or policy debates in Britain have, since the nineteenth century, taken place within the context of a widely accepted economic paradigm. In this sense, British policy making was analytical a long time before the emergence of policy analysis—qua a rational mode of political argument. Philanthropic social reformers in the nineteenth century may also be read (along with the political economists) as contributing to an analytical mode of policy making. Here we may refer to three exemplars of this approach: Florence Nightingale, Charles Booth, and the Rowntrees. Florence Nightingale (1820–1910) is most famous for her role in the history of nursing profession, but she is rather less well known for her part in promoting the use of statistics in analyzing problems and devising solutions. During the Crimean War she had developed her abilities in the collation and analysis of statistical data and showed how this data could be used to improve medical care. Afterwards, she was to apply her methods more broadly and showed how (objective) statistical analysis and graphical presentation could be a powerful instrument for policy making (Stinnett, 1990). Another contributor to the development of a more analytical approach to social problems was Charles Booth (1840–1916) whose survey into life and labor in London between 1886 and 1903 was aimed at molding public opinion and policy. His mapping of wealth and poverty in London served both to influence policy, and to shape the development of urban sociological analysis (Booth, 2005). His methods greatly impressed Jane Addams.
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(1860–1935) and led to a similar study of Chicago (published as the Hull-House papers in 1895). Addams’s work, of course, contributed much to the founding of the Chicago school of (applied) sociology. The Chicago school, in turn, was to prove highly influential in the development of the policy orientation in the applied social sciences in Britain as in the United States. Booth also inspired the efforts of father and son (chocolate) philanthropists Joseph and Benjamin Seebohm Rowntree (1834–1925 and 1871–1954 respectively) in their attempts to understand and measure poverty and its causes and thereby help to ameliorate it. They were both strong supporters of the Liberal Party and were active in promoting policies to improve welfare provision. One of the lasting memorials to their efforts was the creation of the Joseph Rowntree Foundation and Charitable Trust which have remained active in policy research to the present day (Rowntree 2005). This commitment to an analytical or empirical approach to problems and policy was also a feature of the development of socialist politics in Britain in the late nineteenth and early twentieth centuries. Amongst one of the lasting achievements of this period was the creation of perhaps one of the first “think tanks,” the Fabian Society in 1884. Founded by some of the leading intellectuals of the day, including George Bernard Shaw, H. G. Wells, and Sydney and Beatrice Webb, the society believed in promoting gradual and pragmatic change through rational argument and discussion of public problems. Later, this commitment to promoting change through rational argument and inquiry prompted the Webbs to lead the campaign to establish the London School of Economics (LSE) in 1893. The society was to have a major influence on shaping the policies of the Labour Party—an influence that has continued in the present century (Fabian, 2005).

ECONOMICS AND PUBLIC POLICY

British public policy has been framed by economics more than by any other of the social or policy sciences. For a long period of time the dominance of laissez-faire political economy meant that other policies were constructed in the context of the doctrine that the state should have a minimal involvement in solving problems which could best be addressed by the working out of market forces. However, by the early twentieth century this paradigm was being challenged by liberals and Fabian socialists (amongst others) who argued that the state also had a role in making Britain a fairer society: liberty had a positive and negative dimension. The “new liberalism” associated with L. T. Hobhouse (Professor of Sociology at the LSE) and Liberal politicians Asquith and Lloyd George, argued that the state should have responsibilities in respect of social and welfare policies. In the twentieth century J. M. Keynes (1884–1946) was, like the classical political economists, driven by the desire to both explain economic conditions and relationships and change policy, and in so doing laid the foundation for an era of economic policy associated with his name. In the period between the two great wars, Keynes successfully undermined the dominance of the so-called Treasury orthodoxy in both academic and journalistic publications. This campaign against laissez-faire economic policy culminated with the publication of the General Theory of Employment Interest and Money in 1936. During World War II, Keynesian economists came to prominence in policy making and in due course Keynesian economics became the ruling orthodoxy in British economic policy—until the late 1970s. One of the consequences of the “Keynesian revolution” in British government was that it paved the way for a growth in the numbers and influence of economists in British economic policy making. And, as in the days of laissez-faire, it could be said that the new Keynesian policy framework, constituted the dominant paradigm within which other policy problems were considered in the decades following World War II. British policy making process thus gave economists a preeminent position in shaping core policies. For his critics, Keynes’s economics provided the impetus for a highly technocratic approach to economic management which served to legitimate the claims that policymaking was in the “public interest,” when in reality politicians and bureaucrats were far more self-serving than Keynes believed (Parsons, 2003).
However, if the Keynesian revolution in government ensured the primacy of economics and economists in the policy-making process in terms of national economic policy, it is important to note that in many other policy domains, another, less noticeable economic revolution also took place in the decades following World War II. This other revolution had been launched by a Cambridge economist who was somewhat overshadowed by Keynes—A. C. Pigou (1877–1959). Although Keynesian economics defined the framework within which macro economic policy was formulated, policy analysis as a tool-box of rational analytical techniques for decision making has its roots in Pigou. Policy analysis in Britain (as elsewhere) has been dominated by the use of rational techniques. These include cost-utility techniques, social and environmental impact assessments, evaluation research, forecasting/futures research, and the use of social and performance indicators. These techniques owe much to the development of welfare economics from the work of Pigou. His book *The Economics of Welfare* (1920), initiated a line of theory and empirical research which paved the way for the introduction of rational analysis in the 1960 and 1970s. Pigou’s economics, when mixed with Pareto’s theory and refined by Kaldor and Hicks (together known as the new welfare economics), gave rise to a powerful and elegant theoretical framework for thinking about public policy issues and provided a methodology for determining the use of taxes and subsidies as a way of distributing and balancing public and private welfare. It thus served as a basis for thinking about policy issues which involved questions of how the pie could be divided up, and how political conflicts over the public versus private interest could be (apparently objectively) resolved. Much attention has been given to the “Keynesian Revolution” in British government but perhaps more attention should be given to appreciating the extent to which the welfare economics that developed out of Pigou’s work came to frame so many aspects of British public policy. Positivistic policy analysis, with its belief in measuring costs and benefits has its roots deep in the soil of welfare economics. Related to the growth of policy analysis from welfare economics was another product of the 1940s—systems thinking. Operational research (OR)—or operations research as it became known outside Britain—was devised by military planners during World War II. This, in due course, evolved into systems analysis, which complemented the development of other techniques derived from welfare economics. Systems thinking was to permeate both the development of rational policy analytical methods, but also to constitute a dominant discourse within the study of policy making as a systems process. This meant that OR and systems analysis complemented the influence of the Eastonian “black box” approach to policy making in the British political system.

**THINK TANKS**

Policy analysis in the UK as an activity in government may be said to begin with the Conservative government of Edward Heath in the 1970s. The Conservatives introduced a variety of techniques into the policy making process such as PPBS and Programme[,] Analysis and Review (PAR); both enjoyed a short life span. However, a more long-lived innovation was the establishment of the Central Policy Review Staff (CPRS) (Blackstone and Plowden, 1988). Although Britain had—since the Fabian society—a history of (what we now call) think tanks, it was only with the establishment of the CPRS that the term really entered into common usage in British politics and political science. Indeed, for many years, the CPRS was simply known as the think tank. The CPRS was an important attempt to create a unit at the heart of government with a remit to the think strategically, across departmental boundaries and drawing on a broad range of expertise from the civil service and “outsiders.” It survived under successive Prime Ministers Wilson, Callaghan, and Thatcher, but was eventually abolished by the latter in 1983. The CPRS was replaced with a policy unit at number 10 under Derek Rayner, head of Marks and Spencer. The remit of the unit was far narrower than that of the CPRS: in turn this led to the creation of an efficiency unit in the Cabinet Office. This marked a change in emphasis away from trying to make government “smarter” and more strategic, towards the
effort to make government more efficient, economical, and effective—in business terms. The idea of a CPRS was, in due course, to be revived in Blair’s first administration. But, in general terms British central government proved to be indifferent, if not hostile, to analytical or strategic approaches to policy making aimed at breaking down the longstanding “policy silos” in Whitehall.

The growth of think tanks outside government has been a major feature of the policy orientation in British politics. It was during the inter-war period that a number of major policy institutions were established. Amongst the most important was the Royal Institute for International Affairs founded in 1920—although since 2004 it has re-branded itself as Chatham House. It was conceived in the aftermath of World War I as an Anglo-American institute of foreign affairs to “study international problems with a view to preventing future wars.” However, the Institute was subsequently established independently in 1920. (Its American sister organization was later set up in New York as the Council on Foreign Relations) The Chatham House states that it is:

an independent research institute, think tank and membership organization for individuals, corporations, governments and NGOs, and is precluded by its Charter from expressing any institutional view or policy on any aspect of international affairs. It does not receive any statutory government funding and is not a government organization, although some government departments are corporate members of Chatham House and, like many other organizations, sometimes fund specific projects at the Institute.

The institution has long served as a place where insiders and outsiders can exchange ideas. To facilitate this exchange the “Chatham House Rule” was devised (originally in 1927 and subsequently refined). The rule states that when a meeting, or part thereof, is held under the Chatham house rule, participants are free to use the information received, but neither the identity nor the affiliation of the speaker(s), nor that of any other participant, may be revealed. The rule has been used world-wide as a convention to facilitate frank and open exchange of opinions and information. Another think tank set up in the inter-war period was the Policy Studies Institute (PSI) which was original established as Political and Economic Planning (PEP) in 1931. PEP was in its heyday in the 1930s highly influential; not least in its promotion of the concept of a National Health Service. Later in the 1960s its work on racial discrimination played an important role in the race relations policy. PEP subsequently became PSI (1978) and in 1998 became a wholly owned subsidiary of the University of Westminster.

An important figure associated with the early says of PEP was Michael (later Lord) Young (1915–2002), a leading policy/social entrepreneur of his and subsequent generations. Young was (it is not an exaggeration to say) a one man think tank whose career is almost a potted history of British politics and society (Briggs, 2001). From PEP he went to head the Labour Party’s research department and was responsible for writing Labour’s manifesto for the 1945 general election—a document that pretty much defined the post-war policy consensus for decades afterwards. He set up the Institute for Community Studies (ISC) in 1953 the Consumers Association; Social Sciences Research Council; Economic and Social Science Research Council in 1956, and was the first chairman of the Social Science Research Council (later the Economic and Social Science Research Council (ESRC)). He also thought up the idea of the Open University. As an academic he was responsible, with Peter Wilmott and Peter Townsend, for some of the defining work in British sociology which addressed major policy areas such as urban development, education and poverty. He was passionately committed to research and problem solving. Young was responsible for literally dozens of organizations that helped to shape public policy in his long lifetime. In the last few years of his life he set up the School for Social Entrepreneurs (1998). Following his death the Young Foundation was established (by the merger of the ISC and another of his creations, the Mutual Aid Centre) to take his work and ideas forward.
Another important independent think tank set up of the period between the two world wars established in 1938 and still in business is the *National Institute for Economic and Social Research* (NIESR).

The Institute’s objective is to promote, through quantitative research, a deeper understanding of the interaction of economic and social forces that affect people’s lives so that they may be improved. The Institute is independent of all party political interests. It receives no core funding from government and is not affiliated with any single university, although the staff regularly undertakes projects in collaboration with leading academic institutions.

However, although the inter-war period was to witness the establishment of early examples of independent think tanks, a notable aspect of the story of think tanks in Britain is the lack of a British Brookings, which had been set up around the same time as the RIIA. This meant that Britain has really lacked a well-funded, large independent organization on the Brookings model. Life in think tank jungle in Britain has consequently evolved without the emergence of a big (Brookings type) well-resourced, authoritative, and independent policy beast. The result is that the think tank community is mostly populated by small, financially less robust creatures seeking to influence policy and opinion. Hence, the most significant aspect of the expansion of think tanks in the post-war period (and especially since the 1970s) has been the rise and rise of the more ideologically and/or more niche focused organizations. Perhaps the most important of these is the *Institute of Economic Affairs* (IEA), established in 1955 to promote free-market economics and counteract the influence of Keynesian economics in government and academia (Cockett, 1994). The IEA proved highly effective in putting forward marked-based alternatives in public policy. With the emergence of the “new right” in the 1970s and 1980s there was a veritable explosion of conservative/free market think tanks. In 1974 Margaret Thatcher and Sir Keith Joseph established the *Centre for Policy Studies*, which was very influential in shaping the policy agenda of the Conservative Party in government under Margaret Thatcher. Many others followed—most notably the Adam Smith Institute (ASI). Founded in 1977, ASI (modestly) describes itself as “Britain’s leading innovator of free-market economic and social policies…[which] has played a key role in developing practical initiatives to inject choice and competition into public services, extend personal freedom, reduce taxes, prune back regulation, and cut government waste” (Adam Smith Institute, 2005).

In the battle of ideas that took place in the 1970s and 1980s, it was unquestionably organizations such as the ASI that outnumbered and out-gunned advocates of more left of center policy ideas. However, in the 1990s the balance of influence was redressed somewhat with the establishment of a variety of think tanks aiming to combat the dominant position of “new right” policy “wonks” and “wonkettes” (as they were increasingly being termed in Britain and the United States) in shaping the policy agenda. These new wave of think tanks included the *Institute of Public Policy Research* (IPPR) and *Demos*. IPPR was founded as an independent think tank in 1988, in the aftermath of Labour’s election defeat in 1987. The first chair was Tessa Blackstone, who had been a member of the defunct CPRS. It describes itself as the:

UK’s leading progressive think tank. Through our well-researched and clearly argued policy analysis, reports and publications, our strong networks in government, academia and the corporate and voluntary sectors and our high media profile, we play a vital role in maintaining the momentum of progressive thought…Since its inception, IPPR has built up a well-deserved reputation for generating new and imaginative ideas. Our aim is to continue to be a force for change by delivering far-reaching and realistic policy solutions that we hope will produce a fairer, more inclusive and more environmentally sustainable world. (IPPR, 2005)
The institute has been close to Labour: one of its directors (Patricia Hewitt) became a member of Blair’s cabinet, and another (Mathew Taylor) was a former assistant general secretary of the Labour Party. It had an important role in shaping “New” Labour policies in opposition, and subsequently in government. Another director, Nick Pearce, was also special adviser to David Blunkett in the Home Office and the Department of Education and Employment.

Demos was established in 1993 by the former editor of Marxism Today, Martin Jacques. It describes itself as concerned with “building an everyday democracy.”

We believe everyone should be able to make personal choices in their daily lives that contribute to the common good. Our aim is to put this democratic idea into practice by working with organizations in ways that make them more effective and legitimate. (Demos 2005)

Its first director, Geoff Mulgan, had close ties to New Labour and later became director of the Performance and Innovation Unit (see below) in Blair’s first administration. Amongst the first big ideas was its championing of the “communitarianism” associated with Amitai Etzioni. Mulgan’s successor, Tom Bentley (1999–) had (like Pearce) previously been a special adviser to David Blunkett as Secretary of State for Education and Employment. Other think tanks followed in the 1990s and in 1996, the New Local Government Foundation was created to promote a more local/decentralized approach to policy. In 1998 another “left,” or Labour orientated, think tank (Catalyst) was set up to apply labour values to the policy issues of the day. In 1999 the New Politics Network was established following the winding up of the “Democratic Left”—the remnants of the British Communist Party. This phase of growth in left(ish) think tanks was followed by the continued expansion of policy organizations covering most positions on the ideological spectrum and representing areas of national policy and international issues and relations. The role of think tanks and and wonks for hire in British politics and policy making is also diverse. But they are all in the same business—making friends and influencing people. Inevitably, not all think tanks are equal in influence: some are more equal than others. In the 1980s the Thatcher governments were, for example, close to the IEA and ASI; whereas the Blair governments tended to import people and ideas from IPPR and Demos. However, it is noticeable that with the (managerialist/market) consensus which has dominated British politics in the late 1990s and early 2000s, think-tanks are adapting so as to appeal across the political or partisan spectrum. This also enables them to draw on a wider range of potential individuals and organizations (and corporations) to fund their activities. A case in point is the ASI, which was close to the new right in the 1980s, but was subsequently very successful in attracting business from the New Labour government. Indeed, the Blair government proved to be one of its biggest clients. Demos, perhaps one of the most successful British think-tanks attracts funding from a very wide range of partners from the public and voluntary sectors, as well the corporate sector, including IBM, Shell, British Gas, Nat West Group, Northern Foods, Orange, Tesco, and Unilever. It is also, for an organization so close to Labour, not above giving the Conservative party advice on how to win elections (Boys Smith, 2005). If think tanks like Demos are to continue to be successful (in getting money and influencing policy debate) then this kind of post-ideological/post-partisan re-configuration will become increasingly the norm.

THE DEVELOPMENT OF A POLICY ORIENTATION IN ACADEMIA

The Keynesian era was also to be associated with the rise of the welfare state and it was in the field of social administration that some of the defining influences on the emerging policy approach were to occur. Policy studies as it was to develop in Britain from the 1960s grew more out of the study of social administration than economics. Policy analysis, on the other hand, as we noted above, was to
develop from welfare economics. We can trace the beginnings of policy focus in social administration back to the contribution of a number of scholars in this field who were based at the London School of Economics. One of the defining contributors to social administration was R. M. Titmuss (1939–1973). As professor of social administration at the school (1950–1973), Titmuss had a major role in both shaping the field, and made important contributions to thinking about welfare policies in his books and articles. Another professor of social administration who had an impact on both academic research and policy was Brian Abel-Smith (1926–1996), who also served as an advisor in two Labour governments. Social administration of the kind advanced by Titmuss and Abel Smith was to be an important aspect of the development of the policy approach as it was to emerge in Britain in the 1960s and 1970s. However, in the 1970s social administration was being refashioned into social policy. Alcock argues that this shift towards an emphasis [on] policy marked the desire by many in the field to “move beyond the narrow confines of Fabian welfare statism” (Alcock, 2003, 7). This culminated in a decision (in 1987) of the Social Administration Association to change its name to the Social Policy Association. The old name was thought (by the majority at least) to be too closely associated with the existing welfare state: “whereas social policy encompassed also a more general concern with the analysis of the political and ideological bases of welfare provision” (Alcock 2003, 7). A number of volumes published during this period, when the shift from Fabianism to greater theoretical pluralism and from administration to policy occurred, illustrate this. Michael Hill’s The Sociology of Public Administration (1972) and Understanding Social Policy (1980), and Hall, Land, Parker, and Webb’s Change, Choice and Conflict in Social Policy (1975) made important contribution to the development of a more specific policy focus. But perhaps the most important text to emerge from social policy in the early 1980s was Ham and Hill’s, The Policy Process in the Modern Capitalist State (1984). Ham and Hill developed their approach while teaching a master’s course at the School of Advanced Urban Studies (SAUS) at Bristol University from 1979. Chris Ham, a political scientist, was an expert on health policy, and Michael Hill, a professor of social policy, combined their interests to write a book aimed at students following courses in a variety of disciplines and policy areas including social administration, sociology, political science, policy, and organizational studies. This instantly became one of the standard texts for students of policy analysis and public policy in many disciplines. SAUS—later (in 1995) renamed the School of Public Policy at Bristol University—was one of the hot spots in the development of public policy in Britain in the 1970s and 1980s. Other notable hotspots included the Centre for the Study of Public Policy (founded in 1976) at the University of Strathclyde and the Institute of Local Government (INLOGOV) (founded in 1966) at the University of Birmingham.

The British policy approach also developed out of teaching and research in the field of public administration. A number of volumes may be referenced as marking a shift towards a more discernable focus on policy process and policy analysis. The first is Sir Geoffrey Vickers’ (1894–1982) The Art of Judgement: A Study of Policymaking, published in 1965. This did much to shape the policy approach as it developed in the 1970s. If there was one book that facilitated the shift from thinking in terms of administration to policy making it was this book. The Art of Judgement—together with his subsequent publications—drew on Vickers’ extensive practical administrative and managerial experience as well as his expertise in systems theory to illustrate how thinking in terms of policy making advanced our understanding of public administration. Peter Self (1920–1999) was amongst the first to explore the implications of techniques such as Cost-Benefit Analysis and PPBS. Econocrats and the Policy Process: The Politics and Philosophy of Cost-Benefit Analysis, published in 1975, was one of the defining statements on the impact of policy analysis in the British policy making process. CBA, he famously noted, was little more than “nonsense on stilts.” Self was to be a lifelong critic of the way in which economics had come to dominate policy making.

Welfare economics (along with OR) had, as Self argued, considerable influence in the development of physical planning in post-war Britain. The development of planning in British universities in the post-war era was also a source of an emergent policy approach. British planning theory and
practice was informed by the notion of improving the rationality of decision making, and also by the
idea of thinking in terms of systems (Allmendinger, 2002). This gave rise to the belief that planning
towns and regions could be understood as a means by which planners could, through better—more
rational and systematic—analysis anticipate, manage, and control change in a holistic way rather
than leave it to the vagaries of the market. This meant that planning depended on acquiring data
and building models so as to assess the likely impacts—costs and benefits—of changes. Planning
methodologies thus sought to combine the insights of systems thinking with the rationale of welfare
economics. It was a paradigm which was, for the most part, dominated by engineers and architects.
Together, rational systems approaches constituted the dominant paradigm of planning in Britain
until the emergence of so-called neo-liberal approaches in the 1980s. An important response to the
theoretical and practical policy issues raised by both rational-analytical methods of planning and
“new right planning” was the emergence of approaches to planning influenced by “communicative”
modes of rationality. In this model, planning ceases to be process dominated by claims to rational-analytical knowledge and instead is open to becoming a communicative and collaborative enterprise.
The leading exponent of the view that planning processes should be redesigned so as to realize the
potential of communicative rationality has been Patsy Healey, whose work has contributed to the
development of an argumentative turn in policy analysis and planning (Healey, 1993).

Amongst the earliest publications in the field of political science that contributed to this
move towards a distinctive policy was by an American (who became a long-term resident of the
UK), Richard Rose. Rose was the founder director of the Centre for the Study of Public Policy at
Strathclyde University. His edited book Policy-Making in Britain (1969) was for many students
(including the present author) the first introduction to a policy perspective on British politics at a
time when teaching (and research) was dominated by a highly institutional focus. Even so, a few
years later (in 1975), Rose could note that there was still little use of the term “policy studies,” even
though British academics had long been concerned with “policy” and “problems” (Rose, 1975, 58).
Rose and his colleagues at Strathclyde were to do much to promote the growth of public policy in
Britain. The growth of a policy approach in British political science may be seen in several books
that were the outcome of both teaching and research programs in the 1970s. Amongst the earliest
of these was W. I. (Bill) Jenkins’s Policy Analysis: A Political and Organizational Perspective.
(1978). This was amongst the first books by a British academic that sought to cater for a market
for policy analysis which had (in his words) “taken off” in the 1970s. Jenkins had been involved in
developing (with several colleagues) one of the earliest courses on public policy in Britain at the
University of Loughborough in 1970–1971. The book covered both theoretical aspects of the field
and reflected on the implications of rational techniques being imported in government—PPBS and
PAR. Above all, the book took an interdisciplinary approach and showed how the study of policy
and the teaching of policy studies had to utilize a variety of disciplines and approaches. One swal-
low does not make a summer, and it took a few more years before policy analysis became a more
distinctive field. As Rudolf Klein (1980) noted in a review of Aaron Wildavsky’s The Art and Craft
of Policy Analysis, the policy approach still had to overcome a fair amount of doubt, indifference,
and hostility. Academics and practitioners, he argued could claim to be involved in analyzing
problems and devising solutions—but why call it policy analysis or describe themselves as “policy
analysts”? Hence, he argued, academic interest was low, and the take up by the government and
civil service was poor. But, perhaps the situation was not so grim. The academic interest in policy
continued to grow, even if the take up by central government of policy analysis was less marked. In
a few years, a number of publications blossomed—signs that British academics were increasingly
finding public policy an attractive framework for research and teaching. The publication in 1980
of Michael Carley’s Rational Techniques in Policy Analysis was also a sign of the fact that, by the
early 1980s, there was a growing interest in policy analysis amongst policy researchers and civil
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servants. This volume provided a comprehensive guide to the dominant techniques being employed by analysts working in government think tanks, NGOs, and international organizations. The book was funded by the PSI and the SSRC.

In 1984 Brian Hogwood and Lewis Gunn published their Policy Analysis for the Real World. This differed from Jenkins’s and Ham and Hill’s books in that it was a “how to do” policy analysis textbook. That is, it aimed to introduce students and practitioners to the techniques of analysis that could then be plugged into other material and experience. This volume also emerged from teaching for a course on Policy Analysis, at Strathclyde University, funded by the Nuffield Foundation. Brian Hogwood had earlier published a book on Policy Dynamics with B. Guy Peters (1983), and his co-author Lewis Gunn was, at the time, director of the Public Management Unit—also at Strathclyde University. In addition, by the 1980s a range of texts were published examining the British policy-making process as a distinct way of understanding British politics and government and included: Richardson and Jordon (1979), Burch and Wood (1983), Jordan and Richardson (1987). Such texts drew both on the standard (mainly American) theoretical literature and the growing literature in articles and books dealing with specific areas of British public policy. During the 1980s and 1990s, therefore, there was steady growth in policy studies in British universities, both in term of undergraduate and postgraduate courses and doctoral research. As an indicator of this expansion, a number of texts were published to cater to this growing market. Michael Hill published a valuable reader, The Policy Process (1993), which in due course was followed by The Policy Process in the Modern State (1997); the present author’s volume, Public Policy (1995); and Peter John’s Analysing Public Policy (1998) were all adopted as texts for courses in public policy in the UK and elsewhere. Therefore, it is possible to say that policy studies in Britain as a distinct academic activity had, by the 1990s, apparently finally taken off.

A key factor underpinning this shift towards a focus on policy was the growth of managerialism in central and local government. In central government this took the form of experimenting with strategic planning techniques and the CPRS. But perhaps the more significant development was in the spread of corporate management and planning techniques in local government and in urban/land use and regional planning. The policy approach as it evolved in the 1970s became closely associated with “planning” and the redesign of local government on corporate lines. Effectively, corporate planning was what passed policy analysis. The “rational model” was adopted less as an analytical device than as a prescriptive model of what the planning process/cycle ought to look like. Journals such as Policy and Politics, Local Government Studies, Public Administration, and Town Planning Review published numerous articles in the period that reflect the managerialist turn in British policy analysis. A volume published by the Institute of Local Government Studies, entitled Approaches in Public Policy (Leach and Stewart 1982) well illustrates the extent to which corporate management and planning discourse—and the wisdom/sophistry of management consultants (Skelcher 1982, 36)—came to dominate “policy approaches” in policy making in British local government. However, by the time the INLOGOV volume was published, other changes were on the way, driven by the Thatcher government. Britain’s first women Prime Minister had no great love for local government—not least because it was a source of opposition to her reforms—and the result was that in the 1980s local government in Britain was fast replaced by local administration of central government policies. The Thatcher/Major governments aimed to get local government to become more business like, and in which case, it would not be planners who would rationally decide but citizens as consumers. This meant that whereas previous decades had been about smarter government (more rational policy making and planning), the Thatcher era introduced more emphasis on smaller government (more market rationality and less planning). Nonetheless, the managerialist context has remained an important aspect of the development of a policy orientation in British government. This was to be evident in with the election Blair’s “New” Labour party in 1997.
OLD POLICY ANALYSIS AND NEW LABOUR

A new chapter in the story of social science and British government opened with David Blunkett’s speech to the Economic and Social Research Council (ESRC) in February 2000: *Influence or Irrelevance: Can Social Science Improve Government?* In his speech Blunkett called for a new relationship between social science and government that would bring to an end the “irrelevance” of social science to the policy-making process. This new relationship would be for social scientists to “tell [the government] what works and why and what types of policy initiatives are likely to be most effective” (Blunkett, 2000). He argued that:

We’re not interested in worthless correlations based on small samples from which it is impossible to draw generalisable conclusions. We welcome studies which combine large scale, quantitative information on effect sizes which allow us to generalise, with in-depth case studies which provide insights into how processes work. (Blunkett, 2000)

After years of “irrelevance” and “worthless correlations” the government was giving the social sciences and opportunity to become relevant to policy making. The government wanted to know what caused problems and what solutions worked best. As part of the drive towards evidence-based policy the ESRC, in 1999, funded the *UK Centre for Evidence Based Policy and Practice* with the aim of bringing “social science research much nearer to the decision making process.” In 2000 an Evidence Network was created to develop the capacity for EBP in the UK forming a hub in a number of nodal points for various research organizations involved in evidence-based policy. There was a precedent for this in the previous government’s support for the development of evidence-based medicine in the National Health Service Research and Development Programme that led to the creation of the UK Cochrane Centre in 1992. Evidence-based policy was to be a core aspect of the government’s modernization agenda for government.

New Labour under Blair was a party that adopted a “third way” in thinking about public policy. It was an approach that was far less ideologically driven than previous Labour governments: this meant that policy had to be framed less by the ideas of the past, than by what works. In practice this involved a reform of government so as to modernize the way in which policy was made. If what counted was what works, then policy making had to be predicated on finding out what works (Davies, 2000). A number of policy documents set out a commitment to modernizing and professionalizing the policy process. In 1998 a *Performance and Innovation Unit* (PIU) was created as a result of a review of effectiveness in government by the Cabinet Secretary, Sir Richard Wilson. PIU signaled the return to the kind of CPRS model abandoned by Thatcher in 1983. Drawing on the experience of the CPRS and that of similar strategic units in other countries, the PIU aim was to “improve the capacity of Government to address strategic, crossing-cutting issues and promote innovation in the development of policy and in the delivery of the Government’s objectives.” This involved developing projects involving long-term thinking, using teams of civil servants and non-civil servants, which had a strong bias towards analysis and “analytically-driven solution.” Later, the government published a statement of its approach to policy making in the *Modernizing Government* White Paper of 1999 (Cabinet Office, 1999a). The White Paper argued that policy making would aim to be “forward looking in developing policies to deliver outcomes that matter, not simply reacting to short-term pressures” (Cabinet Office, 1999a, 1.23).

Policy making is the process by which governments translate their political vision into programs and actions to deliver “outcomes,” desired changes in the real world. Many of the other issues considered in this White Paper cannot be seen in isolation from the policy-making process. Government cannot succeed in delivering the outcomes people
want if the policies and programs they are implementing are flawed or inadequate. (Cabinet Office 1999a, 2.1)

Subsequently, the white paper was followed by perhaps the most wide-ranging review of the role of policy analysis in British government to date. This took the form of a report by a Cabinet Office team, Professional Policy Making for the 21st Century (Cabinet Office, 1999b).

The professional model (see Figure 35.1) is significant in the history of British policy making in that it marks the latest reincarnation or mutation of "planning" into the language of "strategic policy making." The model characterizes professional policy making as driven by evidence and framed with the long-term in mind to secure policy that delivers. In this respect, it is a classic strategic planning type model. The more contemporary addition is the emphasis in the model for the need for stakeholder analysis and management. But, apart from this addition, it is the "rational model" of policy making as developed in the corporate planning/management approaches of the 1970s. The report on professional policy making was followed up by a survey (Better Policy Making) on how actual policy accords with the (above) model. As with the original report, Better Policy Making, whatever its strengths and weaknesses, does constitute one of the "most comprehensive surveys that have ever been undertaken" (Cabinet Office, 2001, 16) into the policy-making processes of British government. For this much alone it is of considerable value. In addition to Better Policy Making, the National Audit Office published a report on Modern Policy making: Ensuring Policies Deliver Value for Money (NAO, 2001) to coincide with the PSD’s report. The PIU contributed to the discussion on policy making with a paper on the theme of Better Policy Delivery and Design (PIU, 2001). In 2001, the PIU was joined by a Prime Minister’s Forward Strategy Unit (FSU) that used a similar approach to the PIU, but also made use of outside advisers.

**FEATURES**
which should produce fully effective policies

- Defines outcomes & takes the long term view
- Takes account of national European and international situation
- Takes holistic view
- Is flexible and innovative
- Uses best evidence
- Constantly reviews existing policy
- Fair to all
- Involves all stakeholders

Learns form experience

To demonstrate all of these characteristics policy making will need high levels of achievement in the 3 themes

**THEMES**
that a fully effective policy making process will need to encompass

**COMPETENCIES**
that relate to each theme

**VISION**
Forward Looking
Outward Looking
Innovative and Creative

**EFFECTIVENESS**
Evidence Based
Inclusive
Joined Up

**CONTINUOUS IMPROVEMENT**
Review
Evaluation
Learns Lessons

**DEFINITIONS OF COMPETENCIES AND EVIDENCE**
that competencies are being met

**LEVERS FOR CHANGE**

The PIU was in the forefront of seeking to promote a more “joined-up” and “wired-up” policy process that was more driven by evidence and policy analysis. The unit was, above all, an instrument of strategic policy making and much of its work was directed to developing a strategic capacity within government. As an acknowledgement of this, in 2002 a new unit (the Prime Minister’s Strategy Unit (PMSU)) was created and combined with the PIU and the FSU. The Strategy Unit “provides the Prime Minister with in-depth strategy advice and policy analysis on his priority issues.” It states that its main aims are: carrying out strategy reviews and providing policy advice in accordance with those policy priorities; supporting government departments in developing effective strategies and policies—including helping them to build their strategic capability; and conducting occasional strategic audits; and to identify and disseminate thinking on emerging issues and challenges for the UK government.

At the time of writing, the work of the PMSU represents the cutting edge of policy analysis in the British policy-making process. The work of the unit is grounded in an evidence-based approach. This means that it is involved in analyzing “statistical trends, causal relationships, [and] evidence of what works.” It is also concerned to promote “analyzing major policy issues and designing strategic solutions” across government departments. A look at the Strategy Survival Guide (PMSU, 2004) provides an insight into the analytical approach which is at the core of the unit’s mission. The guide provides tools for building skills in analytical capacity. These include: structured thinking, appraising options, building an evidence base, and managing stakeholders and communications. Apart from stakeholder analysis, what is most notable about the analytical tools is how they rely on the kind of methodologies one finds in textbooks on rational policy analysis, such as in Michael Carley book (1980), and in American texts in the 1960s combined with the standard techniques of strategic management developed twenty or thirty years ago. The guide recommends systems thinking, SWOT and Pestle analysis, brainstorming, and techniques to map brainstorming outcomes. Appraising options involves: cost-benefit/effectiveness analysis and multi-criteria analysis. Building an evidence base involves skills in data handling and use of surveys and focus groups; use of modeling and market/organizational analysis. Something new, compared to the policy analysis of the past, is the emphasis on policy transfer, but the skills in looking forward are well established techniques: futures and forecasting and counter-factual analysis (plus the more recent technique of scenario planning). An additional toolbox is available for the would-be futurist, particularly the techniques developed by the consultancy, Synectics (inc), who trade on being “pioneers in innovation” and helping organizations to promote “strategic renewal”; greater creativity, and to “develop, qualify and execute executive breakthrough solutions.” It is perhaps, the relationship between corporate strategic management and the reliance generally on management consultants and modernized/professionalized policy making that is the most notable and defining feature of the development of policy analysis in the Blair government (see Craig, 2006). This is confirmed by the fact that Blair appointed David Bennett, a former McKinsey executive, to head the Downing Street policy unit. The Times reported that the Blair government has spent a record amount on hiring management consultants—over one billion pounds in 2004 alone (Baldwin and Ashworth, 2005). Significantly, when the government needed some strategic thinking on the thorny issue of pensions, it was not an internal policy unit, or outside think-tank they asked for advice, but (Lord) Adair Turner—yet another McKinsey alumnus (Pensions Commission, 2005). While the emphasis on evidence-based policy and what works has stressed the need to define a new relationship between policy relevant research by academics and policy users in government, the most important aspect of the development of policy analysis in the Blair government has been the way in which is has stressed the relationship between policy making and corporate strategic management techniques. As Richard Reeves notes:

If politics has indeed become as essentially technocratic exercise, bright management consultants make good partners. Unhindered by history and free of political philosophy, they are interested only in finding the right technical solution to any given problem…If
“what counts is what works,” McKinsey is more help than Marx. If a McKinseyite thinks Tawney is a bird, who cares? (Reeves, 2005)

In practice, the approach to policy analysis developed in the Blair governments has been a fusion of well-established positivistic techniques of policy analysis and the equally well-worn tools of strategic management. Another indicator of the commitment to a highly positivistic conception of policy analysis came with the establishment of a master’s course at London University’s Institute of Education in Policy Analysis and Evaluation (in 2005) in collaboration with the Cabinet Office’s Government Social Research Unit. This initiative was part of the civil service’s Professional Skills for Government program. The course was designed “to provide students with an understanding of the major quantitative research skills relevant to designing, analysing and evaluating government policy.” Teaching modules include: Sampling Data and Data Collection, Experimental and Quasi-Experimental Design, Longitudinal Research and Analysis, Statistical Analysis, Economic and Econometric Analysis, and Qualitative Research and Analysis.

POLICY ANALYSIS AND MANGERALIZATION

Keynes once noted that it is ideas that (ultimately) shape policy for good or ill: but not immediately. It takes time for an idea to get into practice. The ideas that inform policy, he argued, are invariably past their use by the time they actually get applied: “the ideas which civil servants and politicians and even agitators apply to current events are not likely to be the newest” (Keynes, 1936, 384). In the case of policy analysis in British government, Keynes’s point is entirely appropriate. The model of “better,” “professional,” “modernized” policy making in Tony Blair’s government has proved to be a case of déjà vu all over again. Apart from the inclusion of more recent techniques (such as stakeholder/risk analysis and scenario planning) Labour’s approach to policy analysis was remarkable only for the degree of its continuity with the past, rather than anything especially “new.” The toolboxes of the policy professionals, as developed by the PIU and the PMSU, are packed full of the same tools as those that were around when the Beatles were “top of the pops” on the British charts. At that time, there was little take up in British government. In central government there was a brief and unconvincing attempt to develop a strategic think-tank and to adopt some the PPBS approaches that had came out of the Pentagon. The story was rather different in local government, where rational techniques and corporate planning did make inroads into practice. However, as far as central government is concerned the position of policy analysis has to be related to the wider picture. In the 1970s under Heath and later Callaghan, the old policy framework that had dominated British politics since the 1940s—the Keynesian/Welfare state model—was simply no longer viable. Making government smarter was not enough in an age of stagflation. When the counter-revolution did strike back against the old consensus, it was to come out of the world of think-tanks inspired by Hayek and the free market. However, although the Thatcher governments were to decentralize through markets, they also ensured that what was left of the public sector would come under ever tighter central monitoring, regulation and control. This trade-off as between economic decentralization and political centralization was, for the most part, accepted by New Labour. Indeed, if anything New Labour, with its faith in driving improvements through targets and performance indicators, was to prove even more centralist in its approach to public policy (Travers, 2005).

What was “new” about the Blair government’s approach to modernizing policy making from the efforts of the past was that the analytical (strategic) mode of policy making championed by the PIU and the PMSU was teamed with the drive to ensure that policy was “delivered.” In other words, the professional model may be described less an exercise in rational policy analysis, than a form of policy management. Policy analysis became essentially a method of both finding out “what works,” and “what makes policy happen.” That is, evidence-based policy is fundamentally to do with
ensuring policy delivery. Indeed, on this point it is interesting to note that the National School for Government (set up in 2005) has a program for civil servants on precisely that—policy management (National School for Government, 2005). This includes courses on: developing deliverable policy, economics for policy making, evaluation of programs and policies for practitioners, introduction to evidence-based policy making, making policy that happens, the policy environment, and risk analysis in the policy area.

Whereas in the 1970s and 1980s the real policy action was in the think tanks, the current managerialist consensus in British politics means that ideological conflict, or the “battle of ideas” is, if not over, then on hold. Think tanks thrived when the battle was at its height, and have inevitably become less influential in a world in which the policy agenda is essentially managerialist and characterized by a lack of fundamental ideological disagreement between the main parties. Even so, the number of think tanks and “policy wonks” continues to proliferate and carve out niches in the (crowded) market of ideas. And, given their dependence on corporate sponsors, and in order to position themselves in a highly competitive market, think tanks have become increasingly “trapped by their paymasters into a bland managerialism, and thus become depoliticised” (Blackhurst, 2005).

At the beginning of this chapter we argued that economics has had a dominant role in shaping both policy analysis (as the application of rational techniques to policy problems) and in framing the British policy agenda. However, it is also the case that the development of policy analysis has also taken place within a highly managerialistic approach to public policy. To coin a phrase closely associated with Blair’s favorite firm of management consultants (aka: the Firm, the Brotherhood, the Jesuits of Capitalism), McKinsey, “everything can be measured and what gets measured can be managed.” This is to say that policy making has been conducted less as problem “solving” (by rational analysis) than by problem “management” by numbers. This began with the attempt to import forms of strategic management into government (PPBS) in the early 1970s, continued with the drive towards efficiency, effectiveness, and economy in the Thatcher governments, and the shift towards so-called ‘new public management’ in the 1980s and 1990s. This emphasis on better policy making and “delivery” through better management was deepened and extended under the Blair governments. In power (New) Labour pushed forward with reforms designed to improve policy “delivery” by the use of performance-based management techniques reliant on targets and performance indicators, but in addition, a few years into the first term, the government also sought to “modernize” the management of the policy process itself. And, central to this ambition was, of course, the management of knowledge within a strategic process. Evidence-based policy is quintessentially a mode of policy making in which knowledge is itself an object of deliberate strategic planning and management. In which case, “better policy making” is a function of better knowledge management. The driving force behind policy analysis, therefore, has been the desire to improve the management of the corporate headquarters of “Brit Corp,” whose primary purpose is to ensure that their portfolio of Business(like) operations “deliver” policy by hitting their specified and measurable targets.

In many ways, the development of policy analysis in the Blair governments is indicative less of change than continuity. In practice, from the 1970s policy analysis emerged out of a desire to make government more corporate and strategic. This was not an immediate success. However, with the transformation of the role of the state in the Thatcher period, the path was cleared for a more comprehensive restructuring of government on corporate lines. The modernization of policy making in strategic terms has been an integral part of this wider process of redesigning government.
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The Evolution of Policy Analysis in the Netherlands

Igor Mayer

No nation is even remotely in the same league as the United States in terms of the supply of skilled policy analysts and large, highly qualified policy analysis and research organizations that have unbelievable capacity to manipulate and distribute an amount of information and interpretation not dreamed of at the start of federal policy analysis, when calculators, not computers were found on the desks of individual analysts. (Williams 1999, 158)

Indeed, in Europe, policy analysis methodology has not yet succeeded in finding its way, de facto, into policymaking processes. ( . . . ) This situation does not mean that policy analysis is not undertaken in Europe; rather, for most European policy analysts, knowledge and professional skills are unarticulated, tacit level of experience. (Geva-May 2002, 251)

INTRODUCTION

Does policy analysis exist outside the United States, or are the arts and crafts of policy analysis across the Atlantic a weakened and disoriented branch of the real thing, as the citations above seem to suggest? If policy analysis exists outside the United States—and from our point of interest in the Netherlands in particular—did it come about through a mere transplantation of theories, institutions, and methods originally developed in the United States; or has policy analysis outside the United States an autonomous value, contribution, and evolution? The different contributions and evolutions of policy analysis for instance appear in the various and changing connotations of the word “policy analysis” in national languages. In the Netherlands, for instance, the notion beleidsanalyse—the literal translation of policy analysis—is an ambiguous and somewhat problematic concept. It was first introduced in the early 1970s as a deliberate and programmatic effort to rationalize public policy making in all public policy domains. During the early 1980s, the notion attracted a rather negative connotation, due to the failure of a governmental program by that name, the so-called committee for the development of policy analysis (COBA; de Commissie voor de Ontwikkeling van BeleidsAnalyse). Many now prefer to use equivalents such as applied policy research or research based advice instead. But as I shall demonstrate in this paper, the notion beleidsanalyse is making a remarkable comeback since the turn of the century while it is being used for financial and performance accountability in the public sector. Thus, starting from the observation that different countries show different connotations and evolutions of policy analysis, I will analyze in this paper the evolution of policy analysis in the Netherlands on the basis of the following questions: What are the main characteristics (features) of policy analysis in the Netherlands? What changes, if any, have occurred in policy analysis in the Netherlands since the Second World War and what triggered these changes?
A study attempting to analyze or interpret the evolution of policy analysis in the Netherlands, unavoidably touches upon the question how and what to compare over time? This could be, how policy analysis evolved in the Netherlands as compared to other countries such as the United States (cf. Bemelmans-Videc 1994); or, how policy analysis evolved in different agencies or in different policy subsystems within the Netherlands (cf. Mayer et al. 2002; Hoppe and Halfman 2004). In recent years, many studies have focused on policy analysis as an important factor for policy change (Hall 1993; for an overview see Kleistra and Mayer 2001) and policy oriented learning (Sabatier 1998; Bennett and Howlett 1992; Howlett and Rames, 1998). As has been argued convincingly in historic accounts of the evolution of policy analysis in the United States, the arts and crafts of the discipline seem to be subjected to various “carriers” and “barriers” on the demand and supply side of policy analysis (DeLeon 1988; William, 1999; House and Shul, 1991; Radin 1997, 2000; Lynn 1999). Few studies however have specifically focused on developments in policy analysis, in particular outside the United States, and the contributing factors (with notable exceptions in Howlett and Linquist 2004; Scott 2002; Mayer et al. 2002). The chapters on country perspectives in this book therefore make an important contribution to the field.

It may very well be that the claim of U.S. dominance in policy analysis as illustrated in the citations above, originates from the fact that in other countries, different styles of policy analysis are prevalent but that these styles are not readily acknowledged as (part of mainstream) policy analysis (Mayer et al. 2004). Other styles that are not very well established within the United States, such as interactive or participatory styles, may be more developed in other countries such as Denmark or the Netherlands (Mayer 1997; Fischer 2000). It may be necessary to widen the view of policy analysis styles and allow them to be considered worthy of the discipline. Otherwise we run the risk of falling into a tautological trap: (proper) policy analysis does not exist outside the United States because everything that is done outside the United States is not (proper) policy analysis. In my view, a comparative study on the evolution of policy analysis in one (or more) countries should focus on determining the changes in:

1. The underlying beliefs, e.g., the values, worldviews, and quality criteria that define what is and is not good or proper policy analysis, incl. the roles that policy analysis and analysts actually play in the policymaking process.
2. The preferred methods or methodological approaches of policy analysis.
3. The institutions and institutionalizations of policy analysis, e.g., the number of organizations, the characteristics of the policy analysis market, the rules and regulations that guide the relations with clients.

Changes in policy analysis over a period of decades, or differences among nations or agencies can be described in terms of these aforementioned aspects (Radin 2000; Howlett and Linquist 2004). But that leaves unexplained what triggers or prevents such changes in policy analysis? It seems unlikely that differences (in evolution of policy analysis) between systems (e.g., countries) or subsystems (e.g., policy domains or belief systems) can be explained by cultural or political factors alone—or other factors should then explain the cultural differences and cultural changes. The development of water management in the Netherlands for instance is first (and maybe foremost) the result of geographical conditions and significant events such as floods and droughts that have occurred since the early middle ages until today. Like changes in policy, changes in policy analysis are the result of a variety of factors: some are external to the system such as events; some are contextual such as cultural or political trends that are part of society at large; some are institutional such as changes in legislation or a swing from state to market; and finally there are factors that result from learning processes, e.g., a growing awareness of the problems incongruencies and incompatibilities of existing policy (analytic) practices. In my view, changes in policy analysis could therefore be explained by looking at:
4. External influences (e.g., certain physical or international events and incidents that create or stimulate a demand for particular type or styles of policy analytic studies.

5. Changes in the national political or cultural climate (e.g., a swing from consensus to polarization, or from public to market orientation that influences the demand for particular type or styles of policy analytic studies).

In the remaining part of this chapter, I will give a condensed and straightforward analysis of the evolution of policy analysis in the Netherlands focusing on what changes occurred in policy analysis (aspects 1–3 above) and what contributed or caused to these changes (aspects 4–5 above). Table 36.1 (see page 566) provides a summary of this analysis. Based upon my analysis, I will distinguish the following periods in the evolution of policy analysis in the Netherlands:

1. Policy analysis *avant la lettre* (1945–1971)
2. The introduction of policy analysis “American style” (1971–1982)
4. The interactive years of policy analysis (1992 onwards)
5. The managerial approach to policy analysis (1999 onwards)

**POLICY ANALYSIS AVANT LA LETTRE (1945–1971)**

TECHNOCRACY AND CORPORATISM

As with most countries in Europe, the Second World War left the Netherlands in a deplorable economic and social condition with much of the infrastructure, industry, and housing destroyed. The national reconstruction process of course was enhanced by the US-donated Marshall aid. With the economic crisis of the 1930s fresh in mind the Central Planning Bureau (CPB) was founded in 1945 and formally established in 1947. Its first objective was to support the reconstruction process with economic analysis. Under the supervision (from 1945–1955) of the famous Dutch economist and later Noble price winner, Jan Tinbergen (1903–1994), the CPB provided policy analysis from an economic perspective (Dror 1968; Vught 1995; Hoppe and Halfman 2004). In fact, whereas the literal English translation of its Dutch name is The Central Planning Agency, its formal English name is the Netherlands Bureau for Economic Policy Analysis. For reasons of scope, I am unable to go into much detail here about the evolution of the CPB since 1945, but nowadays the CPB has become one of the world’s leading institutes in economic modeling (econometrics) to be used for policy support (CPB 2005). At home, it has managed to gain an almost inviolable position within the governmental budgetary and policy-making process. Cabinet and opposition plans and proposals, but also investment proposals tendering for governmental subsidy, election programs and coalition agreements are unavoidably evaluated *ex ante* for their economic effects in CPB economic models. From time to time, the CPB’s influential but also monopolist position—and for some, the lack of transparency of their models—is under attack. So far, the stronghold has not been demolished (Hoppe and Halfman 2004). Furthermore, CPB’s economists have proved to be influential political advisors, before or behind the political screen, and one former director of the CPB has been minister of finance in three recent coalition cabinets.

During the early reconstruction period after the Second World War, another influential governmental advisory body was founded. The Social Economic Council (SER), established in 1950, provided a platform where members representing employers, members representing unions, and independent, or “Crown” representatives appointed by the government could meet, discuss social economic issues, and give advice (SER 2005). The significance and influence of the SER for government policy has gone up and down over time (SER 2005). During the early reconstruction
Handbook of Public Policy Analysis

years, corporatism flourished and the SER became rather influential. During a notorious period of polarization in the seventies, the SER proved largely paralyzed by the rising conflicts between the social partners. And during the heyday of the so-called consensualist *polder model*, the Cabinet’s obligation to ask the Council’s advice on all significant social and economic policy intentions was reversed in law.

Looking back at the early decades after the war, the CPB and SER are two interesting exponents of different styles and contexts of policy analysis in the Netherlands—although at first, *avant la lettre*. The CPB was and still is one of the best examples of a highly institutionalized, methodologically skilled, and rationalist style of policy analysis. It was already recognized by Dror (1968) as a unique institution difficult to find a peer elsewhere in the world. CPB’s views on policy analysis, their preferred methods, and roles, root firmly in rationalism and economic modeling. Some would describe the worldview of the CPB as *Decisionist*—aiming for a segregation of applied science (the facts) and politics (the values). For many, CPB is even *Technocratic or Econocratic*—in many ways closed and opaque to outsiders but with a marked influence on political decision making. The SER on the other hand, reflects a second important tradition of policy analysis in Dutch society—by corporatism and similar forms of elite consultation. In other words, the Netherlands show a strong and pervasive tendency for elites of economic, political, and societal institutions to settle conflicts and disagreements among themselves in sometimes lengthy consultation processes, often behind closed doors.

The period of post war economic and infrastructural reconstruction coincided with a catastrophic flooding of the South Western Delta area in 1953, caused by a storm tide. Two thousand people died during these floods and the economic damage was enormous. The conceivable reaction was that this may never happen again. The *Delta committee*, established soon after the event, published its important *Delta Plan* in 1960. It comprised a large set of engineering works to raise protection from the sea. The work of the Delta committee followed by the Delta law and execution of the Delta works greatly stimulated the demand for policy relevant knowledge and analysis in the field of water management. Policy analysis *avant la lettre* in water management, consisted of engineering studies to support dike-reinforcement and the closing off of estuaries, augmented with economic (cost benefit) analyses. A great body of policy relevant knowledge had been developed in water boards (established in the 12th century), government directorates such as *Rijkswaterstaat* (RWS, established in the late 18th century), and the engineering societies and firms (RWS 2005). The tools and methods of knowledge for policy making were principally derived from the engineering and economic sciences.


**CONTINUED INSTITUTIONALIZATION OF SCIENCE-BASED ADVICE**

During the late 1960s and 1970s, the welfare state in the Netherlands expanded significantly. But the political and societal context gradually changed from political and societal consensus to political polarization (see for details Kickert and van Vugt, 1995; Kicker, 1999). Lijphart’s famous *rules of pacification* were definitely buried in the “fighting coalition” cabinet (1973–1977) led by the social-democratic leader Joop den Uyl (Lijphart 1968, 1969; Daalder, 1974).

In the realm of planning and policy analysis, the CPB strengthened and expanded its position in policy formulation, and, in addition, new planning agencies and many policy advisory committees were also established (Doorn and van Vught 1978; Vught 1995). During the 1970s, “makability” became a political buzz word for social-democrats. The notion was generally based upon ideas of social engineering and comprehensive planning of society. “Makability” and a number of external events triggered a strong demand for forecasting and future studies. In 1973, the Netherlands were
subjected to an oil boycott by OPEC, and, as a consequence, the Netherlands’ long-term energy policy was put high on the political agenda. During this time, the CPB as well as industrial organizations and (ad hoc) governmental committees developed a number of early energy scenarios that were used for policy making but also gave rise to increasing controversies because of their suspected imbalance (Dammers 2000). It marked the beginning of a period of social controversy on (nuclear) energy that lasted for a decade or more. Furthermore, the Club of Rome’s report “Limits to Growth” published in 1972, had significant impact in the Netherlands (Meadows et al. 1972). Many academics and policy analysts started familiarizing themselves and using the underlying method of system dynamics initially developed by Forrester (1971) and used by Donella and Dennis Meadows et al. (1972) for their report to the Club of Rome. “Makability” also contributed to the founding of more science-based planning agencies (and neo-corporatist advisory bodies) from the late to the mid 1970s. Some examples of RPD include: the spatial planning department (established 1968, now RPB-Netherlands Institute for Spatial Research), the SCP-Social and Cultural Planning Agency (established 1973), and most of all the Scientific Council for Public Policy (WRR) (cf Vught 1995; RPB 2005; SCP 2005; WRR 2005).

The Scientific Council for Public Policy, Wetenschappelijke Raad voor het Regeringsbeleid was founded, first on a preliminary basis in 1972, and later established formally in 1976. Between 1968 and 1973, two influential advisory committees had diagnosed an increasing complexity in society, lack of a comprehensive view on future developments in society and (too) many inconsistencies in policy making (Polak 1978; Staal and Vught 1987, 1988). More consistency in policy making, and better policy coordination was deemed necessary. The WRR would therefore advice government on long-term developments in society, identify potential bottlenecks, and offer policy alternatives to remedy these bottlenecks. It would develop a long-term framework for prioritizing different policy issues and support the development of coherent policies and advise about the improvement of long-term research. The council and the affiliated researchers first took upon them a major effort to develop a comprehensive, scientific and seemingly objective forecasting study. Such a naïve and all-encompassing notion of future research in a polarized political and societal climate soon led to failure and disappointment. The report finally published in 1977, had a horizon of 30 years and looked at all sectors of Dutch society (Kickert and van Vught 1995; Polak 1978). The ambitions needed to be lowered and the methodological approach redirected (Staal and van Vught 1987, 1988). The future studies of the WRR became more specific, policy oriented, and more responsive to differing political and societal values. Over the years and by learning from mistakes and failures, the WRR has indeed succeeded to become an important scientific advisory council for Dutch government and along with institutions such as the CPB, has contributed significantly in the field of future studies and publications on foresight in policy making up to this date (WRR 2005).

**COBA and the Birth of Beleidsanalyse**

While government increased its planning scope, financial budgets expanded and political controversies increased, coherent and consistent policy formulation became more and more difficult (Boorsma et al. 1999). With one eye on other countries, policy makers were looking for programs and techniques to rationalize policy formulation. Inspiration was found in the Planning, Programming Budgeting System (PPBS) in the United States, which, at the time, was already strongly criticized (cf. Radin 2000). In 1971 a study group with representatives from CPB, other planning agencies, and a broad representation of senior civil servants presented their findings about the use of beleidsanalyse (policy analysis) and cost benefit analysis (CBA) in the Netherlands. A special committee was soon formed for the preparation, enhancement, and support of policy analysis in all government departments in the Netherlands—the infamous committee for the development of policy analysis COBA. An independent office was established within the Ministry of Finance. Two
methodologies for policy analysis were selected, worked out and subsequently introduced as forming the heart of a policy analysis Dutch style (Boorsma et al. 1999). Furthermore, a training program about policy analysis was set up for public servants on both lower and senior levels (Hellendoorn 1985). In addition, special working groups where established for instance to conduct a cost-benefit analysis of the national airport. Progress and results of projects and studies were published in the journal Beleidsanalyse, established by COBA in 1972. The journal managed to outlive the COBA for a little less than two decades, until it was finally abolished in 2000. At the end of the 1970s, the work of the COBA was evaluated and a special conference was held in 1980 about its future. The evaluation merely confirmed that the results of COBA where ambiguous to say the least—but many had already concluded that it had proved a downright failure (Scholten 1980).

In retrospect, the COBA made some important methodological contributions for instance in furthering the techniques on Cost Benefit Analysis and the technique of Objectives Analysis (COBA 1976; COBA 1975). But these methods had been far from successful in their implementation. Much has been written in the Dutch literature about why the COBA experiments failed (and as we shall see later, some of the lessons now seem forgotten). In sum, the failure of the COBA was due to a combination of many factors—a rigid and bureaucratic implementation of objective analysis techniques but mainly a neglect of the multi-actor, interpretative and political dimensions of policy formulation (Scholten 1980). In fact, in many cases it proved virtually impossible and very time consuming to formulate and split up the main and lower level objectives of all government policies and make them consistent. And in many cases, the public servants involved could not see the return on the effort or more importantly their intuition led them to believe it was even politically unwise (Wilmer 1980; Scholten 1980). In the end, COBA was abolished in 1982. But even after COBA, many of the ideas, experiences, and tools of beleidsanalyse subsisted within a unit of the ministry of Finance. Government policies and budgets in the Netherlands at the time were reconsidered (i.e., cut down) and policy analysis increasingly became a financial-economic policy instrument dominated by the ministry of Finance to support that (Boorsma et al. 1999).

As said, COBA had been more successful and influential in its general methodological contributions than in its original goals of making government policy more rational and consistent. In retrospect, the COBA greatly improved and diffused important policy analytic techniques such as Cost-Benefit Analysis. Today, Societal Cost Benefit Analysis (Maatschappelijke Kosten baten Analyse) plays an important financial and political role in governmental decision-making in particular in decisions about infrastructure planning such as high speed railways (de Jong and Geerlings 2002). Even more important, the technique of departmental goal analysis (departementale doelstellingen analyse (DDA) strongly interacted with an emerging policy sciences in the Netherlands (Hoogerwerf 1996; Kickert 2004). Generations of students as well as junior and senior public officials where educated in techniques for mapping existing and new policies into hierarchies—called trees—of objectives and were taught how to formulate policies with that (cf. Hoogerwerf 1972; Kuypers 1980; Hellendoorn 1985).

RAND AND THE DELTA CONTROVERSY

In the 1960s and early 1970s, most of the Delta works, initiated after the 1953 flood, were constructed according to plan. In the early seventies, most water works were completed except for the biggest and most ambitious challenge of the Delta plan: the closing of the Eastern Scheldt Estuary, in the south west of the Netherlands. Triggered by environmental concerns, i.e., the conservation of the tidal and salt-water ecology, and economic interests, largely fishery, the societal and political opposition against the closure of the Eastern Scheldt had risen significantly. The matter led to fierce political and societal debate and caused a deadlock situation which almost led to the fall of the then coalition cabinet. Two opposing views existed: (1) the closing of the estuary as proposed in the
Delta plan, and; (2) keeping open the estuary but enforcing the dikes along the estuary, as proposed by environmental pressure groups. A government committee was installed to break the stalemate. The committee found an alternative that could reconcile the values of safety, ecology and fishery and could therefore be acceptable to all parties. The innovative solution was to build a storm surge barrier, a dam that could be closed under severe weather conditions but would otherwise remain open to allow the free flow of seawater in and out of the estuary. On behalf of the Dutch Ministry of Public Works and Water management, the American Rand Corporation carried out its famous Polano-study to support the subsequent decision-making (Goeller et al. 1977). By and large, the Polano-study was an impact assessment of the three alternatives to flood protection: the original closure plan, the plan to raise the dikes around the estuary and the storm surge barrier. The results of the analysis conducted by the Rand-analysts were presented in colorful scorecards providing decision-makers with a comprehensive overview of possible options and their impacts. Government and parliament opted for the storm surge barrier. Because of its innovative approach, its high status and its great impact, the Polano-study and the Rand style of policy analysis of the time gained a high profile in Dutch water management and other areas. The storm surge barrier resolved most of the conflicts between values of safety, economy, and ecology, but the technological challenge and the financial costs would soon prove to be staggering.

The containment of floods is not the only challenge in the Netherlands. Periods of extreme drought can also cause serious problems and damage to the economy. In the summer of 1976, the Netherlands faced one of the most serious droughts of the 20th century. In response, the PAWN-study, an acronym for Policy Analysis of Water management in the Netherlands, was commissioned. The PAWN-study was a major research project carried out between 1977–1980 and involved the Ministry of Public Works and Water management, the Rand Corporation, and an independent technological research institute from the Netherlands, Delft Hydraulics (Goeller 1983). The study included a thorough and comprehensive systems analysis of the Dutch national and regional water systems and its use[r]s. Various computer models, still main frame at the time, simulated the dynamics of water management. The outcomes of the PAWN-study were used to draft the second policy document on water management issued in 1984. This was also the year that the PAWN-study was awarded the Management Science Achievements Award by the Institute of Management Sciences, USA. In the wake of the PAWN-study, many courses and seminars were organized about systems analysis in order to disseminate the knowledge and methodology to regional water management authorities. A number of institutions developed as think tanks and system analysts in the field of water management.

RATIONALIZATION IN A TIME OF RISING CONTROVERSIES

In retrospect, the introduction of “American style” policy analysis took place in a time of strong polarization in Dutch society and politics. Policy makers and policy advisors had become more aware of the (political) complexity of policy problems. Whereas the rationalization of policy formulation by COBA was generally considered a failure, the more politically sensitive approaches by the Rand Corporation managed to contribute to solving a controversy on the Eastern Scheldt barrier. The main difference lies in the fact that the COBA attempted to rationalize or even neutralize politics, whereas the Rand-study rationalized decision-making with reconnaissance of the political multi actor context. For COBA, beleidsanalyse was a craft and with the support of experts, civil servants were educated in how to use the models and tools for policy formulation. The Polano-study conducted by the outside policy analysts from Rand, not only supported a decision-making process but also legitimized a historic compromise in the Netherlands. It further introduced to policy makers a new way of thinking: in terms of alternative solutions that can have different impacts on multiple criteria. Through the Polano-study, policy makers in the Netherlands got better acquainted with policy analysis American Style, but it was the PAWN-study issued after the 1976 period of
drought, that really institutionalized the policy analysis/systems analysis approach in the field of water management and other policy areas.


THE MARKET OF POLICY RESEARCH AND ADVICE

By the end of the 1970s and during most of the 1980s, the Netherlands faced severe and structural problems, in terms of public deficits, unemployment, housing shortage etc. Public expenditures among others for academic research and higher education were cut back in “efficiency operations.” “Limits to governance” replaced “makability of society.” Various coalition cabinets at the time also had their hands full with managing a number of political and societal controversies—in particular on nuclear energy and the possible installment of U.S. cruise missiles in the Netherlands. Both issues led to considerable societal unrest, strongly divided the population, and induced some memorable demonstrations of mass protest in the early 1980s.

In this social and political climate, public criticism on the role of science and technology—a trend set in much earlier—culminated. Alternative, nonpositivist paradigms in the social sciences prospered. The policy sciences increasingly broke away from the mother disciplines such as economics, political science, law and sociology etc. During the 1980s, semi-independent departments of public administration were constituted in about 10 out of 13 universities (Kickert 2004). Together they attracted hundreds of young students each year. They were taught by a new generation of public administration professors that criticized the rationalist paradigms and techniques of the policy sciences and policy analysis as put forward by, among others, Kuypers (1980) and Hoogerwerf, who had previously been their mentors. Their own competitive paradigms focused on multi actor settings, policy networks, and largely accepted and accommodated to, political rationality, multiple interpretations, and ambiguity in the policy process (Snellen 1984; Ringeling 1985; Bruijn and ten Heuvelhof 1991; Godfroij 1995, Kickert and Vught 1995).

In the mean time, the aforementioned planning agencies and advisory councils, CPB, WRR, SCP and others such as the RIVM-Research on Man and Environment and CBS-Central Bureau for Statistics prospered. They continued to play their technocratic and decisionist roles in the policy process, mainly as data suppliers and providers of policy relevant research and advice. Many governmental advisory committees, where societal groups were represented, professionalized. The notion Beleidsanalyse however merely slumbered within the beleidsanalyse unit, later to be the policy evaluation and instrumentation unit of the ministry of Finance. Beleidsanalyse was mostly associated with the journal by that name. Much emphasis at the time was put on policy evaluation research, such as in Environmental Impact Assessments (Milieu Effect Rapportages, MER) and Cost Benefit Analysis. Still, some new and interesting developments in the field of policy analysis started to take off: (1) an emerging market of policy research and advice, and (2) the emerging of new interactive and participative methods for policy analysis.

During 1980s, market parties started to become active in the field of policy research. The aforementioned success of Rand and the Polano and Pawn studies may have contributed to this. One of the earliest players Research voor Beleid (Research for Policy) was established in 1980, and numerous companies have followed since then (VBO 2005). Over the years, the Netherlands have developed a very high density of private companies/ founda tions that operate in the market of policy research and advice. Some are off springs of university faculties who, in the late 1970s, early 1980s and under financial and political pressures, started to enter the emerging market of applied social scientific research. Many professors and university staff members have since become affiliated with one or more policy research or public consultancy companies. In addition, specialized research
organizations such as the Netherlands Institute for Spatial Research, Ruimtelijk Plan Bureau (RPB), and the Netherlands Organization for Applied Scientific Research (TNO), that used to be government directorates or publicly funded institutions, have gradually been privatized (RPB 2005; TNO 2005). Although are still very much dependent on government contracts, for a decade or more they have had to operate in a free and competitive market. Government cut backs in the 1980s and 1990s merely contributed to the growth of the market of policy research and advice. There have been cases where civil servants—in a so-called revolving door effect—exited the public service, only to re-enter as external researchers or consultants, at higher costs (Groen Links 2001; Etty 2000). Half-hearted attempts with little effect were made in 1997/1998 to reduce the costs for external consultants. At the time of writing, no reliable indications exist about how much the public sector actually spends on external policy research and advice but all indications are that it is substantial.

THE RISE OF PARTICIPATIVE METHODS

By the 1980s the aforementioned societal conflict about (nuclear) energy had risen to such a high level that the idea was put forward to hold a broad societal debate, een Brede Maatschappelijke Discussie (BMD), on the issue (Dammers 2000). From 1982 until the publication of the final report in 1984, this broad societal debate on energy took place in a rather polarized climate of mistrust and skepticism. As Dammers (2000) has shown, many organizations—CPB, independent research organizations, advocacy organizations, and ministries—fought each other over the future energy scenarios to be used for the societal debate. Subsequently, thousands of participants from all sorts of vociferous organizations joined the hearings, only to give a cacophony of voices. In 1984 the BMD committee finally advised to maintain the two already existing nuclear power stations in the Netherlands, but not to build any more (Dammers 2000). In 1985 the government made it public that it planned to build at least two more nuclear power stations—an ambition never realized partly due to the Chernobyl accident in 1986. For many years, the negative experience of the BMD, its process and its effect, damaged the very idea that public participation and debates could be used to develop better policies or give advice. Better and more controllable participative methods were needed as well as a better understanding on how they should be used in a political process.

However, as far as innovations and developments in policy analytic methods are concerned, the more familiar and traditional techniques of policy analysis were gradually adapted to a new sense of political rationality. Interesting mixtures of new and old policy analysis methodologies were tried out—the main concern was to make policy analysis more interactive and participative. Classical methods, such as the Delphi, System Dynamics, Impact Analysis, Computer Modeling and Scenarios were combined with stakeholder/expert workshops and Gaming to give a more or less coherent methodology of participative policy analysis (Geurts and Vennix 1989; Vennix, 1990). Not only would interactive policy analytic techniques overcome some of the utilization barriers for policy analysis, but the participative methods also accommodated better to multiple stakeholder perspectives and complex, messy policy problems.

THE INTERACTIVE YEARS OF POLICY ANALYSIS (1992 ONWARDS)

POLICY ANALYSIS IN A POLDER MODEL

The early 1990s mark the beginning of a full decade of steady and prosperous economic growth, but foremost it was an era of societal consensus and constructive dialogue among stakeholders. In 1994, the growing political consensus between former opponents culminated in the first—purple
cabinet—a coalition between the larger social democratic (PvdA) and conservative (VVD) parties and a smaller liberal party (D’66) leaving the Christen Democratic Party (CDA) in the opposition for the first time since 1918. The formalized consensus between employers and employees on social issues—Polder Model—became an example for other policy domains where differences of opinions or potential conflicts of interest could be solved in a constructivist/consensualist fashion. Even environmentalists and industrialists engaged in constructive dialogues in the Green Polder Model. At the same time, a latent but growing democratic crisis was felt, at the local level at first. But just after the turn of the millennium, the crisis became manifest at the national level through the rise of a radical popular movement and by the political assassination of its leader by a radical environmentalist in May 2002.

For the policy sciences in the Netherlands, it implied that the earlier largely descriptive multi-actor perspectives on policy making evolved into more prescriptive theories of policy making from which practical guidelines and methodologies for interactive policy making were derived (Kickert et al. 1997; Edelenbos 1999; Bruijn et al. 2002, Koppenjan and Klijn 2004; Mayer et al. 2005). The theories and guidelines were put forward under headings such as interactive and participative policy making, open planning, co-production, and, somewhat later, process management and process design (Bruijn and Porter 2004; Mayer et al., 2005). Interactive policy making was defined as “the early involvement of individual citizens and organized stakeholders in public policy-making in order to explore policy problems and develop solutions in an open and fair process of debate that has influence on political decision-making” (cf. Edelenbos 2000, 39; Mayer et al. 2005). Although the precise approach taken varies from project to project, interactive policy development normally involved inviting representatives of all interested parties and groups at an early stage to provide considered input to the process of developing policy. In liaison, stakeholders, policy makers and, where appropriate, external consultants identify problems and present solutions. The process is often supervised by independent process managers, who utilize working methods and group techniques designed to promote creativity, openness and result-oriented working among the participants (Edelenbos 1999; Bruijn et al. 2002). Since the beginning of 1990s, numerous experiments—large and small—in interactive policy development have taken place in the Netherlands. Better-known examples include the Infralab approach used by the Department of public works, and the “testing grounds” projects run by the Dutch Centre for Political Participation (IPP) in various municipalities around the Netherlands (Mayer et al. 2005). Also at the national level, governments and other organizations such as the Dutch Technology Assessment Organization, the Rathenau institute, started to actively explore, develop and use innovative methods and techniques for participatory analysis, such as through consensus conferences on topics such as genetic screening and cloning (Mayer 1997). Manuals, handbook, and guides were written in order to diffuse experiences, approaches and tools from one field or government body to another (Grin et al. 1997; Most et al. 1998). Major interactive and participative projects flanked decision making on large infrastructure projects such as the future of Dutch National Airport or the construction of the Second Harbor Area in the port of Rotterdam. In some cases, narrative and argumentative approaches to policy analysis supplemented such interactive projects (Eeten 1999, 2001; Hoppe and Peterse 1998).

While interactive, participative, and, to a much lesser degree, argumentative approaches were in fashion, the earlier styles of policy analysis subsisted. The traditionalist planning agencies, of course, had their own methodological and organizational evolution and sometimes merely incorporated new interactive methods, such as stakeholder workshops, into their toolbox. Due to the growing concern about for instance (long-term) environmental issues, well-established research and advisory institutes such as the RIVM (environment and health), the Central Bureau for Statistics and the aforementioned SCP and CPB evolved but also adapted their policy analytic methodologies. In 1992 for instance, the methodologically conservative CPB, published two distinguished and influential qualitative scenario studies—one about the world’s economy, Scanning the Future—and the other about the Dutch economy, Nederland in Drievoud (the Netherlands in Threefold) (CPB 1992a, 1992b). The
scenario studies were subsequently used for many foresight studies and stakeholder workshops by other organizations both in and outside government.

THE MANAGERIAL APPROACH TO POLICY ANALYSIS (1998 ONWARDS)

BELEIDSANALYSE ALL OVER AGAIN?

During most of 1990s, the interactive and participatory styles of policy analysis definitely had the "wind beneath their wings," but the older rationalist and client-oriented styles subsisted (e.g., in the ministry of Finance, the aforementioned planning agencies such as the CPB and the policy evaluation approaches of the Netherlands Court of Audit). At the close of the 1990s, the interactive and participatory styles were not without criticism (Mayer et al. 2005). The participatory and interactive processes were seen to run void, losing substance, expert knowledge, and good solutions along the way. Furthermore, decision-making tended to become viscous. In other words, policy makers increasingly felt the need for more rational policy analytic techniques such as societal cost-benefit analyses and other forms of *ex ante* evaluations (de Jong and Geerlings 2003). Decision-making on infrastructure projects in the Netherlands therefore was not only supported with participatory methods, but also with sophisticated cost benefits analyses, which from 2000 became mandatory as Studies into the Economic Effects of Infrastructures, *Onderzoek Economische Effecten Infrastructuur* or *OEEI*, conducted by CPB (De Jong and Geerlings 2003; Hoppe and Halfman 2004).

Another important but rather complicated process contributes to a remarkable return of the rationalist style of policy analysis as witnessed in the COBA experiments. During the mid-1980s government started to experiment with semi-autonomous agencies—*agentschappen*—and during the 1990s many such agencies were established (Kickert 1999). At the same time, an accruals-based system of fi nancing was introduced that relied on the idea that the agencies delivered measurable products or services and that they therefore could and should be financed and held accountable on the basis of performances, i.e., outputs and outcomes (Knaap et al. 1997; Knaap and Oosterom 1999). Within no time, performance thinking spread throughout government not only in product and service oriented agencies but also in policy departments and state-institutions, such as courts (Berkhout and Sanders 1999). The new managerial paradigm in the public sector contributed to the implementation of a new system for the yearly parliamentary budgeting and accounting process. The new system was first introduced in 1999 in the policy document *From Policy Budgets to Policy Accountability* (VBTB) (Ministerie van Financien, 1999; ARK 2004; Boorsma et al. 1999; Berkhout and Sanders 1999). The framework was overall supported and enhanced by parliament on the assumption that clarity and readability of budget reports would improve and that the accountability *ex post* would be enhanced (Berkhout and Sanders 1999). In short, VBTB requires ministries to state not just monetary amounts and objects of expenditures in their budgets, but also their policy objectives, how they intend to achieve them and the estimated costs. Most important, and much like the COBA ambitions, the VBTB framework induced a rigid way of thinking about formulating hierarchies of objectives. But it takes this thinking even a step further by demanding that the objectives are explicitly related to effects on society or the organization of government. In an English summary of the recent VBTB evaluation conducted in 2004, the Netherlands Court of Audit for instance, states:

Firstly, VBTB requires that a policy’s general objectives mention an effect on society or the organization of government. Compliance with this requirement was not adequate in the budgets for 2003. Secondly, the intended effects of general and operational objectives must be expressed in terms of concrete effect indicators with target values. This requirement
was likewise not met sufficiently in the budgets for 2003. (...) Top priority should be given to the development of effects and performance indicators with target values and the explanation of expenditure using performance data (ARK 2004).

Not surprisingly, some of the experiences in the bureaucracy with the VBTB framework are remarkably similar to that of COBA—the impossibility to make a wide range of political objectives, often based upon differing values and compromises, logically consistent, to split them up into a coherent set of lower level goals, indicate the proper instruments and means and measure the achievements and performances of them, preferably in a quantitative manner both ex ante and ex post (Boorsma et al. 1999; Ministerie van Financien 2002). Policy evaluation studies became even more formalized and rigid when the Dutch government adopted a Regulation on Performance Information and Evaluation Research, Regeling Prestatiegegevens en Evaluatieonderzoek Rijksoverheid (RPE) in 2001 (Ministerie van Financien 2001). This regulation among others specified that (with exceptions) all government policies are to be evaluated at least every five years. Possible sources of input for performance evaluations are the Central Bureau for Statistics, the Netherlands Court of Audit, and internal policy evaluation studies.

As illustrated above, the Court of Audit has recently urged to put more effort into a rigid system of performance evaluations but has also recommended explicitly to use beleidsanalyse (policy analysis) more frequently and systematically in order to make policy more effective (ARK 2004, 41). By doing that, the Court seems to disregard the evolution of concepts, theories and methods in the discipline of policy analysis. But more importantly, the Court’s understanding and descriptions of what beleidsanalyse is are vague and often contradictory. Much like with COBA, this contemporary Dutch way of policy analysis is an attempt to rationalize government by turning beleidsanalyse into an instrument to gain financial-economic control in and over the policy process. Nevertheless, the Court is an influential institution in the Netherlands and we will therefore have to see how and to what extent its recommendations will influence the further evolution of policy analysis in the Netherlands.

MORE TRENDS

We see a number of trends in policy analysis in the Netherlands. First, the focus of attention of policy analysis now lies on understanding and managing the institutional and stakeholder context rather than an analysis of the policy substance. In practice, this implies that stakeholder, network, and resource analyses are conducted, that possible strategic behaviors are explored, that meta decision-making procedures and arrangements are designed with insights and techniques of process management (Bruijn et al. 2002; Koppenjan and Klijn 2004; de Bruijn and Porter 2004). Policy analysts and their clients have come to realize that they operate in a multi stakeholder context and have learned to use their political skills to mediate between different interests and core values. More attention is given to aspects such as the deliberate interweaving of substantive (policy) analysis and process management, e.g., by thinking in terms of strategic games and working towards negotiated knowledge (Riet 2003; Koppenjan and Klijn 2004).

We further see a continued process of institutionalization, professionalization (or bureaucratization), and commercialization not only at the supply side of policy analysis but also at the demand side. The number of government advisory committees has been reduced from several hundreds to a few dozens. But ad hoc policy research and advice has become a big market and market parties act accordingly. Whereas respective institutes in the field of water management for instance, used to be closely tied to government authorities and were publicly funded, they now have to acquire
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commissions in competition with other institutes. Another trend in the public sector is the long-term programming of the needs and questions for applied policy research and advice. But we have also noticed that clients subsequently, tend to split up their comprehensive needs for research and advice into (too?) many small projects leading to many coordination problems between the consultancy and research institutes involved. Furthermore, policy makers increasingly act as clients and have learned to manage their policy analysts, researchers, and consultants professionally. Public bodies rightfully demand value for money but increasingly expect products and services on demand. Within many government bureaucracies, special units have emerged that have a full time job going over the judicial, financial, and project details of (potential) contracts for applied policy research and advice. This frequently leads to communication problems and frustrations among the policy analysts and clients involved. In 2002 for instance, the Parliamentary Research and Verification Office was established. Its task is to validate “scientific” reports and support parliament in tendering external contracts that support parliamentary investigations. Managerial control over policy analysis does not only take place at the organizational level—through tendering and contract conditions—but also at the level of the project itself through review committees, regular meetings of steering committees, co-determination by the client of the problem formulation, the research questions, and the methods (and sometimes results), editing and negotiating draft reports, and so forth.

CONCLUSION

In this chapter, the story of the evolution of policy analysis in the Netherlands has been interpreted. Table 36.1 above gives a short overview of the story, highlighting the main changes and what contributed to these changes. I am aware that more historic, analytic, and theoretical questions can be raised and that more detailed answers are needed. Delineations and limitations in the story had to be made, and many details had to be left out. Nevertheless, the story allows us to draw a number of tentative conclusions.

First and foremost, we can conclude that there exists a well-established tradition of policy analysis in the Netherlands. It can hardly be characterized as an “unarticulated, tacit level of experience” (cf Geva-May, 2002). But policy analysis in Netherlands frequently occurs under different names. It is a multi-faceted phenomenon that has mostly been institutionalized in public advisory committees, planning agencies, policy research and consultancy companies, think tanks, universities, and the like. Second, and in comparisons to the United States, policy analysis in the Netherlands is perhaps not very well incorporated inside bureaucracy. But when and where it is, Beleidsanalyse is strongly associated with rationalization of policy formulation and financial control over means and performances—the remnants of COBA. Inside bureaucracy it is strongly influenced by the values and techniques of the Ministry of Finance and institutions such as the CPB, and since about the late 1990s this style of policy analysis might be making a remarkable comeback.

Third, the policy analysis tradition in the Netherlands was influenced by a transplantation of methods and policy analysis styles from the United States with significant contributions by the Rand Corporation in the Polano and Pawn studies for water management. But the story also indicates that relatively autonomous learning processes occurred and that the Netherlands were able to make some contributions to the field, in particular regarding interactive and participatory methods.

Fourth, evolution of policy analysis does not mean that older policy analysis styles are replaced by new ones, rather values, roles, and methods are supplemented and sometimes come together to produce innovation. There are heydays of policy analysis styles—certain periods when distinct values, roles, and methods are in fashion and widely used or propagated. These often diffuse from one subsystem to other subsystems or even countries. Styles of policy analysis continue to sub-
## Table 36.1

### The Evolution of Policy Analysis in the Netherlands

<table>
<thead>
<tr>
<th>Period</th>
<th>External events with impact on PA</th>
<th>Political and cultural climate</th>
<th>PA paradigm (beliefs, roles)</th>
<th>PA methods</th>
<th>PA institutionalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avant la lettre (1945–1971)</td>
<td>Post war reconstruction. In 1953—a catastrophic flooding in SW Delta marks beginning of the Delta Works and creates a high demand for 'PA-like' studies in the water sector.</td>
<td>A period of national consensus and post war (economic and infrastructural) reconstruction.</td>
<td>PA = mainly technocratic, econometric and decisionist. PA is an important but implicit and unquestioned foundation for political decision-making.</td>
<td>PA methods are derived from the economic, engineering and legal sciences.</td>
<td>Rise and/or rapid growth of the large public planning agencies, CPB, CBS, RIVM. Important role of engineering firms and institutions s.a. Waterboards.</td>
</tr>
<tr>
<td>American style (1971–1982)</td>
<td>'Energy' and natural resources are high on the political agenda. In 1973, the Opec Oil boycott and occurs and the report to the Club of Rome appears. In water management, there are periods of extreme draught.</td>
<td>A period that starts with increasing polarization. the end of 'pacification' in Dutch politics. There is a dominant belief in the 'makability' or social engineering of society.</td>
<td>PA should rationalize policy making and make it more consistent and comprehensive. PA is a skill and appropriate techniques can be developed and taught to public servants.</td>
<td>New PA methods are forecasting and future studies (e.g. in WRR studies), and the CBA and Objective analysis (in COBA). In water management the Rand-Polano studies (using MCA) and Pawn studies (systems analysis) are a great success and an example to other policy domains.</td>
<td>Continued growth of (new) planning agencies (WRR); Government sets up the ambitious but infamous COBA program (1973-1981) with many working groups. PA inside bureaucracy!</td>
</tr>
<tr>
<td>Expansion and diversification (1982–1992)</td>
<td>Chernobyl impacts government decisions on nuclear energy. Societal and political controversies on cruise missiles and nuclear energy culminate.</td>
<td>This period is marked by limits to governance, governmental cut backs and an increasing market orientation (also in universities).</td>
<td>Public policy making is political and multi actor. PA should mainly analyze and support the political context and process. After the failure of COBA, the notion 'beleidsanalyse' becomes discredited.</td>
<td>The 'large societal debate on energy' fails—participatory methods are are discredited. Continuation and refinement of earlier PA-methods, like cba,</td>
<td>Strong growth of the (commercial) market of applied policy research and advice. Some are 'off springs' from universities. Remnants of COBA slumber within the ministry</td>
</tr>
<tr>
<td>The inter-active years (1992–)</td>
<td>Steady prosperous economic growth.</td>
<td>The polder model represents a new period of societal and political consensus. Policy making = constructive dialogues among stakeholders.</td>
<td>PA should aid and support constructive and interactive policy making processes among stakeholders and with citizens.</td>
<td>Much attention for the development and application of interactive, participatory methods at the local, regional and national level in many policy domains.</td>
<td>Continuation of above. Traditional PA organizations, s.a. CPB and engineering firms, open up their toolbox for part. methods. Many new and small PA firms emerge on the market. Public policy makers increasingly rely on outside expertise and advice.</td>
</tr>
<tr>
<td>The managerial approach (1998–)</td>
<td>Rise of new popular movement and political assassination mark end of consensual politics.</td>
<td>Public management paradigm puts emphasis on accountability, performance and output measurement etc.</td>
<td>In addition to the above… PA serves the interest of accountability and performance based evaluation.</td>
<td>In addition to the above… Performance measurement and evaluation methods, impact assessments, ex ante evaluations, (societal) cba.</td>
<td>In addition to the above… Policy analysis again is embedded in the public sector. Ministry of finance and Court of Audit play key role. Evaluation units are set up within the bureaucracy.</td>
</tr>
</tbody>
</table>
sist. They are very likely to continue incremental evolution within certain agencies and can make remarkable returns. The rise and fall of COBA in the 1970s and the rise of the VBTB in the late 1990s nicely illustrate that dynamic.
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This chapter focuses on a country—and a political culture—which for a number of years had the largest public sector of all the OECD countries in terms of tax share, that is to say that a very large proportion of the country’s total consumption is determined through political decisions.

This is a reflection of a political culture distinguished by a belief in the ability of government to deal with the problems confronting society. At the same time this political culture could be described in terms of its belief in the ability of scientific methods to answer questions related to how you could solve societal problems through governmental intervention.

It is therefore not a surprise that an elaborate system of evaluation and other forms of analysis developed in this society. Already seventy years ago discussions were taking place in government commissions about the role of counterfactual developments in measuring the effects of public intervention.

This chapter will give a more detailed picture of the actual character of this political culture with its belief in governmental intervention and scientific methods. It will also describe the actual system of policy analysis and evaluation in Sweden.

However, many of the factors that shaped this political and administrative culture have changed, so some of the assumptions underlying this culture can be questioned. And, at the same time, the long history of the experience of evaluations and other forms of analysis leads to new questions. In its simplest form: Do we really manage society better in a system with numerous evaluations and studies about different interventions?

THE IMPACT OF SELF-PERCEPTIONS

Let us start with two central notions, or self-perceptions, that have underpinned the Swedish political and administrative culture. Aware that we are facing the risk of being too rhapsodic we will give an outline of these perceptions.

A self-perception of harmony and consensus is part of the political and administrative culture.

It is easy to describe Sweden in terms of harmony and stability. To start with one observation, Sweden has enjoyed one of the longest periods of unbroken peace in modern European history: the country has not been involved in military conflict since 1814. Sweden takes unfeigned pride in the
fact that despite an earlier history of military adventures they were able during the latter period to resolve disputes over the country’s geographical boundaries (1905 and 1917–21) by peaceful means. Sweden also regarded herself as a homogeneous country in which such topics as religion, language, and ethnic identity which gave rise to tensions in many other countries were more or less absent.

Class conflict in Sweden has traditionally been regarded as an issue to be resolved within the framework of a common value system—a national consensus of interests. On the whole, the growth of the Swedish labour movement was a peaceful process distinguished by a spirit of conciliation and virtual absence of open conflict.

A summary account of this kind inevitably conjures up an idyllic picture of nearly utopian harmony. Indeed, the borderline between fact and fiction is not always immediately obvious. Defining its precise position is not, however, the important concern here. Rather, the point to be made in this connection is that the majority of Swedish élites would have readily endorsed some such account of conditions in Sweden during the period leading up to the 1980s, a fact which cannot have failed to exercise an influence on prevailing attitudes.

It was taken for granted in Sweden that conflicts should be resolved by negotiation, compromise, pragmatic solutions and regard for the facts of the case. And given that we more often than not agreed upon the fundamental goals it was more a question of the best way to reach the goals than the goals themselves.

… and a belief in the state and science

Hand in hand with this self-perception was the notion that the state, generally speaking, could solve the problems society was facing. The Danish political scientist Peter Dahler-Larsen has described this, with reference to Tocqueville’s account of his visit to America in 1830–2, as a fundamental difference between the United States and Europe. The idea, says Dahler-Larsen “that a membership of the so-called ‘permanent association’ of society is mandatory; and the expectation that the state has a natural role to play in the regulation of public life within that association seems to be still with us today in Europe” (Peter Dahler-Larsen 2004).

A more elaborate discussion of this is beyond the scope of this chapter—and also the competence of its author. However, this historic line of explanation, which Peter Dahler-Larsen adheres to, implies an important difference between the United States and Europe. The creation of the United States can be regarded as a liberation from the state, a point of view which still has a bearing on how the state is regarded. This has to be compared with the situation in Europe in which the state has many times been trusted to be an instrument in the liberation from poverty and social injustice.

This discussion bears a resemblance to Wildavsky’s observation about the welfare systems in Scandinavia, Austria and the Netherlands: “We may suspect a basic consensus, among both governing élites and the mass public, on the relation between state and society embodied in state guarantees of a wide variety of social services.” In America, Wildavsky observes, state activity is “less widely accepted” (Wildavsky 1986, 368). Furthermore Jan Erik Lane notes that “The Nordic countries and Austria go together not only on trade union density and the acceptance of the legitimacy of corporatism, or the influence of hierarchically structured interest groups upon policy-making and policy implementation. They have in common also a party system where there is a large and often dominating social democratic party, often participating in governmental coalitions” (Lane 2000, 46).

So the belief in the state’s ability to solve fundamental social problems is very deep-rooted. However, it can be said that these traditions gave rise in Sweden to an even stronger belief in the state than among her neighbors, at least if we use the actual size of the public sector as a measure of this belief.

This combination of a strong belief in the state’s ability to solve societal problems and the self-perception of the political culture as a consensus culture in which the discussion was more oriented to discussion of means than the fundamental goals, was a breeding ground for the concept
of the importance of empirical knowledge and research in the shaping of public sector decisions on different levels.

The term “social engineering” is also associated with the Nordic states and especially Sweden, where it is also used as an expression in the national discussion. In the concept of social engineering lies the notion that the best means should be selected to achieve a given goal. The selection became a science-infused process in which it was important to use knowledge and research.

The distinguished Norwegian historian Francis Sejersted characterizes both Norway and Sweden, but especially the latter, as nations with a belief in Science. This was furthermore a very salient feature of the Social Democratic Party in Sweden in its “hegemonic phase.” There existed a belief that it was possible to create the good society with the help of science. Sejersted demonstrates also that individual scientists could heavily influence attitudes and discussions within the Social Democratic party (Sejersted 2005).

This approach and belief in the possibilities of science to shed light on social courses of events and thus provide a type of operating instruction, similar to those provided by IKEA, for building society and constructing interventions, did not only characterize what, in a somewhat limited sense of the term, can be regarded as the political sphere. It was supported to a considerable degree by the atmosphere that existed among intellectuals and researchers. Many of them believed in the possibilities of intervening in social courses of events with the support of empirical studies and social theories. It is possible that Swedish academic circles, in the first part of the last century, had a deeper interest and greater faith in the capacity to assess the effects of and preconditions for state interventions, than in corresponding circles in other countries.

The Swedish social context should then have strengthened what a leading European Evaluation expert Evert Vedung describes as the foremost component element in the rationalistic gigatrend, namely the disenchantment of the world—Entzauberung der Welt—that Weber speaks of (Vedung 2004, 14).

A DOMESTIC TRADITION

But besides this ideological fundament we can also find an important salient feature of the Swedish political system in the existence of channels between the political system and different research communities. We are to some extent talking about informal contacts between researchers and leading political groups, but there also existed formal structures and channels.

An important such channel was the Swedish system with appointed ad hoc policy commissions. Researchers were often used for studies of the effects of earlier interventions. There also existed an awareness of what we may call the fundamental problems of evaluation long before evaluations began to be referred to as such in Sweden, as is shown by the following quotation from an official commission in 1934 concerning the possibility of seeing the effects of certain measures of financial regulation. The author, later a Nobel Prize laureate, declares that an inquiry of this kind into the effects of regulation “must relate to the difference between the economic events which should be triggered by the employment of a different regulation. This other regulation (the norm of comparison) must therefore also be specified. In any other sense than as a difference between two sets of events initiated by alternative measures of financial regulation, all talk of effects will be devoid of definite content” (Myrdal 1934, 8).

These kinds of commissions played a great part in preparing the ground for many decisions, even in the first half of the last century. It has also been argued though that it celebrated its greatest triumphs in the sixties and seventies.

However, what is important in this context is that one important feature of the commissions system in Sweden was the importance attached to the collection of various kinds of factual material. In this way the commission system may also be regarded as a major channel for introducing
knowledge of the current state of research in various fields of activity into the political decision-making process. In about one fourth of the commissions at least one academically trained specialist was involved during the period 1955–89 (Johansson 1992, 65).

Within the system of public official inquiries in Sweden, we find in numerous research reports and statements of expert opinion examples of what have more recently been designated as evaluations, even when we go back to the 1950s and the 1960s, or indeed even earlier. They are often to be found under such headings as “previous experience” or “the current situation” (Furubo 1994, 49).

The picture we have given of the commission system supports the contention that this system permitted Sweden to introduce the ex post assessment of effects early on and in a comprehensive manner.

AN AMERICAN IMPORT

Up to this point in time, the Swedish story has more unique features than it will have in the years to follow and can also been said to have followed another path than its Scandinavian neighbors. The mixture of factors we have described—attitudes towards the state, degree of consensus, the belief in rationalism and science and institutional prerequisites—created a sort of very early evaluative tradition, ad hoc oriented but still systematic, planned and based on scientific methods.

This very long domestic tradition met, half a century ago, a stream of intellectual commodities, mainly from the United States. The content of this import can be at least partly encircled with words like budget system, program budgeting, performance measurement, monitoring, evaluation, and so forth. It meant, among other things, that examinations and adjustments of governmental interventions should be part of the steering-system as such when it comes to these interventions. The pioneer-field was here the school-reforms in Sweden during the 1960s. After the introduction of the nine-year comprehensive school system in 1962, the Swedish Board of Education was given the responsibility of continuously monitoring and evaluating the system, the intention being that evaluations would provide the factual ground for successive revisions of the school system’s general curricula (Franke-Wikberg and Lundgren 1980, 17). In the 1960s evaluation began to be viewed as an activity which should provide decision makers with briefing material for reassessments planned in advance.

But the school system was not the only sector where it was intended to bring evaluation activities into the decision-making process in a more continuous fashion. As early as the 1960s, many discussions were being conducted in this way and a more general grasp of the evaluative questions was maturing concerning the effects of various instruments of social and consumer policy. Thus, an interest in questions of evaluation was developing in several different policy areas. This led later to the creation of research bodies in a number of sectors, such as for example construction, crime prevention, and energy with evaluation as one of their principal tasks. Parallel to ideas of evaluation gaining a foothold within several specific policy areas a more general grasp of the evaluative questions was maturing.

And in the 1960s this interest in evaluation, even if the Swedish word for evaluation, utvärdering, wasn’t invented at that time, is also linked to the budget-process through program budgeting.

It can therefore be said that the Swedish response to this American import was very quick. And one important reason for that was most probably that this import fitted so well into the ideological atmosphere which dominated Sweden. Another reason, which, of course, in a way is interrelated with the first, is that Sweden in the 1960s and 1970s was very much influenced by American theories in fields like social science and public management.

The Introduction of the International Atlas of Evaluation points out that one possible explanatory factor for the diffusion of evaluative praxis to different countries can be the scope and patterns of each country’s contacts with the American system, from academia to public administration. It
is obvious that some countries were, during the 1960s and 1970s, more influenced by American theories in the social sciences and public management than others. This is, perhaps, related to language, general cultural factors, and to the linkages of American universities and knowledge systems to those in other countries (Furubo & Sandahl 2002a, 14).

The Swedish example illustrates this. Before the Second World War, the German language was the first foreign language in Swedish schools. After the War, the German language and the English language changed positions as the first foreign language at all levels in the educational system. This made it possible to reorient the academic system. At the end of the 1960s, the majority of all university social science textbooks even at basic levels were of American origin.

The leading Swedish sociologist for several decades, Torgny Segerstedt, made the following comment: “during the 1950s and 1960s, most younger Swedish sociologists spent a term—often a year—at some American University” (Blanck 1992, 92). He drew the conclusion that the significance of American scholarship in sociology and in the social sciences in general for developments in Sweden had been of “enormous importance.” In the field of public management, a study showing the origin of the books in libraries and on bookstore sales lists gives further evidence of a very strong American influence (Blanck 1992, 92).

So, to conclude this discussion about the meeting between a rather unique domestic tradition and an import from the United States, it can be said that at the same time as the earlier tradition made it possible for Sweden to respond very quickly to the evaluative discourse in the United States, it also led to the consequence that Sweden from the 1970s adopted a more general international discussion about evaluation. Sweden was probably to some extent unique for a few decades but became like other European countries after the 1970s with respect to evaluation.

TODAY: AN ELABORATE EVALUATIVE STRUCTURE

Today we find an elaborate evaluative structure of evaluation commissioners, doers, and users. Basically this evaluative structure is, with few exceptions, directed by the government—it is part of the executive branch. However, the evaluative information, which is produced, is supposed to be used in two different settings. The first is within the government itself when the government controls and directs the agencies. The second is in the communication between government and parliament. One of the tasks of the government is to inform Parliament about the results of different activities financed by the tax-payers. And the information the government receives has therefore to some extent also to be channeled to Parliament. In the discussion transparency is also mentioned as a crucial argument when the importance of the government’s information is discussed.

AD HOC COMMISSIONS

We described earlier how, traditionally, ad hoc commissions have played a great part in preparing the ground for many decisions. They still do, but it has been a topic in the discussion whether the role of the commissions, at least relatively speaking, has been diminished.

The commissions have been important for providing briefing and (evaluative) background materials both with respect to fundamental policy decisions and in connection with the day-to-day fine calibration of the arsenal of means available in various spheres of activity.

If we consider developments over a comparatively long period of time, we may ascertain that practically every policy issue of any significance at the national level has been addressed in a commission. The matters investigated might concern such things as the creation of a new agency, how to reorganize an existing agency or the preparation of a new act, a housing policy or a new pension system, and so forth. Commissions often include representatives of political parties and
stakeholders such as trade unions, the employers’ associations, organizations for students, teachers, consumers, environmental interests, and so on. This means that a number of different interested parties are briefed in relation to the same factual material and are able to influence the question of what factual material is to be considered relevant in assessing the matter at issue.

Another feature of the commission system in Sweden, as we have pointed out earlier, is the importance attached to the collection of various kinds of factual material and the involvement of researchers and specialists in different policy fields.

The commission system is still responsible for providing significant information input to politicians and other decision makers. An examination of the commissions that presented results in 1990 indicates that most of the 100 or so reports published in that year contain various kinds of ex post material answering questions such as “what developments have taken place in this sphere?”, “how have the factors which central government has been trying to influence developed in reality?”, “how have central government efforts been progressing in this sphere?”, “how much have these efforts cost?”, and such. In a number of reports, however, the question is also put as to whether the developments observed in fact depended on central government measures or if they would have occurred irrespective of them (Furubo and Sandahl 2002b, 117).

However, it must be added that even if the commission system still plays an important role studies indicate that its has lost relative weight in relation to other producers of policy analysis and evaluation during the last decades.

SECTORIAL AGENCIES

Certain individual agencies have also been allotted a role as central evaluation bodies. In these cases, therefore, it is a question of agencies which have the task of examining developments in a certain area of society in general terms and not just in relation to their own activities. It may be stated that the task of evaluation in these cases is a special one lying outside the range of the other activities pursued by the agency.

We have pointed out the role education as a pioneer field had and the role allotted to the National Board of Schools. Another important area was, already in the 1970s, energy. It was an area where many programs were launched and in which evaluation activities took place over a long period of time. This was partly due to the huge investments made in the area in the search for alternative sources of energy and partly due to the existence of specific programs or projects, which in many cases were well-suited to evaluation. Between 1973 and 1993, some 200 different evaluations were carried out, either by the sectorial agency itself or by researchers from universities or other research bodies on the initiative of, or funded by, the sectorial agency (Vedung 1993).

Another area in which evaluation activities have been extensive is foreign aid. In an article whose purpose was to investigate the quality of evaluations in the aid field a choice of 277 evaluations produced over a period of 20 years was noted (Forss and Carlsson 1997). These examples show how extensive evaluation activities can be, at least within certain sectorial fields.

RESEARCH BODIES

An interest in evaluation issues developed in several different policy areas, as part of what we may call an intrasectoral development process. This led to the creation of research bodies in a number of sectors, such as construction, crime prevention, energy and regional policy with evaluation as one of their principal tasks. Evaluation activities also take place at the various research councils, where from time to time experts from other countries are invited in to assess various projects. If one reads the instructions for these research councils, we can see that many councils have the responsibility...
of conducting evaluations, even though the task is usually wider than pure evaluation, involving for instance following the developments in an area and providing the government with material that may be useful in its decision making. The National Council for Crime Prevention illustrates this. The council’s assignment is to encourage crime prevention measures through evaluation, research, development and information activities within the field of criminal policy. The council is also responsible for official Swedish legal statistics. The council is a centre for information on crime, supplying information to the government, to Parliament and to other agencies within the legal system.

The assignment of another research body, the Office of Labour Market Policy Evaluation, is to promote, support and carry out research on the effects of labour market policies and study the functioning of the labor market (Furubo and Sandahl 2002b, 119).

EVALUATION AS A TASK FOR ALL AGENCIES

Even though some agencies have a special assignment to cover a sectorial field—what we have above referred to as sectorial agencies—all agencies have a responsibility to report back about the results of their own activities. One process in which information about results has long been demanded from agencies, in formal terms at least, is the budgetary process. The budgetary process usually refers to the regular official process by which agencies make their annual request to the government for new allocations for their activities, followed by the discussions subsequently ensuing within the government and Parliament. Traditionally and in practice, however, these discussions have usually been more concerned with the financial framework for the activities than with the activities themselves. Monitoring and evaluation were therefore introduced to help move the centre of gravity from input-control to output-control.

The first attempt, already mentioned above, to improve the budget process in Sweden came as in many other countries with the Program Budgeting trials at the end of the 1960s. These were not a success. Many factors contributed to the relatively poor results shown by the Program Budget Trials. Some of these failings were at ministerial level. The agencies received no support from the ministries, and politicians saw few advantages in the system, apart from some improvements in accounting and reporting. Other goals got in the way. More importantly, however, the requirements the agencies were expected to satisfy were far too general, lacking specific application to the capacities or the various kinds of activities pursued by the particular agencies concerned. Thus the initiative specified neither a particular client nor a focus (Sandahl 1993, 144).

However, changing economic circumstances in the mid-1980s led to different perspectives, which influenced the evolution of a new budgetary process. An important part of this revised budget process involved the replacement of the customary annual budget request by a variety of budget documents (Sandahl 1993). One of these was an extended (in-depth) budget request aimed to force the agencies to have more long-term perspectives and also to analyze the results attained in the immediately preceding years.

The following ten years or so can be described as an ongoing reform process with respect to the budget-system. Nowadays the emphasis is on the annual report. The annual report contains of course partly purely economic information however, the annual reports primarily contain information about what has actually been produced, that is output, and what this output has cost, and do not normally constitute outcome oriented evaluations. Many agencies, however, are often given special assignments by the Government to evaluate certain matters and to report back the results in their annual report.

The Ordinance for the Annual Report of government agencies states the following: “The agency shall report and comment on the results of its operations in accordance with the objectives and the demands for information stated by the Government in the annual directives or in any other decision. In cases where the Government has decided not to specify what information the agency
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should report back to the Government, the agency shall report and comment on changes in output with respect to volume, costs and quality.” (ESV 2003, 8).

The more recent debate about the interplay between the agencies and the ministries has a certain resemblance to the debate which followed the efforts to introduce Program Budgeting. There is still a discussion about the lack of information at the same time as one often hears complaints from the agencies that the information they produce are not used within government or Parliament.

THE AUDIT OFFICE—PART OF THE LEGISLATIVE BRANCH

The present National Audit Office in Sweden was only established in July 2003 as an audit institution under Parliament. However, it has had two predecessors both of which attached great importance to performance audit (Lindström 2005). Sweden introduced performance audit as a distinct category of audit work in the 1960s. Pollit and colleagues’ comparative study of Supreme Audit Institutions demonstrates that the Swedish Audit Office has the longest history of conducting Performance Audit (Pollitt et al. 1999).

The early introduction of performance audit in the 1960s can be explained on several levels and partly by the more general factors we have earlier tried to encompass. Sweden attempted to introduce program budgeting in the late 1960s and performance audit can be regarded as an important part of this rationalistic concept. Program budgeting fitted into the political and administrative culture in Sweden, with a belief in social engineering and a belief in the possibilities of evaluating and studying the effects of different governmental interventions and fine tuning the different instruments used in a certain policy. In all of this performance audit could play an important role.

There is an ongoing discussion how you can regard audit in relation to evaluation. It can be said that the fundamental rationale is different. However, and from a more practical point of view, it is an empirical fact that performance auditors do the same things as many evaluators do. If program evaluation, for example, is defined as a comprehensive and systematic ex post analysis of the implementation or effects of a given set of measures, a good many audit reports could be appropriately classified under the heading of program evaluation.

It is therefore natural to place the performance audit in an overview of the evaluative structure.

THE VALUE OF EVALUATIVE INFORMATION

In all discussions about evaluation, it can be said that a sort of common denominator is that evaluation will bring improvement, evaluation will make a difference in one way or another.

So, has evaluation made a difference for Sweden? Do we actually handle the stream of different topics in public life better than we should have done in a counterfactual world without evaluation?

Why is this discussion so important? Evaluation is today an extremely elastic term. It is used in different contexts, with different methods, different resources and with different ideas of how it can be utilized. So, we have to be very humble about what evaluation can be. However, it must be something that unifies in order to make it meaningful to have a common label. And that unifying point, the common denominator, is the notion that evaluations may contribute to improvement. This is a notion that things are done differently as a consequence of evaluation. It leads to other decisions and other practices, regardless of whether we are speaking about Parliament, a teacher in the classroom, or an individual consumer.

Evaluation can thus be said to have another raison d’être than other forms of knowledge production. With the aid of evaluation we can increase our knowledge about what causes different developments in society, but this is not the basic motive for evaluation, the explanation is a means
to achieve improvement. Through evaluation we can exercise control but, in this context, control is a means of achieving the improvement of a certain activity or a certain program. Evaluation is derived from the conception that knowledge and understanding lead to improvement. The knowledge we acquire is assumed to have the effect that we do things differently and more wisely than we otherwise would have done.

And, at some point, after decades of evaluating, we must consider whether evaluation lives up to its aims and promises. Are things better through all this evaluation one can ask, with the same naivety that evaluators ask practitioners in other fields.

But when we discuss these questions we soon find that we cannot do it on a general level. The political and administrative systems on the national level produce many different forms of decisions, and we can guess that the discussion of our questions is not quite the same when it comes to a decision about a fundamental change in policy or a minor fine-tuning maneuver.

So, even if we are aware that all categorizations of decisions are relative and unstable, let us discuss the effects of evaluations in relation to a scale at which you, at one end-point, have more fundamental policy decisions on a rather aggregated policy level, decisions that can question the very existence of a governmental policy, its basic goals and its principal means. At the opposite end of the scale, we will find what we without further discussion may regard as pure and simple technique, e.g., operative decisions which are part of the ongoing implementation of an intervention or a program.

Between these points we can find a lot of other types of decisions, which perhaps can be labeled as a sort of policy maintenance. These decisions are related to more disaggregated goals and the use of instruments on a lower level in the end-means hierarchy.

When we empirically try to observe use, non-use and perhaps the misuse of evaluations in relation to this scale we often meet different players involved in the decision-making process depending upon where, on this scale, the decisions can be placed. In a country like Sweden it can even be said, at least on a textbook level, that the division between the ministerial structure and the different agencies, numbering about 300, reflects these categorisations. Somewhere, a borderline has been drawn between policy-making and implementation. On one side of the borderline we have what is regarded as implementation—the task of the agencies and on the other side is what is regarded as policy or policy making.

The earlier structure for the production of evaluative information reflects also, more or less on purpose, the different kinds of decisions. Internal evaluations are to some extent the task of all agencies. They have to report back on an ongoing basis about their activities, and it creates a stream of evaluative information. It is reasonable to assume that this stream of evaluative information is most relevant in more operative decisions. It also seems reasonable to assume that evaluation of and character produced by research institutions, governmental commissions and so on can be of use in what we have called policy maintenance and more fundamental policy decisions.4

Studies about how different forms of how evaluative information have actually influenced decisions or praxis, if the information has led to learning, improvements and changes are rare, in Sweden as in other countries.

There are only a few studies that try to estimate the use of evaluations in different kinds of decisions. So, to a great extent, what can actually be said in this field has a hypothetical character.5

However, the existing studies show that evaluations appear to be used by decision makers at operational levels for fine-tuning and implementation. It is evaluative information oriented towards output and performance.

If we move to the other extreme on our scale, the picture is entirely different. It is only in very exceptional cases that we can possibly find examples in which evaluations have been of importance for more significant changes in policies. This is said by the political system itself. A report from the Ministry of Finance (Ministry of Finance 2002) states that reassessments are made on an ad hoc basis, as a result of certain events or unsatisfactory states of affairs, and thus not as a consequence
of evaluations indicating the need of reassessments. The same conclusion can be drawn from studies of policy developments in different social fields. Extremely rarely, if at all, are references made to evaluations as a motive for reassessments of the very existence of a policy/program or changes in the fundamental focus or its central means.

Some people may feel that this picture is disheartening. The question that stands out is, of course, how credible is this picture? Are there factors that make this difference between different decisions reasonable? Is it reasonable to believe that evaluations are of no or little importance for fundamental, significant decisions at the same time as they seem to play an important role where the detailed construction of a policy and its implementation are concerned? Yes, there are a number of explanations that make this plausible. I will, in this context, point out four explanations.

**Value-Based Reassessments**

The first explanation is that the very nature of some decisions makes the evaluative information highly irrelevant.

A policy or intervention can be discussed and questioned both from a value perspective, and for more instrumental reasons. The value component can be expected to be more salient when we move towards the fundamental reassessments at the end-point in our scale, and the role of empirical information increases when we move in the other direction.

It is easy to point out that the existence or basic orientation of a program can sometimes be regarded purely as a question of values. We can, on one level, imagine that all politicians agree about the actual situation in some area, e.g., the standard of housing, the social distribution of education and so on. However, there can be quite different opinions about how a given situation should be judged. Some politicians may regard the situation as unsatisfactory, justifying political intervention. Other politicians may regard the same situation as quite satisfactory.

Even in those cases in which all politicians agree that a given situation is unsatisfactory, there can still be divergent opinions concerning whether or not it is a political issue at all, i.e., if the situation justifies political intervention.

And a politician arguing against an existing governmental intervention from such a value perspective has little use of evaluative-based information. If the evaluations show that the existing program has been successful, and perhaps indicate that some changes could make it even more successful, it is still irrelevant information for the politicians who are against the intervention as such. And the same can be said if the evaluations show the opposite; the intervention was a failure and that you perhaps need quite different instruments to make the intervention successful. Even this information doesn’t motivate a re-examination of the politicians own position regarding the intervention. However, in this case the politician is probably grateful for the information—it shows that his political adversaries were wrong even from their own value-premises.

In these situations, information from evaluations lacks relevance for future decision making, the political position towards the intervention or program is based on values about what is good and bad, better and worse and about the role of government. Your position does not depend on information concerning whether a certain intervention was a suitable means of reaching a certain goal or solving a certain problem in society or not.

But a very brief moment of reflection will probably also lead us to the conclusion that decisions concerning the basic orientation of policies are value-based to a much higher extent than decisions on lower policy levels. In other words, the relative weight of values and empirical information is quite different in more fundamental policy decisions compared with more technical and instrumental decisions concerning the more detailed construction of a given policy or its implementation.
THE CHARACTER OF THE EVALUATIONS

One second explanation concerns the actual character of the evaluations produced in Sweden and probably in many other countries. Most of the studies labeled evaluations in Sweden do not provide information at the fundamental goals-oriented level. Just to give one example: governmental agencies, governmental commissions and different research institutions in Sweden have produced literally hundreds of evaluations about the use of information as a policy instrument in areas such as energy consumption, health, and so on. These evaluations provide information about the dissemination of the information, how efficient different channels are compared with each other, the changes in knowledge and attitudes in different target groups that can be attributed to the information, and so on. In other words, the evaluations provide a lot of knowledge about the implementation of, in this case, a certain policy instrument. However, they do not provide answers to questions concerning in which situations information is a suitable policy instrument in relation to other policy instruments, in which situations information should be used instead of other policy instruments and in which situations information could lead to effects the opposite of what was intended.

There is even a tendency to produce fewer evaluations that deal with the basic assumptions about how a certain intervention can influence different causal relationships and the circumstances for governmental interventions. There has been a tendency over the past ten years or so to produce evaluations in a much shorter time and to provide more “easily captured” information.’ More and more of the evaluations are oriented toward implementation, output and performance and are part of the system of agency reporting to the government. The information in the evaluations therefore is more relevant in decisions that are part of what I have called the maintenance of policies or operative decisions.

This explanation is empirical in character. It says that we, to some extent, produce the “wrong” evaluations if the intention is for them to be used in policy reassessments, and that we to some extent produce the “right” evaluations if the intention is that they be used in more operative decisions.

UNRELIABLE INFORMATION

We have discussed how the role of empirical information varies depending on where we are in our scale, and it is also obvious that the decision maker needs different forms of evaluative information depending on what kind of decisions we are talking about. When we want to know how we can improve the technical construction of a given policy instrument we need a certain type of information but when we are discussing whether or not it is a good idea to use this policy instrument at all, we need of course a quite different type of information. It is obvious that these different forms of information have many different characteristics. The first type of information is often of a character which makes it suitable for an ongoing production of information often based on routines and systems, which perhaps is not the case when we talk about the latter type of information.

It is also relevant to make a distinction between how exact and reliable different evaluative statements are. This is illustrated in the graph in Figure 37.1. On the Y-axis we can imagine, nearest the origin of coordinates, a limited measure, e.g., an information brochure on influencing a household’s use of energy. A little further up we find the “package of information efforts” required to have an effect on energy consumption, and still higher up the total measures needed to influence energy use in society. On the X-axis we can imagine some kind of chain of effects where, in the example given, we see the reception of the information nearest the zero, and farthest to the right the influence on the environment, and the national economy that reduced energy consumption would have.
It is easily seen that we are talking about completely different kinds of information in “a” and “b” and without crossing over the line to a discussion about theories of knowledge we—and certainly the decision makers—can expect information in “a” to be very exact and, at the same time, reliable. Evaluative statements on the effects of complex interventions in still more complex social processes and courses of events are of a quite different nature. An evaluation that draws conclusions about the extent to which a reform of the school system, aiming to influence equality between men and women, has actually changed vocational choice, relationships in the home, and so forth, can hardly do so particularly well, and in any case not with a high degree of reliability. The nearer to “b,” the more improbable it is that different evaluations will come to the same conclusions.

The problem is, of course, that the “b”—information is more relevant than the “a”—information, when it comes to decisions about the basic orientation of a policy. It is therefore difficult to imagine that this kind of often uncertain evaluative information should be transferred in a more immediate way to the political decision-making system. The lack of use in relation to fundamental policy reassessments can, therefore, seem very rational from the politicians’ point of view in relation to handling the evaluative information, uncertain and inexact as it is. But on the other hand, we can also expect that the decision makers make more use of the evaluative information in relation to the maintenance of policies and operative decisions. The information they need in these processes is more of the “a” character and, hence, also more reliable. The difference when it comes to the use of evaluative information in different kinds of decision-making processes seems therefore reasonable even from this perspective.

**Evaluator/Decision Maker Relationship**

In the discussion on evaluations and their use, we must address the relationship between evaluation and decision makers. Even if the discussion has long passed the point where it was a case of an immediate response by decision makers to a specific evaluation, there is still a notion that what the discussion is all about is evaluations and evaluation processes through which information is to be transferred to decision makers. Even if the interaction is complex, it is nonetheless the interaction between evaluators and decision makers. And the systems that have been built up within the framework of various control techniques, program budgeting, new public management, performance management, and the like, have also had this as their point of departure. They are systems which...
have also had the aim that decision makers, with the aid of evaluations, should be given fuel and data for fundamental reassessments of undertakings and activities.

However, if it was shown to be the case that this picture is not correct—that the program theory of evaluation can be questioned—this concept of a type of bilateral relationship between evaluation and decision-making can be criticized. In other discussions on policy changes it is emphasized that the trigger of the determination to make powerful changes is that something dramatic has happened, that we are in an extreme situation, that there is a feeling of crisis, which makes the search for other action alternatives necessary when it is felt that it is not possible to use the old methods.

If this picture is more true than the picture that emphasizes a type of regular rationality, where new knowledge of what we are doing leads to questioning and reorientation, this leads, of course, to the question of how the search for knowledge should proceed in this type of situation—in which new windows are opened and new alternative actions are sought. We can ask ourselves if it is credible that the decision-making system in a situation of this type asks the question of which evaluations have been made? Is it not more credible that the decision maker instead turns to those who are assumed to know, who are assumed to have knowledge of relevant theories and current empirical information, which is also, of course, based on evaluations? In other words, it is a case of knowledge structures that can, so to speak, receive and also absorb the often limited evaluations that are made of programs and interventions and relate them to more general knowledge.

We can imagine that evaluations make deposits into types of metaphorical knowledge banks that correspond to these knowledge structures. These are possibly the foremost users of certain types of evaluations. Evaluation has an important role in submitting contributions to knowledge structures of this type. The degree to which these knowledge structures are well defined varies from field to field. In some cases they are fairly self-evident, in other cases not. In the study of the stabilization policy (Jonung 1999), it is shown that in this case decision makers were easily able to distinguish the knowledge structures, professions, and disciplines in question.

Instead of discussing utility, use and a relationship problem between evaluations and decision-makers, it is rather a question of introducing the idea of intermediate structures that are possibly those that the decision makers communicate with more directly.

CONCLUSION OR THE PROMISE OF EVALUATION

We have described how different forms of systematic analysis—ex post and ex ante—have been adopted as a way to enhance rational decisions about governmental intervention in Swedish society. We have described how a country with a strong belief in state and science has built an elaborate structure for evaluation and how this structure feeds political and administrative decision making with a stream of information about different governmental activities. However, this chapter has also aimed to show that we today have to raise evaluative questions about evaluation itself.

Evaluation has promised a lot. One promise has been that we through evaluation can make better decisions, both regarding the practical implementation of policies and about the policies themselves. Therefore evaluation with all its subcategories has become an important tool in different governmental systems, reaching from cities to structures like the European Community. And organizations like OECD and the World Bank have become a sort of entrepreneurs for evaluation and the marriage between evaluation and different budget and management techniques.

Evaluation today represents a lot of intellectual resources and a lot of money. The time has certainly come to ask questions about the value of evaluation. To what extent can evaluation be said to have fulfilled its promises?

This chapter has not given the answer to this question. However, we have pointed out some experiences and some factors that make it reasonable to question the more enthusiastic belief in evaluation.
The dissemination of evaluation praxis through budget and planning systems has been grounded in the implicit idea that political decision-making is very much the same as administrative decision making. Evaluation has very much been regarded as a Mädchen für alles, for all forms of decisions assuming that decision makers start to question earlier decision because they are questioned by evaluations. This can perhaps be true for some forms of decision making but it is probably not true that those on the political level start to question a fundamental policy—its goals and its principal tools—because even a few evaluations point out different problems in a policy, e.g., the lack of goal fulfillment and questions about the underlying rationale for the policy.

But evaluation has also given promises about what information it can deliver. Perhaps we have learned to regard statements about the effects of complex interventions in complex social processes, with more skepticism than when evaluation was in its pioneer phase.

A more critical discussion about evaluation leads also to questions about the relation between evaluation and other forms of knowledge production. We can ask to what extent evaluation is communicating with the knowledge frontiers in different disciplines more related to the substantial questions in different policy fields.

So, evaluation today has reached a degree of maturity and has since long passed (and this is certainly the case in Sweden) the optimistic phase when everything was possible. Today we have to adopt an evaluative attitude towards evaluation and ask questions about limitations in the role evaluation can play in different decisions and the limitations in the information that can actually be delivered by evaluation and its role in relation to disciplines and other forms of knowledge production.

NOTES

1. The union with Norway was dissolved in 1905. During 1917–21, there was considerable tension, which involved several states, regarding the position of Åland (an island or more precisely an island group in the Baltic Sea). A referendum took place among the population of Åland. The result of this was that an overwhelming majority of the population stated that they wanted to become a part of the Swedish state. However, the League of Nations finally settled for a solution which meant that Åland became part of the Finnish state, under special conditions. The tension was in periods so great that strong pressure groups both on Åland and in Sweden, even within government, discussed a Swedish military intervention to defend the interests of the population of the islands.

2. So, it can be noted that the reasons for the “import” of evaluation to Sweden do not necessarily have to be the same as the ones which contributed to the development of evaluation in the United States.

3. Swedish ministries are small and employ not more than a couple of hundred people each. Implementation is a task falling to the various agencies. There is several hundred agencies and their size varies considerably from a handful employees to several thousands. The agencies can be regarded as rather independent in their day-to-day work.

4. In this context the terms evaluation and evaluative information are used with great openness. However, even with such elasticity I do not include all kinds of descriptive information. We can assume that some notion of reality lies behind every policy or every governmental program. The foundation of an intervention is the perception that you need to do something, in other words that you are facing a problem or, perhaps, will be facing a problem in the future. The purpose of an intervention is to reduce the magnitude of this problem or to avoid it. And an important kind of information therefore relates to the fulfillment of political goals. Securing such information is not always a simple task. But basically our national statistics, as in many other countries, can tell us to what extent the “big goals” have been fulfilled. So a stream of such descriptive information is produced (Sjöström 2002).

But when I discuss evaluations that can be used in the reassessments of policies, I am oriented toward the idea that evaluations will give us some information about how a certain action, on a micro or macro level, can be judged; to what extent the action has caused a certain development and how can this be explained?
This perspective lies very near the definition by Evert Vedung (1997, 3). “Evaluation = df. careful retrospective assessment of the merit, worth, and value of administration, output, and outcome of government interventions, which is intended to play a role in future, practical action situations.”

5. As is pointed out, there are few studies on the use of evaluations. In a presentation in OECD in February 2003, I tried to put together those that exist. The presentation was later published in the OECD Journal on Budgeting (Furubo 2003).

6. A similar situation is when it is agreed that something is a problem, and also that this problem is something which the government has to deal with, but some politicians do not think that they can afford it given other needs. You can, of course, say, “Yes, this is a very unsatisfactory situation and in my opinion this is something which should be resolved by governmental intervention, but we cannot afford it in the light of other needs.” And the conclusion may be that a governmental program is abolished or a decision is made not to start a new program on grounds which at least limit the relevance of information in evaluations.

7. Indications of this are discussed in Furubo and Sandahl, 2002b (page 126). It is further indicated in reports from the National Financial Management Authority and also in the discussion about the system with Governmental Commissions (ESO 1998).

8. It has to be said that this is not in any way a new question. Mark S. Thompson wrote over 30 years ago “More than a decade has passed since structured analysis was introduced on a large scale in government. Throughout the world… systematic routines of analysis have been adopted in hopes that irrational social decision making would be reduced . . . The time has come to appraise as objectively as we can the net effects of these governmental changes (Thompson 1975, 1).
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INTRODUCTION

Policy analysis was not invented in Germany. Rather, both the term and the first concepts of policy analysis were imported from the United States. Such a conceptual transfer across the Atlantic is nothing new or unusual for political science in Germany. Even the whole discipline of political science had been (re-)established in Germany after the Second World War with the help of the American administration (Bleek 2001, 265–307). Policy analysis had precursors in the German academic tradition, the so-called Polizeywissenschaft (Maier 1966). Yet this tradition was rediscovered—one could even say: reinvented—by the discipline as a whole only after policy analysis became important in the United States (Beyme 1985; Bleek 2001, 72–76; Hartwich 2004). The turn towards policy was a challenge to academic political science on both sides of the Atlantic.

One thing worth noting in comparative perspective is the fact that the transfer of policy analysis to Germany happened with a certain time lag. In North America “the policy turn had, by the mid-1970s, developed to a point where both proponents and critics saw policy as central to the discipline, leading it into an interdisciplinary domain, even eclipsing its distinctly political perspective” (Torgerson 1995, 229). All of the points Douglas Torgerson described as central to the debate of the “policy turn” in political science in North America also played a significant role in Germany. But it took almost ten years until that stage of perception and critical discussion of the “policy turn” could be observed in Germany in the middle of the 1980s. “Policy studies” had already been mentioned in German introductory political science textbooks at the end the 1960s. But at that time they were portrayed as a research enterprise that took place in the United States (not in Germany)—and were sometimes seen by students as “the” characteristic American contribution to political science (Prätorius 2004, 75–76). To be sure, the transfer did not leave the transferred simply as it had been on the other side of the Atlantic. Rather, the reception and interpretation of policy analysis in Germany was influenced by the theoretical traditions developed in German political science. And the application of its concepts and methods were adapted and modified to fit with the specific problems of policymaking in the political system of the Federal Republic of Germany.

The interest in the Anglo-Saxon discussion on policy analysis brought a new word to German political science: policy. As in French, the German language does not possess a “term for policy that is distinct from that for politics” (Heidenheimer 1986, 3). In German, the word “Politik” signifies policy as well as politics. It is not possible, for instance, to shortly denote processes nicely described in English as the “politics of (environmental) policy.” In order to be able to make such distinctions between different dimensions of the political, German political scientists did not work on their own language, but imported the English terms. In the years following the debate the policy turn, the differentiation of the German word “Politik” into the English triad policy, politics, and polity became a standard part of all textbook introductions to political science in Germany. Connected with this new awareness of the German language and its limits, the policy turn was also interpreted as a (re-)discovery of the content or material dimension of the political related to societal
problems and political problem solving. Which societal problems are thematized and debated in the political realm, what political decisions are made and implemented to solve these problems? In that sense, i.e., as an orientation towards problems and problem solving strategies, the turn to policy clearly brought a differentiation to the terminology of German political science that is here to stay. Although as basic as such categorical differentiations of the subject of a discipline are, this terminological clarification is but one outcome of the debate on the policy turn in German political science—and clearly not the first nor the most important outcome the proponents of the policy turn were thinking of in the first place.

This chapter describes the development of policy analysis in Germany with a focus on its relation to political science. It starts with a look at the origin of policy analysis in Germany and its close connection with the program of domestic reforms pursued by a newly elected reform government of social democrats and liberals in 1969. While these discourse coalitions between political reformers and policy analysts soon faced some disillusionment on their way to change policies and policymaking in the 1970s, the growing importance and impact of the policy orientation led to a critical discussion of the policy turn in German political science in the middle of the 1980s.

The chapter goes on to discuss the following questions: what do we know about the role of policy research for political science from empirical surveys? What infrastructure do we find in the field in terms of organisational foothold in the political science associations, journals publishing results of policy studies and institutional capacities in research and teaching? What points of reference matter when policy analysts relate their studies to political science? Are there specific German approaches to policy analysis? And finally: Can we identify clear future trends in policymaking and policy analysis in Germany?

POLICY ANALYSIS AND POLITICAL REFORM

The transfer of policy analysis from the United States to Germany in the late 1960s and early 1970s was not primarily driven by the cognitive value of its concepts and methods or by other internal scientific factors. Rather, the transfer corresponded with a growing demand for policy oriented expertise, especially from government and administration. While there were already some tendencies of involving more scientific expertise during the years of the “grand coalition” between christian democrats and social democrats (1966–1969), the real expansion of demand for policy oriented scientific knowledge could be observed after the coalition of social democrats and liberals came to power and formed the federal government in 1969. This so called “social-liberal coalition” started not only with a far-reaching program of “domestic reforms.” It also began its term with very ambitious attempts to modernize the existing governmental and administrative structures and procedures and build up new informational, organizational and planning capacities for the kind of active policymaking (aktive Politik) deemed necessary to develop and realize its program of domestic reforms. It probably was primarily at this stage when “the concepts and tools of policy science and policy analysis (particularly of the PPBS sort) that German practitioners and researchers became acquainted with in the United States, had a conspicuous influence on concept formation in West Germany” (Wollmann 1984, 30).

To meet its demand for policy expertise, the social-liberal coalition expanded its offers for policy oriented contract research, created new advisory boards and established a number of major “reform commissions.” A first group of commissions focussed on the modernization of government and administration, like the Projektgruppe Regierungs- und Verwaltungsreform (Project Group on the Reform of Government and Administration), which already began its work in 1968 under the grand coalition (Mayntz and Scharpf 1973), and the Studienkommission für die Reform des öffentlichen Dienstrechts (Commission on Civil Service Reform). A second group of commissions focusing more on developments in society was established somewhat later. The most comprehensive
of these commissions was the Kommission für wirtschaftlichen und sozialen Wandel (Commission on Economic and Social Change), which published more than 150 reports on various societal trends in the middle of the 1970s (Wollmann 1984, 42–43).

In reviews of the policy turn written in the mid-1980s, the development of policy analysis in Germany was often characterized in the form of a three stage model build around the three key words: (traditional) consulting, reform, disillusionment (Sturm 1986, 231–232). By and large, this three stage model reflected the experience of those social scientists who were actively involved in consulting activities, reform commissions or contract research for government agencies. In the first two phases, these scholars had formed discourse coalitions with politicians and bureaucrats supporting the program of domestic reforms that the social-liberal coalition tried to bring about (Wagner 1990). Even before these reforms came to a halt as the economic conditions worsened and the resistance of powerful interest groups grew in the mid-1970s, the scholars engaged in reform of government and administration were confronted with various restrictions that hindered the attempts to establish methods and procedures of policy analysis in the federal bureaucracy. When returning to academia, most of these scientists started to work on the disillusioning experiences with the politics of policy reform in a specific way. Rather than trying to optimize rational planning processes they concentrated on problems of implementation and evaluation in the first place. So in Germany, implementation and evaluation were the first foci when policy analysis became part of “normal” scientific research at universities and research institutions (Wollmann 1984, 30). And after the disillusionment phase the critique of unreflected planning optimism became a recurring theme in the emerging policy research community.

POLICY ANALYSIS AND POLITICAL SCIENCE

In the beginning of the 1980s, the growing importance of contract research and consulting activities in the field of policy studies was generally perceived and discussed in the social sciences. Calls for a policy turn met with considerable scepticism and critique in German political science. In 1984, the policy turn and its implications for political science were discussed at a symposium on policy research in the Federal Republic of Germany, in which many leading political scientists took part (Hartwich 1985). This discussion about the relation of political science to policy research finally led to a debate about the self understanding of the discipline as a whole. In 1986 the first—and to date last—volume on the “state of the discipline” in German political science was published (Beyme 1986). In retrospect, the discussion on the role of policy research appears to be the last general debate on the collective self understanding of political science in Germany for almost 20 years. Only recently, some claim that now the time has come to start a new debate of this kind as the university reforms and the coming retirement of the third generation of political scientists pose serious challenges to the discipline (Greven 2004, 145–146).

There were several reasons for the controversies and ambivalent feelings of many German political scientists about the policy turn. First of all, there was the historical legacy. After the Second World War, political science was established as an academic discipline as part of the re-education campaign and with the support of the American administration. The basic political task for the country as a whole was to make sure that the Germans would again become part of the civilized world and build democratic institutions. For political science as an academic discipline the task was to help in this process of democratization and to make sense of the recent historic experience: Why did the first democratic state in German history, the Weimar Republic, fail? Why did the Nazis come to power? How did the NS dictatorship work? And how could the second German republic develop and sustain a democratic polity that would guarantee freedom and make sure that the Germans would live in peace with their neighbours? During the cold war, concepts of totalitarianism gained currency and provided a theoretical framework directed against fascist and sowjet forms of dictatorship.
Against this setting, i.e., the Nazi regime of the immediate past and the communist regime just across the border in the other part of Germany, the discipline developed a self-understanding of political science as a “science of order” with a strong emphasis on the normative foundations of political institutions. Since the order would have to be a democratic one, political science was seen as a “science of democracy.”

In the 1960s the newly established democratic order seemed to have gained some stability in West Germany. Thus in political science, the emphasis on normative foundations of institutions was no longer strong. The focus was shifting “from polity to politics.” At least this was the formula in the somewhat stylized short histories of the discipline presented later in the debates about the policy turn (Jürgens and Naschold 1983, 114–117). In the 1960s the younger generation of political scientists was much more interested in actual conflicts and crises within Western democracies. Moreover, as a consequence of university reforms and student protests, political science developed not only a new focus on politics as a subject of study, but turned into an openly politicized science itself.1 Although the association managed to deal with these controversies without breaking apart in the 1970s, political scientists began to feel that they had an image problem that could have serious repercussions on the discipline as a whole.

While the open political controversies in the discipline diminished in intensity in the second half of the 1970s, the question remained whether it had anything useful to offer for society and political decision makers. A conference with the general topic political science and political praxis held in Bonn in autumn 1977 was intended to start a new dialogue with political and administrative practitioners in the capital of the West German Federal Republic, but failed to gain much attention from politicians and bureaucrats (Bermbach 2003, 32–33). At the end of the 1970s, political science had a problem of being accepted as an academic discipline producing socially relevant and useful knowledge both in the halls of power and in the public. Moreover, the usefulness of political science as a subject for graduate and postgraduate study was called into question. A large proportion of students graduating in political science lost their traditional perspectives on the labor market. Most of the professorships for political science had been established in the early 1970s as the demand for teachers in primary and secondary schools was increasing rapidly. In the second half of the 1970s these employment possibilities were drastically reduced as most of the available positions were filled and political education lost as a relevant political and scientific concern. Students interested in political science had to look for other career paths and job opportunities and hence for other qualifications than before.

In this situation, a turn towards policy looked like it had something to offer for political science (and its future graduates). A policy-oriented political science should and would be “practically relevant” (i.e., useful for policy makers and society). It would be “scientifically sound” (i.e., based on the latest—preferably quantitative—scientific methods). Moreover, a policy science orientation would lead political scientists into problem-oriented interdisciplinary cooperation. Thus, it would help in the process of “professionalizing” the discipline and its graduates that seemed to be necessary from this perspective. What looked promising for the advocates of a turn towards policy, was perceived as a critical threat to the discipline by their opponents. A turn towards policy, so the critics claimed, could and probably would have desintegrating effects on the discipline as a whole. Policy analysts could become specialists in their specific policy fields and engage more and more in problem-oriented interdisciplinary cooperation. But this would imply a turn away from basic questions of political order and from traditional core fields of political science which are constitutive  

1. This process of politicization finally became obvious for anybody inside and outside the discipline at a meeting of the German political science association in Hamburg in 1973, when younger political scientists called for a joint resolution on the military coup against president Allende in Chile. After the meeting, political science was portrayed by the press primarily as a discipline caught in ideological struggles between neo-Marxists and conservatives (Bermbach 2003, 29–30).
for the discipline as such. Thus, a policy turn would undermine and finally threaten the unity and identity of the discipline. Policy analysis, as represented by the mainstream in the United States, implied a functional and technical understanding of policy making that came close to a conceptually induced depolitization on the level of the processes to be analyzed. What appeared to be a more scientific political science, so the critics claimed, turned out to be scientism, reducing the distinctive political qualities of the phenomena political science has to deal with. Furthermore, a policy science orientation with its emphasis on relevance and usefulness could threaten the integrity of the discipline. In order to be useful for decision makers, a closer cooperation with policy makers and other interest groups in the policy making process was necessary—and this could undermine the independence and professional competence of political scientists and finally lead to a politicization of the discipline.

All of these issues were more or less openly debated at the symposium on policy research in the Federal Republic of Germany organized by the chairman of the Deutsche Vereinigung für Politische Wissenschaft (DVPW) (German Political Science Association) (Hartwich 1985). Although sometimes ironically portrayed as a conflict of policy enthusiasts versus old institutionalists (representing grandpa’s political science), the various aspects and implications of a turn towards policy were not only discussed in the form of a confrontational exchange between two camps where one camp was in favor of enhancing professionalization, relevance, and usefulness of political science via policy studies whereas the other wanted to safeguard the traditional core and identity of the discipline. There were advocates arguing in favor of policy analysis or a policy-oriented public administration. On the other side, representatives of the older generation articulated their criticism and scepticism about a policy turn in political science. But most discussants in the debate argued for some kind of complementarity or even integration, e.g., by trying to bring institutionalism to policy analysis.

POLICY RESEARCH IN POLITICAL SCIENCE

The debate on the role of policy research in relation to the core questions of political science was also informed by the first survey among political scientists on the state of the discipline conducted in 1984. The results of the survey were presented in the form of a report to the symposium (Böhret 1985). Critical collective scientific self reflection was supplemented by empirical self monitoring. The survey focused specifically on the relation of traditional or conventional “core areas” of the discipline and new fields, especially policy studies. Its findings were suited to take some of the hot air out of the discussion. A loss of interest in conventional “core areas” or a general trend towards policy studies could not be identified. Yet the percentage of political scientists engaged in policy studies apparently was about to increase (Böhret 1985, 240–241, 270–275). All in all, the report concluded with respect to the debates on the policy turn, “no drastic changes” could be established (Böhret 1985, 282, my translation).

A second survey on changes in theoretical orientation and thematic research interests of political scientists conducted two years later revealed that interest in policy analysis and public administration had already been growing during the 1970s and early 1980s (Honolka 1986, 53). While the 1970s and early 1980s are sometimes perceived as the boom years of policy analysis, this upward trend apparently came to a hold in the 1990s in Germany. In the third survey on political science in Germany, conducted in 1996/97, Hans-Dieter Klingemann and Jürgen Falter distinguished seven fields of research in political science. In their classification, policy research was put together with administrative science in a single category called “policy research and administrative science.” About one third of the interviewees said that they would currently work in this field (Klingemann and Falter 1998, 311). Yet only one fifth declared that they regard this particular work as their personally most important field of research (Klingemann and Falter 1998, 313).
Did the debate about the policy turn have an impact on the structure of political science departments at German universities or on the denomination of professorships in political science? Some statistical information about the relevance and weight of policy studies can be obtained from a recent empirical study on political science as an academic discipline in Germany (Arendes 2005). Among other interesting historiographic information about the discipline it provides some data on the development of subdisciplines over time. As far as the debates that motivated the first survey on political science by Böhret (1985) are concerned, this study confirms the findings of the preceding surveys: the policy turn that caused so much debate in the discipline in the middle of the 1980s did not change the structure of political science in terms of its established subdisciplines. Most professorships are still assigned to the classical four subdisciplines of political science. The number of tenured political science professors dedicated primarily to policy fields and policy implementation has been increasing slowly but steadily both in absolute numbers and in percentage from 1.2 percent (N = 1) in 1969 to 6.2 percent (N = 22) in 1999 (Arendes 2005, 134). To be sure, these numbers are still rather small in comparison to the established four subdisciplines of political science. Yet in 1999, “policy fields and policy implementation” shares the sixth place on the list of “directions of specialization in political science” with the field of “political sociology” according to this assignment (Arendes 2005, 134).

POLICY STUDIES AND THE GERMAN POLITICAL SCIENCE ASSOCIATION

While the American Political Science Association established a public policy section in 1983 “as part of the vertical integration of the discipline” (Nelson 1996, 556), there is still no equivalent in its German counterpart. Some advocates of the policy turn in political science had called for such a section (e.g., Wollmann 1985, 77). Yet there is still no “Politikfeldanalyse” section integrating those who work on public policies in the DVPW. Consequently, there is no institutionalized forum in the discipline to work on a common understanding of the theoretical, methodological and practical issues involved in doing policy research.

JOURNALS

As in the United States (Nelson 1996, 557), there is no general German journal for political scientists specializing in public policy. Driven by newly invented evaluation schemes for German scientists that value publications in international peer reviewed journals much higher than publications in German, political scientists in general have increasingly strong incentives to publish in English. Some have been successful to get their manuscripts accepted by general policy journals (e.g., Policy Sciences). As in the United States (Nelson 1996, 557), the major German political science journals occasionally publish policy articles. This is the case in the leading journal, Politische Vierteljahresschrift (PVS) or in other general political science journals (Leviathan, Zeitschrift für Politik, Zeitschrift für Politikwissenschaft).

In some policy fields, a number of multidisciplinary journals on policy issues exist in Germany. These multidisciplinary policy-oriented journals provide opportunities for political scientists to publish. Some of them include a certain number of scientific disciplines. The Zeitschrift für Umweltpolitik und Umweltrecht (journal for environmental policy and environmental law) includes contributions on environmental problems from economics, law, and political science. Others include and address not only various disciplines, but reflective practitioners as well (e.g., Zeitschrift für Sozialreform (journal for social reform) in the field of social policy).
The Wissenschaftszentrum Berlin für Sozialforschung (WZB) (Social Science Research Center Berlin) is the largest research institute, outside of those in universities, in Germany in the field of social research with a staff of about 150. Founded in 1969 by a group of MPs from the German Federal Parliament (Bundestag) from different parties, its primary political mission was to strengthen the ties of West Berlin with the Federal Republic of Germany by demonstrating that West Germany was still willing and able to establish new institutions in West Berlin in spite of protests from the East German government and the Soviet Union (Jahn 1994). The science center was planned to include several research institutes. The first research institute the founders wanted to realize was an International Institute of Management and Administration (Jahn 1994, 14). In the beginning of the 1970s, the establishment of a social science research institute, founded largely in secret as a private organization by a small number of politicians, but soon to get public funding from the Federal Ministry of Education and Science (Jahn 1994, 15), was not appreciated by the established scientific institutions. Rather, the establishment of the science center met with intensive criticism from universities in Berlin and outright protest from students opposing what they perceived as “new mandarins” of a commercialized “university incorporated” (Hirsch and Leibfried 1973).

In the 1970s and 1980s, the science center was primarily perceived as a research institute producing scientific studies and advice relevant for political reforms of the government formed by social democrats and liberals (Bleek 2001, 397–398). After the conservative-liberal coalition of Chancellor Kohl came to power in the beginning of the 1980s, the science center did not change to become a think tank of the new conservative-liberal government. Rather, after long negotiations, it experienced a shift from a problem- and policy-oriented focus towards questions more relevant in the context of basic research in the social sciences. In the press, this shift was reported as a change “from policy and politics to basics” (Altenmüller 1994, 23, my translation). In spite of this general trend, the science center still does a lot of research on public policy. Yet the focus shifted and some policy fields no longer appear in the current structure of research units. The science center still does research on economic and labor policy and public health, but reduced its emphasis on technology policy and stopped focusing on environmental policy.

The second research institute in the field of social research relevant for policy studies in Germany is the Max Planck Institute for the Study of Societies (MPIfG). Founded in 1985 in Cologne under the co-directorate of Renate Mayntz and Fritz W. Scharpf, the Max Planck Institute soon became very influential in policy research in Germany. Both directors had been former members of the famous project group on the reform of government and administration mentioned above (Mayntz and Scharpf 1973). Scharpf had also been the former director of the International Institute of Management and Administration at the Science Center in Berlin from 1973 to 1984. Although considerably smaller in size than the science center in Berlin (with a staff of about 40), the Max Planck Institute gained remarkable conceptual influence by developing a common analytical approach which was then applied in many policy studies in various policy fields (see below). This approach was later called the actor-centered institutionalism (Mayntz and Scharpf 1995; Scharpf 1997). When Wolfgang Streeck became director in 1995, the focus on political economy was strengthened and the approach of studies at the Max Planck Institute started to open up to include other forms of institutionalist theories such as historical institutionalism (Streeck and Thelen 2005).

Highlighting the WZB and the MPIfG does not mean that there are no other disciplinary or interdisciplinary research institutes outside the university system producing scientific knowledge and expertise relevant for specific policy fields. The Stiftung Wissenschaft und Politik (Foundation for Science and Politics), for example, provides advice to the German government in foreign policy (for think tanks in Germany see Thunert 2003). Yet the WZB and MPIfG are the biggest and most important social science research institutes still related to basic research in the social sciences. Within the German university system, some centers for policy studies run by or at least
related to political science departments have gained reputation at the national and the international level. A case in point is the Zentrum für Sozialpolitik (Center for Social Policy) at the University of Bremen where Claus Offe and Manfred G. Schmidt worked for some years, or the Forschungsstelle Umweltpolitik (Environmental Policy Research Centre) at the Free University of Berlin directed by Martin Jänicke.

As far as capacities for teaching and studying are concerned, German universities are currently experiencing fundamental structural changes. During the last decades, one would not find a program of study with a degree in public policy at a German university. Students could enroll at universities to study political science or social science and then specialize in policy studies. But they would earn their degree in political science or sociology. With the forced introduction of bachelor and masters degrees in the course of the so called Bologna Process, which is supposed to create equivalent university degrees all over Europe, a lot of planning activities for specialized future courses of study are currently going on in the political science departments in German universities. Some of these activities may lead to bachelor or master degrees specializing in public policy.²

POLICY STUDIES AND POLITICAL SCIENCE: POINTS OF REFERENCE

In the debate on the role of policy research and its relation to the core questions of political science, the legacy, identity, and future direction of the discipline in Germany was an underlying theme. The debate partly showed signs of a generational conflict. To many representatives of the younger generation, the policy turn often appeared simply as a necessary and promising step towards more relevance and professionalization of political science. Some of the older generation kept on asking, what policy studies have to offer for answering the core questions of the discipline. Since that debate, the relation of policy analysis and political science is a recurring theme for German political scientists interested in analyzing policies and policy fields.

Yet in the normal proceedings of the following years, the fundamental differences concerning the identity and future direction of political science lost in importance. On the one hand, traditional political scientists realized that they had to pay tribute to the growing political importance of societal problems and the problem-solving capacity of political actors and institutions. Therefore, political scientists had to include the policy dimension in their concepts of the political much stronger than they did before. On the other hand, analysts adopting a policy perspective did so with implicit or explicit reference to more comprehensive concepts of the policy process and the political system in which societal problems were defined as political, policies for solving these problems were for-

² In terms of public administration, earlier attempts to introduce new interdisciplinary courses of study beyond the traditional disciplines of law, political science, or sociology were more successful. The University of Konstanz—founded as a reform university in the 1960s—soon started an interdisciplinary program of study in public administration in 1968. This course of study offering a diploma in administrative science was probably the most successful program of this sort including undergraduate and graduate education in Germany (Timmermann 1982) up to now. Yet it remained the only program in administrative science at university level in German higher education for a number of years. In the 1990s, a similar course of study in public administration was introduced at the University of Potsdam. Situated near Berlin in the former GDR, this university had to look for new ways to compete with the programs offered at the old universities in the capital. At the postgraduate level, the Hochschule für Verwaltungswissenschaften (School for Administrative Science) in Speyer had teaching capacities for additional training offered primarily to graduates of law schools interested in careers in German civil service (König 1982). These capacities included elements of policy analysis (Wollmann 1984, 37). As the survey from 1996/97 showed, Konstanz and Speyer profited from the reputation of their teaching and training capacities in public administration (Klingemann and Falter 1998, 323–325).
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mulated and implemented and policy outcomes were evaluated. And in doing their studies, some of them became aware of this reference, especially when they were confronted with the failure of their policy proposals or the critique of other scientists. Thus, the task was to reconsider the role of factors that are perceived as political on the generation of problems and the feasibility and acceptance of problem solving strategies. Forced to (re-)conceptualize the interplay of policies and features of political systems and processes, they often started to look at classical political science again. Such references to core concepts of political science could serve two functions: First, they could help overcome fragmentation and overspecialization in problem-oriented interdisciplinary policy research. Second, they could help to be accepted as a “true” political scientist working on problems related to the core questions of the discipline.

There are three prominent concepts that were implicitly or explicitly used in Germany when the question of relating policy analysis to political science arose: (1) the concepts of the state, (2) governing, and (3) steering. These concepts served as a kind of reference point for most policy studies to date. Recently, a fourth, currently popular, yet still ambiguous concept gained prominence in policy studies in Germany: the concept of governance. Finally, one can ask whether the concept of democracy played any role in the debate on the relation of political science and policy analysis.

The first concept that served as such a reference point for political scientists interested in policy studies is an old one—the concept of the state. To be sure, German history and the history of social science in Germany can generally be characterized as state-centered (Wagner 1990). Still, integrating or relating policy analysis to the concept of the state was not that self-evident for German political science after the Second World War. The tradition of political thought known as Staatslehre includes lawyers and social scientists emphasizing the role of the state. The German term Lehre refers not only to a theory in the sense of empirical and analytical philosophy of science, but is strongly associated with the notion of a normative concept of what a good state essentially is and how it should function properly. In spite of the scepticism and critique of this tradition (Jann 1989, 40–45), however, there were some attempts to reinvent a concept of Staatslehre or to revitalize the old idea of integrative state sciences (Staatswissenschaften) in the 1980s (Hesse 1987).

The second concept or, rather concepts, that political scientists interested in policy analysis referred to are Regierungsllehre and Regieren (government and governing). These are the concepts most members of the first generation of political scientists in Germany brought with them or adopted from the Anglo-saxon tradition after the Second World War. For the founding fathers of German political science, Staatslehre, was too static, too ahistorical, and too burdened with undemocratic traditions to serve as a concept for a science of democracy (Jann 1989, 46). Yet the version of “government” that came to dominate German political science textbooks until the 1970s focussed on political institutions and did not pay enough attention to the policy dimension. Thus, to work out a contemporary concept of governing was the task another group of political scientists set out for themselves. In this context, Hans-Hermann Hartwich and a number of younger collaborators tried to outline a concept of governing that goes beyond the institutional dimension and includes the policy dimension but does not fall back into the myths of the old Staatslehre (von Bandemer and Wewer 1989; Hartwich and Wewer 1990–1993).

Steering is the third category often referred to in policy studies in Germany. Originally introduced in the context of systems-theoretic frameworks, the notion of political steering played a significant role in the debate on planning and reform of public administration in the 1970s (Mayntz and Scharpf 1973). After the autopoietic turn of systems theory in Germany introduced by Niklas Luhmann (1984), the idea of steering a differentiated modern society, especially by a political system supposed to represent the top or center of society, was fundamentally called into question. This critique induced some conceptual clarifications on the part of those who frequently used the concept before (Mayntz 1987; Lange/Braun 2000). After Luhmann’s (1989) debate with Fritz Scharpf (1989) at the opening session of the scientific conference of the DVPW in 1988, the possibility and
limits, as well as the desirability, of political steering became a recurring theme in political science publications in general and in policy studies in particular (Mayntz 1995).  

In the last few years, there is a fourth concept coming to the fore and it is not clear yet whether and how it will replace or supplement other concepts that served as points of reference in policy studies. While some celebrate governance as a new concept open for interdisciplinary research on different forms of regulation, others think that it is just another buzz word that may well be forgotten again in a couple of years as it is still too ambiguous and not specific enough to successfully guide and structure empirical policy studies. Like the term “policy,” the word “governance” has not yet been translated into German. The notion of “governance” was soon picked up in policy research to grasp and signify new forms of coordination and regulation beyond or in the shadow of the state (Benz 2004). Most prominent to date is still the idea of global governance as discussed in the context of international relations (Behrens 2005).

For a science originally introduced in Germany as a science of democracy, it is no wonder that the question arises whether there was or is a fifth concept that played a role as a point of reference in the debates on policy analysis. Yet in these debates, most political scientists referred to the concept of democracy primarily as a source of normative reflection, critique and reorientation, not as a point of reference that could serve as a basis for constructing an analytical and evaluative framework for policy studies. Moreover, the concept was mainly used as an adjective qualifying the other concepts as more or less democratic or even dichotomizing them on a single scale in two polar types that were either democratic or undemocratic. So, the notion of a democratic state was contrasted with a non-democratic, authoritarian or even totalitarian state, forms of governing or steering or types of governance could be more or less democratic. What got lost in this one-dimensional way of referring to the concept of democracy is the fact that there are indeed different models of democracy in the debate. One can distinguish between liberal, communitarian, republican, deliberative, or other models of democracy that are referred to not only in public controversies on policies or policymaking, but also in political scientists’ debates on how a proper policy analysis of these controversial policies should be conceptualized and conducted in a democracy (Saretzki 1998, 301–317).

**POLICY STUDIES: APPROACHES**

In the first three decades since its transfer from North America, no specific German approach to policy analysis has been developed. While many observers noticed the absence of a specifically national approach to policy analysis in Germany, this was not considered to be a serious drawback. What appeared as a deficit of policy analysis criticized by proponents and sceptics alike was the lack of theory. On the first scientific conference of the DVPW officially devoted to policy studies which took place in West-Berlin in October 1982, the rapporteur of the working group on policy fields came to the conclusion that no common questions or problems, no common concepts, no hypothesis-generating typologies of policies or even approaches for generalizing theories showed up in the proceedings (Scharpf 1983, 504). Although there is still no generally accepted theory in the

---

3. Some political scientists tried to specify the meaning of the concept they suggested as frame of reference and clarify the difference between their concept and others. However, for another group of political scientists of the third generation, especially those engaged in comparative public policy research, these conceptual distinctions between state, governing and steering are irrelevant or do not make sense at all. Manfred G. Schmidt, the most important representative of the comparative approach to policy studies in Germany (see below), explicitly declared that he considers the terms “Staatstätigkeit,” “Regierungspolitik,” or “staatliche Steuerung” as synonyms (Schmidt 1988, 28). Conceptually differentiated or not, the three categories of state, governing, and steering served at least implicitly as points of reference in most policy studies done by political scientists. From the perspective of political science, concepts of new public management became relevant more as a subject of study than as a theoretical point of reference for policy studies.
field and even the theoretical points of reference differ in policy studies in Germany (see above), the landscape of approaches today is not as unstructured as it appeared in the beginning of the 1980s. Within the German discussion of policy analysis, two approaches appear as dominant or at least image forming in the sense that they are mostly referred to as mainstream when the question arises what policy analysis is. One indicator for their relative dominance in the German debate is the last available reputation analysis (Klingemann and Falter 1998, 326–336).

The first approach to be mentioned in this respect is the so-called **actor-centered institutionalism** developed by Renate Mayntz and Fritz Scharpf as an analytical framework for empirical policy studies at the Max-Planck-Institute for the Study of Societies (Mayntz and Scharpf 1995; Scharpf 1997). This approach “proceeds from the assumption that social phenomena are to be explained as the outcome of interactions among intentional actors— individual, collective, or corporate, that is—but that these interactions are structured, and the outcomes are shaped, by the characteristics of the institutional settings within which they occur.” For the basic focus of their approach “on actors interacting within institutions” the authors “do not claim originality” (Scharpf 1997, 1)—and hence their approach is neither intended nor perceived to be in any way specifically German. Using some of the labels in the international debate, their approach can be classified as some version of new or rational choice institutionalism. While both authors agree on the importance of institutions (and hence can be called institutionalists), they differ somewhat on the conceptualization of the actors and their interaction. Scharpf (1997, 10–12) makes a clear distinction between problem-oriented and interaction-oriented policy research. Focusing on the latter, he finds game-theoretic modelling very fruitful—much more fruitful than Mayntz. To be sure, the “actor-centered institutionalism” is not a theory of the policy process or policy outcome, but an analytical framework or a heuristic device for empirical policy research (Mayntz and Scharpf 1995, 39). Yet as such it is open enough to provide an approach that has been picked up and tailored to explanatory tasks in many policy case studies carried out at the Max-Planck-Institute and elsewhere at German universities and research institutes.

The second approach that German political scientists will think of when it comes to policy studies cannot in any way be called typically German either—except for the name that its representatives have given it. The approach often called “**vergleichende Staatstätigkeitsforschung**” (Schmidt 1988) in Germany is basically what Anglo-Saxon political scientists call “comparative public policy” or “comparative policy analysis.” The most prominent and most influential representative of this approach in Germany is Manfred G. Schmidt who also wrote some of the most frequently used German introductory essays into policy analysis (Schmidt 1997) and comparative policy research (Schmidt 2003). The comparative approach represented by Schmidt and others aims much more at empirical theory testing than at systematic theory building. Policy studies following this approach are mostly international in orientation, trying to include a large number of OECD countries where reliable empirical data is available. These studies are focusing on policy output or policy performance as the dependent variable to be explained. In his recent comparative study, Schmidt (2001, 23) argued for a combination of different “theory families” in order to precisely describe and explain welfare policies.

Apart from these two dominant or at least most prominent approaches, many other approaches are applied in policy studies in Germany with a focus on various aspects and actors, phases, or factors of policies the researchers are interested in. It is probably fair to say that almost all theoretical approaches presented in this volume have been discussed in Germany (and many have actually been applied in empirical policy studies).

What holds true for the mainstream, can also be said of its critics: a dominant orientation to the discussion going on in the English-speaking world—even the post-positive perspectives have been imported from the United States. In the last state-of-the-art volume on policy analysis with the subtitle “critique and new orientation,” the editor Adrienne Héritier (1993) invited two prominent American authors to bring in new methodological perspectives and procedures for a participatory...
policy analysis (Fischer 1993; deLeon 1993). Within German political science, post-positivism is not a clearly identifiable approach or a clearly identified minority camp opposed to some kind of mainstream. Rather, the landscape of approaches and networks among policy researchers is very differentiated and has many overlaps with approaches that can be described as mainstream policy analysis.

When the debate on the new or rather rediscovered role of “ideational factors in policymaking” (Majone 1996, 611) reached German political science in the 1990s, a growing number of younger social scientists got interested in analyzing this dimension of the policy process. Their discussions were concerned with the conceptual and methodological questions related to the analysis of ideas, interpretations, discourses, metaphors, arguments, knowledge and cognitions, and their role in the policy process. In these debates it soon became clear that political scientists interested in these questions referred to a wide variety of different approaches to the analysis of this dimension ranging from some cognitively enriched version of rational choice theory to interpretive, discursive and poststructural frameworks with no common post-positivist vision emerging (Maier et al. 2003). In the debate on “ideational factors in policymaking,” references to authors from other countries again play a dominant role in Germany. Concerning contributions by German political scientists, Frank Nullmeier’s approach towards a “political science of knowledge” (Wissenspolitologie) is probably the concept quoted most often in the German discussion. Nullmeier suggested to start from a “rhetorical-dialectical” model of action and to analyse the role of knowledge in policymaking in analogy to economic models of markets introducing concepts like “knowledge markets” and “knowledge competition” (Nullmeier 1993; Nullmeier/Rüb 1993).

RECENT TRENDS

What are the future directions for policymaking and policy analysis in Germany? Upon first sight, many observers identify some general trends in policy making and implementation and in the way policy processes are conceptualized in political science in Germany. At a second look, however, there are also some countertrends that can be detected, albeit these countertrends are not simply a turning back. Hence, they pose some interesting puzzles or, at least, contradictory developments calling for further analysis and clarification in policy studies and political science in the future.

The first trend often proclaimed in the literature can be characterized as decentering of the classical model of the state as a unitary, hierarchical, centralized actor. What we are witnessing, many observers claim, is a trend from the unitary state as central actor in policymaking and implementation to multi-actor spaces where many public, private and civil actors are involved and no central agent or clearly identifiable hierarchy exists. Yet this is not the whole story. On the other hand, many policy processes in Germany can only be explained by referring to some sort of hierarchy in and between various state agencies, implying that these multi-actor spaces are not as decentered and symmetrically structured as it seems. Moreover, looking inside the many state agencies involved in policymaking and implementation, one can observe not only the re-emergence, but even the strengthening of hierarchy and centralization as a consequence of administrative reforms guided by output-oriented concepts of new public management.

The second trend proclaimed in many debates refers not to the model of the state as a central unitary actor, but to the interaction of state and government on the one hand and society on the other. Sometimes characterized as a socializing of the state, this change is often described as a shift from the state and government to the market and civil society. Yet, in spite of this image of growing societal self regulation by market or solidarity, a lot of policy processes in Germany have persuasively been analyzed as neocorporatist negotiations in the “shadow of the state” pointing to the limited capacity of societal self regulation in many policy fields. Moreover, procedures for alternative dispute resolution originally conceived of as a new form of participatory governance from below or at least as a societal alternative to conventional governmental forms of problem solving
and conflict resolution have been transformed into new modes of governing complex and contested issues by established party governments.

A third trend is often characterized as a denationalizing of policy making implying a shift from the national to the European or international level. Proponents of this view point to the many transfers of political competence and power to the European Union or international regimes and institutions. Yet, as some policy studies on governance in multi-level systems have recently shown, europeanization and internationalization are not one way streets. The nation states and national political actors and institutions are not simply withering away or loosing power altogether. Some national political actors and institutions are also strengthened in this process, e.g., national governments can gain power in the EU (vis-à-vis their national parliaments or parties). Moreover, there are direct countereffect tendencies that point to sometimes irritating forms of renationalization of certain policy issues and to a weakening of European institutions and international regimes.

A fourth trend reflects a shifting analytical focus concerning the main determinants of policy, i.e., a shift from interests and institutions to ideas. Yet some of the studies that tried to analyze more closely where these politically successful ideas came from were confronted not only with new ideas and learning mechanisms, but also with old questions of interests and power. Thus, at least implicitly, there are frameworks evolving in policy studies that try to reflect some kind of interaction between ideas, interests, and institutions. However, within these complex frameworks that account for ideas, interests, and institutions without neglecting one or the other, it is still an open question how the three interact in different contexts and policy fields.

A fifth trend reflects the relation of theory and practice in policy analysis. This trend can be characterized as a trend from policy analysis to policy advice (and back). Just like in the boom years of policy analysis in Germany under the first social-liberal reform government at the end of the 1960s and 1970s, when the social democrats came to power a second time and formed the red-green government in 1998, the impression was widespread that now “the advisers are coming” again (Saretzki et al. 1999) and policy making would again be influenced by policy experts rather than by (conservative) party politicians or interest groups as in the Kohl era. Yet, the specific way in which Chancellor Gerhard Schröder made strategic use of policy expertise to circumvent his own party and parliamentary faction or even the whole parliament by establishing various new expert commissions led to various criticisms of this new mode of governing and the role of policy experts in the “Berliner Räterepublik” (Berlin Republic of Councils) (Heinze 2002). In the public this new relevance and utilization of expertise provoked critical debates about the role of policy experts in a parliamentary democracy. In the scientific community, it induced discussion and critical self-reflection on the impact that this specific kind of utilization and public involvement of scientific experts has on science and the scientific basis of policy analysis itself (Saretzki 2003).

OUTLOOK: ANOTHER POLICY TURN?

After the controversies on the policy turn in political science that took place in Germany in the mid-1980s, policy analysis was slowly accepted in the discipline. Policy studies were not only seen as a necessary and legitimate supplement to the traditional core questions of political science, but the policy perspective was slowly incorporated and became an integrated part of almost all subdisciplines in political science. Since the 1990s, political scientists interested in policy studies had their place firmly in the framework of the discipline. Seen from the perspective of political science, policy analysis led to a differentiation of the discipline by integrating one of the three basic dimensions of the political (policy, politics, and polity) more explicitly in its research and teaching.

This position of policy studies as a more or less integrated part of a differentiated discipline political science may change in the future as a consequence of reforms of universities and research institutions currently planned or under way in Germany. These reforms will change the institutional basis of political science as an academic discipline. Only a small number of new bachelor and master
courses of study which are replacing the old diploma in Germany will lead to degrees in political science. Pushed to be more relevant and useful, most plans for new programs of study aim at practically oriented interdisciplinary courses of study (often including some sort of policy analysis).

Hence, on the one hand, many observers expect a trend towards disciplinary de-differentiation in German universities. This trend, some historians of political science claim when looking in the future, can have far reaching effects especially on the size of the political science professoriate. As many representatives of the third generation of political scientists in academia will retire in the next couple of years, their positions are unlikely to be filled by younger people representing the disciplinary core of political science because the number of classical disciplinary courses of study is drastically shrinking (Arendes and Buchstein 2004).

On the other hand, the dissolution of disciplinary programs at universities may not hit policy analysis as hard as it hits the other subfields of political science focusing on the classical core questions of the discipline. Some of these new bachelor and master programs deliberately choose public policy as their subject of study. Even the return of the old concept of Staatswissenschaften (state sciences) can be observed as label for new programs of study in German universities (including law, economics, political and administrative science, and other disciplines). In the context of the debate on the policy turn, this concept had mainly been interpreted as a precursor of policy analysis in Germany, representing an undifferentiated course of study for civil servants in the nineteenth century (Bleek 2004). Thus, in the next couple of years these developments taking place in the context of university reform may induce another sort of policy turn and lead to a new round in the debate on the relation of policy analysis and political science in Germany.
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INTRODUCTION

This chapter examines the patterns in policy analysis and its research bases in India. Due to India's post-colonial developing country orientation, policymaking and policy research have been framed through the terms of “development” and “planning.” As a consequence, the conversation about policy research and analysis is inevitably about development policy as applied to various sectors such as poverty, industrialization, education, and employment, seen through an economistic framework. Moreover, Soviet-style central planning was the only broad methodological strategy that was considered to move India along that path of economic development. In this chapter, we identify the dominant paradigm of policy analysis (economic planning) and show how it evolved from factors rooted in the specific context of India’s political development. More specifically, we discuss how the hegemony of economics as a discipline was central to the framing of political issues and consequent establishment of a particular pattern of policy analysis. We find that, while a well developed field of policy analysis has yet to be clearly identified, public administration as a subject of study and an applied field has received most attention in India. Currently, there is a strong trend in the growth of the activity of documentation of the institutional bases of policy analysis and research capacity, however a reflection on tools and methodologies of analyses has yet to emerge as an important theme in mainstream academia. We argue that the field of policy analysis, as it evolved in India, has developed in the interaction space between the state and the sphere of civil society organizations rooted in a participatory politics, and show how policy debates and research broke the economistic mould to take on a life of their own.

In order to provide an account of the dominant form of policy analysis in India, we direct attention towards the relationship between the political order and the practice of policy analysis (Fischer 1993, 21), where the initially dominant developmental paradigm termed “the Nehruvian Consensus” created and maintained reliance upon economic-expert institutions as the primary tools of developmental policy research (Mathur 2001). From the 1950s onwards, this paradigmatic political program, framed through a technical rationality of economic development, was supported by a mainly generalist bureaucracy, whose key role was to manage the implementation of development policy in India. More recently, the growth of independent research institutions that variously play roles of advocacy and political campaigners has created a process of redefining of public problems. In terms of policy analysis, greater attention is paid to policy impacts at the level of target populations, and problems are increasingly reframed through a diversity of lenses, especially accounting for the protest movements against inappropriate or inadequate state action. As a challenge, social

1. Named after India’s first Prime Minister, Jawahar Lal Nehru, who took the lead in articulating the strategy of India’s Developmental framework.
analyses and methodologies began to poke holes in the rigid economistic system. Governmental institutions, experts and technocrats, in this current context, have been far from successful in settling such debates, faced with alternative experts and alternative sources of evidence that bring the hard experience of policy-community interaction to the table. The space for debate about alternatives has expanded and a new generation of policy professionals, both within and outside the bounds of state institutions has helped facilitate deliberation on issues that were previously in the domain of state control. Now, technocratic claims from the establishment elites are tested through alternative empirical evidence that incorporates the lived experience and counter-factual claims of those academic-experts turned activists representing disadvantaged communities. Environmental struggles have particularly highlighted governmental policy failures, and brought up critical perspectives on community-based governance and the need for expert institutions to pay attention to local knowledge (Guha 1989; Baviskar 1995; Dreze et al. 1997; Nanda 1999). The move from “Government to Governance” (Pierre 2000) rather than the consequence of the “hollowing out of the state” appears in India as a political struggle to redefine the nature of Indian democracy, from an elite one to a more participatory polity. These set of factors, in our assessment have contributed to the nascent emergence of policy analysis as a more diverse field in its own right, weakening the hegemony of economism to some extent.

POLICY ANALYSIS: FROM ECONOMIC PLANNING TO IMPLEMENTATION FAILURE

Policy analysis has not been a mainstream Indian research or academic tradition. The major policy goals emerged through a consensus between the Indian political leadership, industrial elite and the civil service intellectuals that comprised the first democratic regime in India (from 1950 onwards). Apart from a basic democratic imperative, the overthrow of colonial rule was framed as a response to the growing impoverization of the vast mass of India’s population. As a consequence, those major policy goals were framed as how can India achieve the standards of development, and as a corollary the quality of life that exists in Western developed nations in a shorter span of time. At a micro-level this translated into questions about how to end widespread hunger and illiteracy that were seen as the main obstacles on the path to Western developmental standards and for India’s population to become productive in a modern sense. Within government therefore, policymaking was chiefly conceptualized as, and began with the acceptance of centralized economic planning as the overarching strategy of social and economic development. The Planning Commission was established as a core policy institution that would manage sectoral coordination of different planning themes for achievement of socio-economic goals set by the political leadership. Planning was synonymous with policy making, and the value consensus over goals was not up for discussion. Goals were treated as fixed with only a process to technically design plans for their achievement. Such designing was based on theoretical exercises conducted by technical policy experts within the Planning Commission. In addition, the prime subactivity in policy analysis besides econometric modeling was the intense search and collation of more quantitative data, mainly as an effort to make models reflect reality more closely. Toward this end, the later establishment of public research institutes by the Planning Commission—often in conjunction with foreign funds such as from the United Nations, Ford Foundation, or USAID (United States Agency for International Develop-
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3. This consensus or convergence between these groups is illustrated by the overlaps and dialogue between the Congress Party that led the national movement for independence, the Bombay industrialists and influential writings from well known civil service intellectuals.
ment) was geared towards developing external capacity and outsourcing the collection, collation, and supply of data.

Overtime, the base of expertise expanded to include national and internationally recognized economists. During the preparation of the Second (1956–61) and Third Five Year Plans (1961–66), the Planning Commission became an experimental school for those policy oriented economists who contested and debated models of social and economic development for developing countries. Economists from both the Western Bloc (such as J. K. Galbraith from Harvard University, Jan Tinbergen from The Netherlands) as well as the Eastern Bloc (Oskar Lange from Hungary) came to India and were part of this expert community that deliberated the models that should be followed in India to achieve its development objectives. However, the first three Five Year Plans were not able to achieve their expected targets. The rate of economic growth was lower than anticipated in the Plan while population growth was much higher resulting in an acute food crisis. The production and release of the Fourth Five Year Plan was postponed in order to buy time to correct the perceived weaknesses of earlier planning models and micro-level strategic interventions. Postponement of the introduction of the Fourth Five Year Plan in 1966 marked the end of a 15-year period of dominance of the technocratic policy analysis paradigm for policy analysis and research in India. The Planning Commission lost its hegemonic position of policy research and decision making, and policy decisions shifted to political and civil service leadership in the executive departments of Government of India. This shift, therefore, implied some loss of credibility of the Planning Commission’s expertise and discussions about planning and policy became more open to the public, particularly once government ministers began to initiate discussions about specific policies. Ministers and other legislators further brought policy issues into public focus by raising discussions in parliament, an institution that provided relatively higher public access and transparency. The era of insulation of policy analysis from politics had come to an end. Planning related crises continued to worsen and public assessments helped policy analysis become more and more democratic over time, and this became apparent in varying forms in public debate as well as outputs from research institutions.

In the period from the late 1960s onwards, failure of plan objectives was blamed on poor implementation and projected in the public sphere as a crisis of implementation. Yet, there was no critical reflection of the econometric modeling or formulation methodologies of the Plans themselves. As a direct consequence, plan failures did not entail a critical thinking about policy analysis, rather the focus turned towards reform of administrative structures and process and ended up as an issue about the administration of plan objectives. For example, one of the major moves was to invite public administration experts from the United States and the United Kingdom to advise on the improvement and reform of administrative structures and process, the idea being that Western bureaucracies’ attributes of efficiency and effectiveness need to be employed in the Indian situation to achieve success in plan implementation.

This closed policy analysis paradigm, as we have outlined above, had consequences for the development of policy research institutions as well as the development of the discipline and practice of public administration. Early policy research institutes were established to supply data, (because the failure of policy/plans was framed as lack of adequate or accurate data interlinked with, and also a consequence of poor implementation). Departments of public administration also were established in a large number of universities, independent institutes, towards the development of more professionalized practice. As a consequence, attention shifted to public administration and not towards policy analysis. Given that the policy process was understood as consisting of two successive stages—formulation then implementation, the key problems were framed as gaps in implementation, lack of coordination, and poorly developed roles of policy making and implementation professionals. Studies conducted in these public administration departments concerned relationships between bureaucrats and politicians, local administrators and politicians, which mainly demonstrated divergences in policy outlooks of these pairings. Following these studies, decision-making units and processes within ministries
and departments were established to standardize and simplify rules and administrative processes of decision-making behavior and conduct. There was a strong influence of Zero-Base Budgeting (ZBB) and Performance-Based Budgeting (PPBM) from the United States. The entry-point for this influence came from the Ford Foundation and USAID, with both playing a major role in providing technical expertise and funds for adaptation of Indian institutions and bureaucratic processes. The thrust of the U.S. influence was shaped by the recommendations of Paul Appleby of the Maxwell School at Syracuse University who had been invited by the Government of India in 1953 to study Indian administration and make suggestions of reform. His suggestions emanated from his belief that administration that served imperial rulers could not fulfill the aspirations of an independent India. The idea that there was a dichotomy between bureaucratic dispositions and development needs was widely accepted and the whole enterprise of implementation reform began to take shape under the American experience and influence. Professionalization of the administrative system through improved technical processes of decision making and imbuing a professional outlook among the administrators became the dominant themes of reform. Considerable American scholarly writing during this period emphasized these themes (see e.g., Braibanti and Spengler, 1963; Taylor et al. 1966). Most of the American scholars and consultants stressed the need to convert to a more flexible, freewheeling, administrative system where a clear responsibility of tasks is laid down. Indian public administration scholars began to move away from the legal framework of administering rules and regulations to behavioral orientations of commitment, dedication, and discretion. Led by the Indian Institute of Public Administration (IIPA), the graduate study of public administration in universities began to stress the role of individual behavior in attaining development goals and the relationships that bureaucrats forged with politicians.

There were only small voices of dissent against the dominance of the implementation failure framework. These came from within the field of economics too, mainly from B. R. Shenoy, the first major critic of the approach to planning and policymaking, who argued in favor of a more open economy and much less government control. Rather than argue for alternative methods of policy analysis and planning, Shenoy’s critique was substantive and he appeared to be committed to laissez faire methods in so doctrinaire a manner that no one outside business circles took much notice of his criticisms (Hanson 1966, 128). He was among those economists who challenged the core strategy of investment in heavy (mother) industries that produced machinery to carry forward the process of industrialization and industrial production. The process of transfer of agricultural labour to the industrial sector to reduce rural unemployment and poverty and increase savings for investment by postponing consumption was seen as skewed in their view. Essentially, the argument of these economists was that centralized planning would stultify India’s economic development rather than stimulate it, while accepting that economic growth has been achieved in some countries by this strategy. These economists argued that the implicit economic and political cost of this growth was disproportionately high in comparison with any long term benefits. However, these writings failed to provide clear alternatives for India and consequently did not engender widespread debates to seriously challenge India’s dominant development paradigm.

To summarize, policy analysis emerged from the technical imperative of designing Five Year Plans and was supported by overseas economic development experts. Lacking a historical indigenous tradition and a failure to look at the enterprise of policy analysis in favor of implementation (a consequence of the classical economics tradition), the dominant paradigm in Indian policy analysis remained a technocratic and economics-led field of research and practice. This emphasis in government led to the establishment and further development of public administration, influenced primarily by trends in the United States. In turn, this influence was reflected in the focus of the curricula of university departments and institutes, to the neglect of policy analysis as an independent field of

4. The Ford Foundation alone spent $360,400 in grants to institutions and $76,000 in providing consultants and specialists to improve public administration in India during 1951-62 (Braibanti 1966:148).
study. Due to the multi-disciplinary character of the development of social science research in the 1970s and beyond and the participatory imperatives in the policy sphere, policy analysis began to emerge as a critique of the dominant paradigm. We illustrate these developments below by examining the trends in social research and the policy studies that were produced.

SOCIAL RESEARCH AND POLICY STUDIES

Apart from economics and history, other social science disciplines were slow to develop as major fields of study. Until the 1970s, political science was in infancy, and had focused its attention on legal and constitutional structures/institutions of government since colonial times. Sociology was oriented to and carried out by Western sociologists and was limited to describing and interpreting the “Indian social group, structure and interaction” to a primarily Western audience, and there was little direct analysis of public policy from sociological perspectives. The debate among Western analysts was concerned with the problem of “tribes” or traditional societies within developing countries—whether they would benefit from being incorporated in the mainstream of modernization or left untouched to pursue their own cultural norms (Guha 1999).

Empirical political science emerged from a focus on the impact of social groups on electoral behavior. Developed mainly as psephology, questions were restricted to electoral behavior, social basis of elections, participation of socially deprived groups. It then turned its attention to implementation studies. With the acceptance of core planning objectives and goals, political science went on to do research about the implementation of panchayati raj (local self-governance at the village level). It neither attempted to theorize the appropriateness of decentralization in the face of diverse sets of local contexts nor sought to examine unintended consequences of panchayati raj institutions such as fragmentation of decision making and accountability. Political scientists rarely questioned the underlying norms of policy or planning objectives, rather analysis placed importance on their performance with respect to the procedural aspects of establishment and operation of panchayats.

Economics was the most well-established discipline in the Indian universities. Research institutes were also staffed by economists. Hence policy debates were chiefly initiated and conducted by economists, and therefore they were able to set the terms of the debate restricting it to this field. As economic planning was accepted as the dominant paradigm, voices of dissent were either suppressed or ignored, but dissent also came from economists. For example, the classical economist, A. D. Shroff established the Forum of Free Enterprise that attempted to offer free-market alternatives to centralized planning. The Forum was unable to make much impact given the dominant paradigm, yet it floated a political party based on the free enterprise philosophy and offered candidates for election in 1961.

Institutionally, universities had traditionally been organized as faculty of arts (that included political science, history, sociology, and mostly English-language literature) and technical faculties of medicine, engineering and pure sciences. There were changes in the 1970s with Jawaharlal Nehru University, New Delhi adopting a more multi-disciplinary mode of study in organizing its departments. Currently, policy analysis has been adopted as a full fledged topic of study at the university’s Centre for the Study of Law and Governance. Many other institutions have followed this course.

More recently, policy studies in India have gained considerable ground. These have mainly drawn upon theoretical approaches developed in the West. Here we briefly examine some exemplars for illustration and their theoretical approach to policy analysis in India. Broadly, recent mainstream

5. Kothari (1970) was an early book that employed structural-functional approach to study Indian politics and was published in the series edited by Gabriel Almond.
6. While this section is illustrative and summative rather than comprehensive and substantive, our selection of the literature is representative of wide-ranging policy analysis scholarship.
policy literature has drawn upon cost-benefit evaluation studies, neo-institutionalism (March and Olsen 1989), neo-Marxist analysis, and a mix of pluralist approaches. Through a program evaluation approach, evaluation studies of various policies and programs have been carried out that sought to identify factors responsible for policy failures and to suggest changes in program management and design to succeed in future iterations. Embedded within the centrally-planned developmental framework, problems of implementation took precedence in these studies under the guiding assumption that policies failed and/or could not achieve their objectives because of inadequacies in bureaucracy and administration related to values of efficiency and effectiveness. There was an uncritical acceptance of the legitimacy of the goals of the policy, and sources of failure were seen to be located in the bureaucratic/managerial process rather than in program design and formulation of objectives. Little attention was paid to the appropriateness of particular policy goals or the means for their achievement.

The situation changed in the late 1960s when the country was confronted with a food crisis, industrial stagnation, a resource crunch and suspension of the central plan. Policies began to be assessed in relation to plan models, cross-sectoral relationships and the global economic context. While evaluation studies primarily focused on the efficiency and effectiveness dimensions of the bureaucratic structures and process, they failed to even explore the assumptions implicit in the officially stated policy goals and strategies. While this orientation was useful in collecting and collating basic data, the methodology failed to provide a conceptual framework for seeking policy alternatives. Consequently, economic evaluation studies began to take on a normative assessment element as well, where questions of appropriateness became more salient. It was acknowledged that efficiency criteria may only promote particular types of programs or policies, and preclude others. The focus began to shift from narrow managerial bureaucratic considerations to challenging the very goals that a policy was seen to promote.

As a result, the theoretical focus shifted from state institutions per se to societal institutions that provide the arena for political contestation between groups. Derived from pluralist democratic theory (Dahl 1961), the assumption was made that the public interest is best served by a public policy that emerges from such competitions (Krueger 1974). Policy scholarship more recently began exploring the reasons and the context of the introduction of economic reforms. Scholars and practitioners from various academic persuasions joined in this exploration. Jenkins (1999) utilized an institutionalist approach to interpret the political mechanisms that facilitated reform processes in India. Through a discussion of incentives, institutional frameworks and skills, he highlighted the interaction between elite groups to explain the policy shifts that are labeled as “liberalization.” Other influential studies have used a mix of pluralist-institutional approaches to model individual and group behavior through institutional incentives to achieve beneficial outcomes (Kohli 1989; Varshney 1999).

Neo-Marxist analysis has also grappled with this major recent move for economic reform posing the question of “why Indian capital, which was obviously a beneficiary of the protection offered under the earlier regime of intervention went along with and in fact celebrated liberalization of the

7. The literature concerning implementation is very large but the arguments cited in the reports of the Administrative Reforms Commission (1969) set up by the Government of India summarize the reasons of failures of achieving plan goals and targets.

8. The evaluations of the Integrated Rural Development Programme (IRDP) at the end of the Sixth Plan (1976-81) are an illustration of how the focus on the efficiency/effectiveness dimension circumscribed the discussion on finding ways to improve the implementation of a given policy and marked a departure from the kind of studies that were being conducted. It is only when the issue of appropriateness was raised—would you have a society of wage earners or entrepreneurs?—those policy alternatives came into sharper focus (Rath 1985, Dantwala 1985).

9. “It is plausible to argue, but difficult to prove, that any other government in office in mid-1991 would have done roughly the same in terms of fire fighting and crisis management simply because there was little choice” (Bhaduri and Nayyar, 1996:49).
kind introduced in 1980s and 1990s” (Ghosh and Chandrashekhar 2002). Their analysis identifies macro-level social and economic factors as explanatory variables to suggest that class linkages forged between domestic capital, international financial capital and the Indian middle class contributed to such a reform process. Other scholars suggest that such economic reforms were a normal/fire-fighting response to the economic crisis that the country faced in 1991 and was an instrument of crisis management by the government, given a neo-liberal international framework.9

Elements of March and Olsen’s (1989) neo-institutional analysis are salient in Varshney’s (1995) analysis of the design of India’s “new” agricultural policy (1966–68). Using a neo-institutionalist view of institutions as a complex of routines, norms, rules, and understandings, he identified institutional incentives in the three ministries of Agriculture, Planning, and Finance that were directly involved in formulating agricultural policy. Such incentives are mediated through logic of appropriateness and logic of consequentiality of the political context within which institutional actors operate. Varshney points out that institutional actors involved in micro-process of production sought growth through increasing production, while at the same time making a political case for raising prices as well as subsidies. However, actors in the food department, concerned with feeding people, would make a case for lowering prices, acting on a different set of incentives. In his analysis, The Planning Commission was driven by dual and competing incentives, attempting to balance on the one hand raising agricultural production and on the other resisting raising food prices and subsidies. The Finance Ministry actors controlled spending and displayed resistance to subsidies and price rises to prevent imbalances in their budget. Varshney shows how the logic of consequentiality shaped individuals’ roles within institutional parameters, and sketched out the state-institutional space for struggle over policy outcomes by political leaders and bureaucrats who held distinct visions of the agrarian economy.

Mathur and Bjorkman (1994) utilized an institutionalist perspective to explore the role of key individuals by focusing on cabinet ministers and civil servants in policy making. Their analysis identifies determinants such as actors’ situational-institutional framework, nature of career and recruitment, and characteristics of professional experience that mediate the contribution of India’s elite decision makers to policy making. Highlighting the predominance of political over administrative inputs into the policy process, their research suggests that the dominant image of rational decision-making articulated through the values of efficiency and technical optimality is undermined by a more dynamic interaction of values and beliefs of key actors and the framework of institutional constraints they impose on policy issues.

In a critical analysis of state action, Mathur and Jayal (1997) examined the policy process regarding drought in India. By examining the assumptions on which drought policy is formulated, they show how the powerful definition of “drought as crisis” led to the dominance of solutions that covered a short-time horizon, leading to the institution of measures to alleviate the immediate hardship of affected people. Blaming drought on unpredictable vagaries of nature, erratic monsoon, and, in some instances, on “the changing mood of the gods,” this dominant view of drought then precluded the formulation of a long-term strategy that would include the provision of better infrastructural farming facilities in drought prone areas. Due to the assumptions of the causes of drought, long-term concerns simply did not enter the definition of the crisis. Thus policy contributed to exacerbating social consequences of drought even as political mileage is derived from drought management. Government performance evaluations were conducted at a technical level only accounting for responses to immediate needs, which, unsurprisingly, produced positive evaluations. An example of discursive policy analysis, this study identifies the frames through which the drought as crises discourse is formulated upon which, in turn, solutions are constructed. In addition to showing the substantive weakness of government response, their analysis carries a critique of the narrow technical focus of evaluations which are embedded within the dominant empiricist epistemological position. They suggest that the failure to consider policy alternatives is a direct consequence of the dominance of the crisis discourse and the consequent inability of other discourses (where radically different
strategies emerge from alternative problem definitions) to arise and enter the deliberative space.

The field of environmental policy has attracted a rich contribution through a critical-analysis approach. Scholarship has examined the appropriateness of environmental policy and compared its social and cultural consequences with economic benefits. There have been a series of struggles and conflicts for water and forest rights which have raised issues regarding community rights in forests, rehabilitation, and displacement through large projects and the utility of large dams. Guha’s (1973) study was among the early studies that played a crucial role in opening up the debate on environmental issues. In studying the Chipko (Tree-Hugging/Conservation) movement in North Indian Himalayan region of Garhwal, Guha highlighted the concerns and response of the local community to their loss of livelihood and control of local forest resources, in a context of commercial, state-sanctioned deforestation. Guha’s analysis portrayed this movement as a challenge to India’s national forest policy, and influenced both future public debate and policy reflection. A more recent issue, and a highly controversial and contested one is the case of the construction of the Sardar Sarovar dam on the Narmada River. It evoked sharp reactions from both its critics and supporters and led to a large number of research studies. With government oriented and international economists justifying construction of another big dam on technical and engineering attributes and its contribution to an abstract ideal of universal social progress, this technocratic growth narrative was challenged on grounded factors that drew attention to the displacement of inhabitants and the loss of their livelihoods based around the affected river systems. Not only has the popular struggle against the construction of the Narmada Dam attracted global attention, it has engendered policy argumentation that encompasses enormous amounts of technical concerns as well as challenges the basic meanings of development (D’Souza 2002; Dreze et al. 1997; Baviskar 1995). The movement against the dam project appeals to a participatory ideal of democracy where people not only have a right to information and be consulted about development plans likely to affect their lives, but where people have a right to play a role in the design and outcomes of such plans. As a consequence, the movement articulates a set of cultural rights to a way of life and the associated material rights to natural resources, in and by which they have lived (Jayal, 1999, 254).10 Other studies in the post-modern tradition are too numerous to list here but have contributed immensely in opening the doors to a more grounded social science outlook and enriched policy research while facing tremendous resistance from the mainstream. However, this change in policy analysis has occurred simultaneously and partly due to the growth of a participatory politics in India, spearheaded through non-governmental organizations (NGOs), as we illustrate in the next section.

NGOS AND THE DEMOCRATIZATION OF POLICY ANALYSIS

In the past 15 years, India has undergone a process of market oriented economic reforms that have gone hand-in-hand with a “modernization program for government. Governmental reform, though slow, has helped expand the democratic space for dominant social and political values to be contested. For example, greater decentralization and capacity building in village councils (panchayats) were brought about through constitutional amendment, and have consequently provided a wider space for the expression of frustration and anger with the failure of state policies and action (Roy et al. 2001). The state’s overall response to such demands of “deeper democracy” from civil society has been variable, ranging between greater cooperation and dialogue in some instances and ignoring them in others. And representing civil society in this democratic expansion and transformed relationship with the state have been NGOs, the civil sphere institutions of policy research and advice. Build-

10. As pointed out there is a large amount of literature that has responded to the issues raised by the construction of the Sardar Sarovar project. For a source of this literature see Jayal, 1999 and Baviskar 1995.
ing on a more general call for reform from the grassroots upwards, NGOs are becoming catalytic agents in facilitating a movement for deeper democracy in India. Several directories provide lists of NGOs that straddle the functions of research, advocacy, mobilization, and empowerment through campaigns and education (Shah, 1991). Estimates indicate that tens of thousands of NGOs operate in the sector broadly labeled “development” and receive US$9–10 billion from international sources and Rupees1,500 million (US$35 million) from domestic sources.

NGOs operate at several levels, ranging from service provision at the local level working to offset the impact of the failure of state provision to alternative program formulation to organizing protests. In time they have grown to coproduce and codeliver government services and facilitated communities to organize themselves to procure services or access entitlements. At the delivery level, their impact is limited to the demands of their target population, and statutory constraints. However, their micro-level experience and practice influences wider patterns of debate about policymaking and delivery. NGOs have attempted to apply their success models to other situations and other areas in the country. As alternative democratic mechanisms that consider development as a bottom-up approach, NGOs have argued for a nation-wide transformation in the developmental planning process in order to expand positive outcomes for a greater number of people at the local level.

NGOs attempt to directly shape public policy through advocacy rather than the above-described approach of replication of best-practice models. NGOs may enter policy advocacy directly by organizing campaigns and protest themselves or joining policy networks or issue-based coalitions. In the context of poverty, participation, democratization, and equity concerns, Indian NGOs have engaged in organized advocacy in fields as diverse as informal, unorganized sector and child labor; affirmative action and protection for the disabled; a wide range of women’s issues; environment, forests, and related issues such as displacement and rehabilitation; health; judicial reform; participatory management and governance; consumer rights; appropriate technology; shelter and other issues affecting the urban poor; and issues relating to their own working space (Khan 1997, 13). The advocacy role of NGOs and their role in popular mobilization has contributed to successful policy changes such as the adoption of a joint forest management model (Joshi 1999; SPWD 1993), as well as enabling improvement in top-down policy changes such as the mandated representation of women in local government institutions (Vyasulu and Vyasulu 2000; Jha 2004).

In the space between service delivery and direct advocacy for policy change, NGOs have developed alliances with other non-state entities to further an alternative and participatory discourse of development. In concrete terms, NGOs have developed relationships with research institutions that tended towards a more progressive policy outlook. In turn, these institutes have played a key role as nodal institutions in the formation of policy networks and coalitions. For example, take the case of the alternative draft of national rehabilitation policy that was spear-headed by the head of the Indian Social Institute (Fernandes 1995). Using this institutionalized research base, a process of information sharing and deliberation among nation-wide NGOs was facilitated. This network of actors comprising NGOs—activists—researchers through extensive deliberations produced not only a set of abstract principles to underpin rehabilitation policy for internal displaced persons or

11. In a volume sponsored by Society of Participatory Research of Asia (PRIA), Khan (1997, op.cit) has provided several case studies of how grass root NGOs have pursued their advocacy activity. Of the five cases documented, the campaign for a comprehensive law for construction labour had a national perspective. Others were concerned with changes at the state or local level.

12. The Director of CWDS in her introduction to the Centre’s Annual Report emphasizes that the CWDS “is committed to creating integral links between women’s studies and the women’s movement and has continued to blend research, action and advocacy in its work while confronting the process of marginalisation of women,” and goes on to add that “it does not view a positive value-based social intervention as being detrimental to social science research” (CWDS Annual Report, 1996-97:1).
refugees, but also concrete alternative policy objectives and strategies to achieve them. In another example, an independent statutory commission and research institute facilitated the formation of networks in the area of the rights of women. The National Commission of Women and Centre for Women’s Development Studies (CWDS) has supported NGOs as umbrella organizations providing a research base and forum for influencing public policy going beyond their remit of “pure academic research” to an advocacy role.12

In the past few years, the support given by research institutes and NGOs that function as umbrella organizations to activists groups including other NGOs has enlarged the scope of public debate in searching for policy alternatives. However, government in its own right has been only half receptive to this alternative source of policy research and action. A case in point is the report of an Independent Commission on Health submitted by the Voluntary Health Association of India (VHAI) to the central government. Formulated through participatory research and deliberative processes organized by several NGOs, it contained more than 350 recommendations in pursuit of an overhauled national health policy. To say the least, the government response was not encouraging. In a letter to the VHAI, the Joint Secretary of Health in the Ministry of Health and Family Welfare referred to the tremendous effort that the government was already making by initiating new programs and then went on to defend government policy. The letter sought to absolve the government of its failures by suggesting that “a responsive and a conscious user will be able to revitalize the sector and make it more accountable than structural changes might be able to achieve” (Government of India 1999, 3).

However, the government has been more responsive in other instances. A demand by a network of women’s groups for a more gender-just budget in 2005 was met with a surprisingly constructive response. The joint Action Group for Women, a forum of 50-odd NGOs working on gender issues had written to the finance minister pointing out the inherent failures in the bureaucratic approach and the need for greater participation of organized women groups in formulating the national budget (Times of India 2005, 8). The finance minister responded by making relevant budget performance data reports from 18 ministries and departments available to this network as a first step towards a gender-just budgeting process. Further alternative policy movements have used budget-setting as a key focus for transformation. The relevance of budget analysis lies in the fact that it has provided civil society with a tool through which it can effectively bring the perspectives and the concerns of the poor and marginalized into the process of policy formulation. More importantly, through budget analysis civil society organizations have successfully demonstrated the importance of strategic engagement with the state for promoting a people-centric discourse (Aiyar and Behar 2005).

NGOs have also developed an independent character to mobilize challenges to the dominance of governmental policy prescriptions envisioning an alternative kind of democratic order in India. For instance, a peoples’ grassroots organization in the western state of Rajasthan, known as Mazdoor Kisan Shakti Sangathan (or Laborers & Farmers Solidarity Association), has led a struggle to fight corruption and demand government accountability, genuine decentralization and build real participatory democracy. This struggle has snowballed into a country-wide movement which led to the passage of a Right to Information statute (Roy et al. 2001).

The evolution of NGOs thus reflects a multi-layered transformation not only in filling gaps of state failure but articulating and acting through an alternative democratic discourse and providing alternative policy analyses. While early policy research institutes primarily acted as sources of data for fitting into government policy and subsequent institutes only partly succeeded in becoming more independent, influential and inter-disciplinary, NGO-type policy institutions marked a wholesale shift in the means of policy research, analysis and contestation. The cross-fertilization of ideas and strategies between NGOs and research institutes has developed into a vibrant dynamic of providing a clear set of alternative policy goals and action strategies in pursuit of an alternative democratic order. In some instances, governmental organizations have also been influenced to adapt and change through their interaction with NGOs. However, statutory constraints and often narrow targets imply limitations on the scope of NGOs to have a major impact on the new technocratic developmental
discourse. Yet the success of their micro-models and widely credited expansion of democratic spaces do imply a constructive role in altering the terms of developmental politics. In this vein NGOs as reflexive organizations are engaged in developing strategic alliances to have a wider impact in the contested domain of public policy (Fernandes 1995, 291).

CONCLUSION

The field of policy research in India has received attention from different scholarly persuasions and institutions. While, initially, policy research was state-sponsored and had a narrow economic orientation, the successive waves of research institutions helped move towards a more interdisciplinary enterprise. The alternative development discourse broadly engendered by NGO-type policy research institutions moved policy research from an interdisciplinary focus towards the very reconceptualization of the meaning of democracy. The dominant mainstream in India is still an economics-technology discourse but has much more intellectual and practical expertise to contend with. Concurrently, policy studies scholarship has also moved on from a predominantly program evaluation orientation to the utilization of a variety of other approaches including neo-Marxist approaches where emphasis is placed on the nature of the (bourgeois) state and the outcomes of class struggles in society to explain emerging policies. Predominantly positivist in orientation, the pluralist approaches account for policy outcomes in terms of contextual incentives, informal and formal rules, and individual and group level bargaining and rational action. In an assessment of the literature, we find that institutionalized policy analysis still maintains a substantially rationalist character, and is less engaged with making a practical contribution to the emerging discourse of a participatory democracy. Expertise and knowledge is defined through the dominant frames of information technology and global management, and sanctioned by state institutions as well as research disciplines. At the same time, NGO activity in a dynamic interaction with state and non-state institutions have been the sources for alternative policy research and alternative sources of expertise. It is to this transformative space that policy research should (and has begun to) pay greater theoretical attention, going beyond the limitations of the traditional policy research orientations towards a postpositive approach.

Our account of the changes in the field of policy analysis in India draws upon the postpositivist critique of the dominant empiricist orientation of policy analysis and converges with its analysis of trends in the West. The postpositive perspective in policy studies seeks to provide an improved reflection of the world of practice as far as policy process is concerned. Instead of attempting to insulate decision making from everyday politics, it attempts to show that policy problems are defined in a subjective fashion and are dependent on the values and beliefs of the actors involved (Fischer 2003). Policy changes can then be as due to dynamics of complex relationships between societal actors that produce new constellations of social forces. Thus policy making can be recognized as a dynamic process occurring in a network society rather than one within hierarchies (Hajer and Wagenaar 2003). Emergence of the concept of governance brings into focus a new range of multi-level relationships among various governmental institutions, civil society organizations and international organizations. Policy analysis would then move away from the pretense of objective and value-neutral policy analysis assumed in the scientific approach (Fischer 2003, 15) and would open the door to a participatory democracy where citizens can take part in meaningful debates and contest policy issues that deeply affect them. The movement we have identified in this chapter in the Indian policy-making approach is of this order. As a normative project, the participatory imperatives seek to inform the kind of democracy that should evolve in India, rather than seeking to make corrections in programs alone. Moving beyond identifying incremental solutions to merely augment the skills of the politician and bureaucrat, this research orientation seeks to empower citizens to participate in decision making and to engage in a transformative democratic policy analysis.
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Korean Policy Analysis: From Economic Efficiency to Public Participation

Changhwan Mo

INTRODUCTION

The Chosun dynasty in the Korean peninsula from 1392 to 1910 was a society governed by the philosophy of Confucianism. Policy making during this period was made by kings and elites who were called seonbi. The ideal seonbi were leaders who possessed high moral character, extensive knowledge of philosophy, poetry, manners, and history. But there was nothing like a formal discipline that dealt with politics or policy during the Chosun dynasty. The main guidance for statesmen was historical knowledge, stories that provided policy makers with some lessons relevant to the time. This remained the case until recent times when policy analysis as an academic field was introduced in Korea, largely taking its lead from American social science. This chapter examines the history of Korean policy analysis from 1960s to the present in order to understand its evolution and development.

One way to look at the evolution of policy analysis is by examining the nature and content of the articles published in the field. Toward this end, various Korean scholars (Kwon 1996; Hong and Kim 2001; Hur 1996; Kim 1992; Mok and Park 2002; Lee and Jung 1996; Song 1992) have reviewed the policy articles that had been published in major Korean journals. Kwon (1996) analyzed previous policy studies in Korean Public Administration Review (KPAR) from 1967 to 1995. According to him, 67 percent of those policy articles in KPAR applied a descriptive approach and 33 percent of them had a quantitative orientation. Following Kwon, Hong and Kim (2001) analyzed 77 articles that addressed policy issues in KPAR from 1996 to 2001. According to them, while 23 percent were descriptive in nature, the other 77 percent involved explanatory studies that investigated the correlation between social and political factors. Of the 70 percent, qualitative studies constituted 40 percent with quantitative studies constituting the rest.

Kim (1992) analyzed 210 policy articles in both KPAR and the Korean Review of Political Science (KRPS) from 1967 to 1992. He discovered that most of the articles addressed efficiency by applying a quantitative method and the scholars who adopted a quantitative method generally chose to study subjects that fitted that method. While Korean scholars, according to Kim, concentrated on specific subjects such as finance and welfare, they avoided more difficult subjects that could not be easily quantified, as well as those that took long-term perspectives. Seventeen percent of the articles from 1967 to 1976 were quantitative. They had increased to 38 percent from 1977 to 1987 and increased again to 58 percent from 1988 to 1991. Most of those quantitative studies focused on economic efficiency. According to Kim, out of 84 quantitative studies that addressed policy issues, 64 articles were based on economic efficiency, while 20 of them addressed policies from the perspective of social equality or political democracy. This trend reflected an attempt to separate values and facts in policy analysis.
Mok and Park (2002) analyzed all articles in the Korean Policy Studies Review (KPSR) from 1992 to 2001. They found that about 40 percent of articles applied a qualitative method and the rest of them, employed a quantitative method. According to Lee and Jung (1996), about 70 percent (106 out of 161 articles) of previous studies on policy decision making suggested alternatives after an analysis of specific policy issues such as social welfare and environment.

During the past decades, several U.S. scholars (Fischer 1993, 1995; deLeon 1997) have argued for the inclusion of normative values and the practical utility of including more participatory forms of policy analysis. Such participatory research incorporates the opinions of ordinary citizens into policy making, while experts act as a facilitator to help them to decide by themselves through a deliberative process. This participatory paradigm has had increased influence in the field of policy analysis in Korea. Previous studies in Korea did not analyze the development of Korean policy analysis from a perspective of a participatory approach; this chapter includes an examination of the development in the latter part of the discussion.

REVIEW OF KOREAN POLICY ANALYSIS: BASIC BACKGROUND

In more than two thousand years of history, Korea had several kingdoms on the peninsula, all of which introduced policy measures to improve economic and social welfare of the citizenry. But there was no formal academic study of the effects of these policies; that only began in the 1960s as was the case elsewhere. “Public policy analysis” is taken here to refer an academic field that addresses policy issues in the public sector, while the term “policy sciences” refers to a field of study that addresses policy issues in both public and private sectors.

In the early 1960s, Korea was one of the poorest countries in the world and heavily dependent upon aid from other countries. In 1961, a military coup took over the government and an Economic Planning Board was created as the most powerful planning and administration agency in Korea. The military government announced a five-year plan of economic development, as it put a priority on economic development. The model put into place pursued rapid economic growth. The economic plan was implemented twice in the 1960s, and the Korean government mainly utilized economists to address policy making.

The military regime took a top-down approach to policy making in an effort to overcome social and political opposition. The policy-making process was mainly dominated by military leaders and elites who supported the regime. The authoritarian regime resolved policy conflicts through an emphasis on control and order, with most policy studies during the period emphasizing state guided economic development and efficiency. In this political context, policy analysis was thus largely used as a tool to rationalize the power of the regime. Some of policy scholars, it is important to note, supported the military dictators with analytic techniques that helped them stay in power. Under the control of these political arrangements, citizens had no chance to participate in public policy making and implementation.

During this period, however, Korea did move from a country with a per capita income of less than $100 per year in 1961 to more than $15,000 in 2005. In the process, the government has engaged in planning the economy in ways that would control for market failures and promote export industries basic for economic growth. These economic policy measures, moreover, worked to draw attention to policy-making processes more generally.

Korean scholars who had interest in decision making and planning with respect to economic development also started to show interest in policy analysis more generally. Korean universities started to include policy analysis within their curricula in the middle of 1960s. A graduate program of public administration in a public university offered a course of policy formation in the spring of 1968. At this time, other graduate schools also began to change their curricula so that they could provide students with development theories and policy courses. Before then, the curriculum focused...
narrowly on public administration. The graduate school provided core courses, such as policy decision making and the content of policy analysis for students. Policy focus was beginning to broaden.

According to Hur (1996), policy analysis was taught under course titles such as “planning” or “decision-making” in the 1960s and 1970s. It was not taught as “policy analysis” per se until the 1980s. Most courses in policy analysis were offered in the departments of public administration rather than that political science. Most of the policy studies were carried out by scholars in public administration departments. As a result, it has become a tradition of Korean academic society that policy analysis is considered as a kind of sub field of public administration.

**1970s: Importing Policy Analysis**

The military regime of Park Jung Hee changed the Constitution in 1972 to solidify his political reign. Called *Yushin*, the regime initiated radical reforms based on practices of Japanese government in the late nineteenth century. Under the military dictatorship, any form of citizen participation in public policy making was strictly ruled out. The government took a harsh attitude toward citizen participation as it could lead to demands for democracy. This political situation led policy scholars to narrowly focus on the “value-neutral techniques” of policy analysis such as operations research (OR) and statistical methods rather than on democratic values and citizen participation in policy making. In the 1970s, there were no studies that addressed the participation of citizens and interest groups in the process of policy decision making (Lee and Jung 1996).

During this period, the government implemented an unequal development strategy and highly emphasized planning. According to Song (1992, 66), the unequal growth strategy of the Korean government increased social anomalies that made Korean scholars take interest in policy analysis as a new way to solve them. Those scholars who had an interest in planning and decision making started to study policy decision making. More importantly, young scholars who studied in the United States introduced theories of policy analysis, and a policy analysis textbook was published for the first time in Korea (Roh 1976). But, according to Song (1992), most of the policy studies in 1970s sought to supply the military regime with professional knowledge. They provided rationalizing tools for the military regime, serving to implement the repressive policies pursued by President Park.

Given the authoritarian nature of the Park Jung Hee’s regime, the central government was largely a unitary actor in the policy-making process, maintaining strict control over budgetary allocations and personnel appointments. During the course of the decade, however, the regime became to regularly confront a civil society demanding democratization. University students, opposing political parties, and labor unions protested against the government. In face of rising social and political opposition, Park resorted to extraordinary measures to tighten his grip over the control of the country by establishing a new Constitution that allowed him to remain president until he passed away. As Chung (1990, 42) pointed out, “The Yushin regime was extremely authoritarian, eradicating any democratic channels in state-society relations and concentrating enormous power in the President and the executive.”

The government had oppressed the protesting voices of citizens who were adversely affected by a particular public policy, often employing harsh coercive measures. In short, the military regime emphasized economic growth over democratic values and human rights.

It also should be emphasized that in the 1970s the Korean government established several government-funded institutes. These institutes provided the government with professional knowledge so that it could improve its policy decision making and implementation capabilities. Think-tank organizations, such as the Korea Development Institute and the Korea Industry Institute, belonged to the central government and, accordingly, they had to follow the government’s policy directions.

Due to the influence of U.S. Army bases in Korea, with close relationships to the Korean army, the ministry of defense attempted to apply Planning-Programming-Budgeting Systems techniques
(PPBS) and Operations Research methods to public policy making during this period. Experts in policy analysis were significantly lacking, although the government was in need of many experts in the fields such as policy evaluation, PERT/CPM, system analysis, PPBS, and performance budgeting.

**Policy Analysis in the 1980s**

At the beginning of the 1980s the government was still occupied with economic growth, despite the public’s increasing demands for more democratic governance. More and more, government-funded institutes supplied policy makers with the knowledge obtained from policy studies. Although researchers in those government-funded institutes addressed a range of public policies, they were mostly economists whose priority was on efficiency.

In 1987, the military rule finally came to an end, and the long-oppressed demands of the citizenry for more open government were answered by the victory of democracy movements. Most importantly, civic society took up the challenge of political democracy and many civic groups were formed in the 1980s. Since the inequalities of the development policy of the previous government had produced numerous social problems in the late of 1980s, Korean policy analysts had an opportunity to be taken in new directions, with Korean scholars expanding their perspectives beyond economic development to include various social issues.

In the 1980s, new textbooks of policy analysis with titles such as *Introduction of Policy Sciences*, *Policy Evaluation*, and *Policy Analysis*, were published. In large part, they presented American policy concepts and practice. In 1981, graduate schools established new courses in policy analysis methods, policy implementation, policy development, and policy management. The curriculum change in the graduate programs for policy analysis widely impacted other programs in public administration. Also in the 1980s, a few studies emerged that addressed the participation of interest groups such as labor unions and coalition of farmers (Lee and Jung 1996).

President Roh Tae Woo took power in 1987. Since he was elected after the uprising of citizens in June 1987, he had to accept new democratic approaches in policy making and public administration. However, as he came from the military and was considered as a successor of the former military dictator, Chun Doo Hwan, his approach to citizen involvement in government left many unsatisfied. Although Korea became a democratic society after almost 30 years of dictatorships, the government still maintained elements of an authoritarian political culture.

**New Methods and Practices in the 1990s**

An important step in the formal advance of policy analysis was the establishment of the Korean Association for Policy Studies and the Korean Association for Policy Analysis & Evaluation in 1992. In the early 1990s, thanks in significant part to these new associations, Korean policy analysis could now find its identity independently of both the academic fields of public administration and political science. At the same time, citizens and students stopped challenging the legitimacy of government since the country possessed a relatively democratic political system under the guidance of an elected president. But, as an extension of democratic politics, civic groups and labor unions began to struggle against government policies related to issues such as environment, trade and labor practices. This provided a favorable environment for policy scholars who wished to study a diverse array of policy issues in the Korean society.

The new democratic government required, of course, a different approach to resolving policy conflicts. Although the Korean government was looking for a peaceful way to resolve such conflicts, it was unsuccessful. One example was the difficulty that the government encountered in siting and constructing a nuclear waste facility in face of strong protests from citizens. If a military regime
had still controlled the country, it would not have allowed citizens to launch such protests against government. The new government had to permit such demonstrations and found it difficult to make such decisions. Due to these protests, Korean scholars of policy analysis began to pay increasing attention to policy conflict and the democratic process of policy making (Roh 1996).

Then, in 1997, Korea experienced an economic crisis. The Korean economic and social systems collapsed, creating problems that had been unforeseen. No one had been able to forecast or prevent the collapse of the financial system. Due to the crisis, citizens became more and more aware of the importance of their involvement in policy making in the public sector. Several studies addressed the participation of interest groups such as labor unions and corporations in the process of policy making, but there were no empirical studies that addressed the participation of ordinary citizens in policy decision making (Lee and Jung 1996). Although there were a few studies of the participation of civic groups in the process of policy decision making, there was no research published in the KPSR during the 1990s that addressed public participation in public policy making.

At this time quantitative studies, as already noted, were dominant in the major journals of policy analysis in Korea, while qualitative studies that addressed social values were undervalued in Korean policy analysis. Policy analysts had not yet paid enough attention to the unique context of Korean policy making, focusing instead on the advanced techniques of statistical methods and operation research. Moreover, Korean scholars did not devote attention to philosophy and ethics with respect to public policy.

In the 1990s, the mass media and the Internet increasingly became import factors for Korean civil society. Since then ordinary citizens have freely used these media to express their voices against government policies. The policy analysis community, as a result, increasingly began to consider participatory approaches to solve the conflicts between citizens and government. Several scholars in the social sciences who had studied in Germany introduced the works of Habermas emphasizing participation and deliberation in public policy making. As the new century began, several articles argued for the rediscovery of “policy sciences of democracy” and emphasized the importance of participatory policy analysis. For example, Moon (2003) and Kim (2003) wrote articles about the discursive theory of Habermas and the normative justification of public policy. In addition, Lee (2001) and Mo (2003) denied the dichotomy between facts and values and argued for a multi-dimensional framework of policy analysis. In 2000, several articles (Kim, D. H. 2004; Kim, G. 2004) published in the KPSR addressed issues of NIMBY (Not-in-My-Backyard) and citizen protests in policy implementation.

In recent years, Korea has been increasingly experiencing serious policy conflicts that the Prime Minister’s Office has sought to deal with through a bill proposed in 2005 in which participatory approaches such as consensus conference, deliberative polling, scenario workshops, and citizen juries are made mandatory for so-called “wicked policy conflicts.” The goals of the bill are to contribute to social unity by resolving conflicts on the basis of participation and deliberation and to establish a framework of consensus through communication, compromise, the recovery of trust between public organizations and citizens, and the improvement of the capabilities of public organizations with respect to mitigation of conflicts by stipulating procedures designed to help prevent or solve them. The bill mandates a public organization to adopt a participatory approach in taking measures to manage or resolve conflicts. Given that the existing citizen participation methods such as public hearings and legislative hearings do not solve most serious conflicts that have been increasing in Korea, the bill offers a system that requires citizens to be partners in policy decision making. It requires government to fully consider participatory processes by utilizing decision-making methods in which citizens, interesting parties, and experts are all involved. As such, the bill is expected to improve both the efficiency of the policy implementation process and the democratic character of policy decision making by providing for deliberation among citizens and interesting parties. In addition to the mandatory requirement of participatory approaches, the bill proposes to establish conflict mediation methods, to establish conflict management committees, and create a conflict resolution support center.
PARTICIPATORY APPROACHES: PRACTICAL EXPERIENCES

These participatory approaches are reflected in a number of policy issues. As Korea established a democratic political system, President Kim Dae Jung, elected in 1997, stressed his intention to create a participatory democracy in which all people take part in policy decision making. Similarly, President Roh Moo Hyun, elected in 2003, called his administration “The Government of Participation,” and declared that he intended to promote a genuine democracy with the people. He argued that a genuine democracy is possible only when the citizens voluntarily participate in the government rather than being mobilized for it. In so far as authoritarian governments had dominated the citizenry with the help of privileged elite groups, participatory government was intended to change the political culture and give citizens new experiences that would encourage their active involvement in the affairs of government.

Particularly important in this regard have been a number of serious policy conflicts, especially those related to environmental issues. One of those conflicts involved a dam on the Hantan River. This case is of special significance in the Korean policy community, as the central government has attempted to make it an exemplary model for resolving a conflict in a peaceful, democratic way. It was, as such, designed to serve as a model for how to deal with other policy conflicts in Korea. The Hantan River dam conflict was explicitly chosen in 2003 by the Presidential Commission on Sustainable Development (PCSD) as a model project to show that a participatory approach can work to resolve policy conflicts. The demonstration, however, largely failed. The government’s approach was unable to resolve the conflict between government and residents who were adversely affected by the construction of a dam in the Hantan River.

The building of the Sapae Tunnel has attempted to employ deliberative opinion polling method, which allows a significant number of citizens to participate in resolving a conflict. It is the first attempt in Korea that has employed a deliberative polling approach to deal with a policy problem. Whereas the Hantan dam case allowed only a few representatives of those opposed to the dam to participate in the process of conflict resolution with the help of experts, the Sapae case permitted many more. But it too failed as Buddhist monks successfully opposed it. Although the Korean government was again looking for a peaceful way to resolve them, it remained unsuccessful.

In 2003, the government attempted to designate a dump site on Wido Island in Puan County, North Cheonlla province. It designated the island as a nuclear depository site, but it dropped the designation due to fierce oppositions from residents and civic groups. The Puan residents and activists for environment protection staged violent demonstrations for several months in 2003, demanding that the bid initiated by the county mayor be scrapped. After the government failed in designating a site for the construction of nuclear waste dumps, it proposed a solution to solve the problem by a popular vote. It first accepted voluntary applications from local governments willing to allow the construction of the nuclear dump facility to house low- and intermediate-level radioactive wastes with the assistance of public subsidies. Four local governments applied as candidates for the project: Kyongju, Kunsan, Yongduck, and Pohang. Among them, the Kyongju-city’s bid to accommodate it was overwhelmingly approved by residents (Kim 2005). As an initiative to raise public understanding on the safety of nuclear waste dump site, four regional governments embarked on extensive public relations campaigns. Before the voting, residents had a wide opportunity to access all information with respect to any issues related to the dump site. The government emphasized that the location of the site would be decided after there had been sufficient development of a social consensus among local residents.

The Kyongju-city residents approved the construction of the dump site by nearly 90 percent (Kim 2005). The city was automatically designated as the dump site in October 2005. The Ministry of Commerce, Industry and Energy (MOCIE) had pledged that it would select the final bidder based
on the voting results. In addition to geological conditions, the rate of citizens’ approval demonstrated by voting became the government’s most important selection criterion.

For their willingness to accept the waste site, the Kyongju residents will receive major economic benefits. The government promised a financial support package of $300 million for regional development, in addition to an estimated $5–$10 million per year (depending on the amount of nuclear waste deposited at the site). Furthermore, the central government would relocate the headquarters of the Korea Hydro & Nuclear Power from Seoul to the area of the dump site. As South Korea is the world’s sixth-largest nuclear power producing country, operating 19 nuclear reactors, these measures helped to deal with the rather disparate need to find a permanent solution for nuclear wastes. The fact that the conflict was resolved through political and deliberative processes, accompanied by economic compensation, rather than through rational decision making formally understood, illustrates the importance of the new interest in these approaches for the Korean policy process.

CONCLUSION

In the 1960s and 1970s, as we saw, policy analysis did not flourish under the authoritarian regimes that controlled Korea. To the degree that it developed, it was focused with economic development and economic efficiency. It is argued that some of policy scholars did work for the authoritarian regime, seeking to rationalize its policies. But it was not until the 1980s that Korean policy scholars were able to expand their research to include various issues related to the negative consequences of the authoritarian governments, such as poverty, education, environment, welfare, and labor issues. In the 1990s, Korean scholars also expanded their interest to citizen participation. As the Korea government increasingly democratized the political system, introducing various participatory practices, policy analysts also began to show interest in participatory policy analysis. Several studies have subsequently examined the feasibility of participatory approaches for resolving policy conflicts, especially as they have emerged in the policy-making process.

Many scholars, however, have noted the reliance of Korean policy researchers on foreign literatures, particularly the literatures of the United States and Western Europe. They argue that Korean policy analysis now needs to pay more attention to their own political context. Pointing out that most studies on policy decision making in Korea have applied policy theories borrowed from other political cultures and experiences to explain Korean cases, Lee and Jung (1996) criticized Korean policy scholars for not having created Korea-based policy theories that speak to the country’s own culture, practices, and interests. The Korean policy analysis community, they argue, has not yet reached a state in which it can develop its own policy theories and analytic methods that are more appropriate for Korean politics and policy issues. This would appear to be the next important step in the development of the field.

NOTES

1. deLeon (1997, 111) pointed out that “fundamentally, the ideal behind [Participatory Policy Analysis] is that more-generalized and less-vested panels composed of citizens at large are empowered to participate in deliberations over public policy issues over an extended period of time (say, a year). A participatory policy analysis requires policy analysts to select Rose’s ‘ordinary citizens,’ randomly chosen from a broadly defined pool of affected citizens (possibly formulated to take sociocultural variables into account) so as to avoid the stigma of being ‘captured’ by established interests and stakeholders, to engage in a participatory a participatory analytic exercise.”

2. The Prime Minister’s Office of Government Policy Coordination has sent the proposed bill to Congress for legislation after several public hearings in May 2005.
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Presenting a broad, comprehensive perspective, the Handbook of Public Policy Analysis: Theory, Politics, and Methods covers the historical development of policy analysis, its role in the policy process, and empirical methods. The book considers the theory generated by these methods and the normative and ethical issues surrounding their practice.

Written by leading experts in the field, this book deals with the basic origins and evolution of public policy analysis, examines the stages of the policy-making process, and explores the role of political advocacy and expertise. Focusing on rationality in policy decision making and the role of policy networks and learning, the book addresses the role of argumentation, rhetoric, and narratives as well as comparative, cultural, and ethical aspects of public policy. Later chapters discuss primary quantitative-oriented analytical methods, qualitative sides of policy analysis, and tools used to refine policy choices. The final chapter traces the development of policy analysis in selected national contexts.

The Handbook of Public Policy Analysis: Theory, Politics, and Methods describes the theoretical debates that have recently defined the field, including the work of post-positivist, interpretivist, and social constructionist scholars. This handbook also explores the interplay between empirical and normative analysis, a crucial issue running through contemporary debates.

Features

- Illustrates the role of politics and the positions of political leaders, advocates, and experts in politics
- Notes the variations in policy analysis across different countries, cultures, and ethical standards
- Surveys and critiques statistical techniques used in analysis
- Discusses aids to decision making, including cost–benefit analysis