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Introduction

Warfare is the quintessential government activity. As a rule, a national government that is unprepared to defend itself against armed attackers cannot expect to retain control of its territory, resident population, and other resources. Hence, nearly all governments devote substantial efforts to maintaining effective armed forces. Military preparedness requires that resources be diverted from civilian uses. The organizing and financing of that reallocation, normally effected by some combination of market and nonmarket means, have important consequences for the performance of the entire economy, especially when the reallocation takes place on a large scale. With huge costs and benefits at stake, the nation’s political and governmental systems invariably become actively and pervasively engaged in the process.

The political economy of actual warfare or “defense” (preparation for warfare) in modern times calls to mind the so-called military-industrial complex. In the United States, since World War II, a more illuminating concept is the “military-industrial-congressional complex” (MICC) [Higgs, 1990]. A closely related idea is that of the “iron triangle,” which when applied to defense issues, denotes an arrangement composed of at least a military purchasing agency, a private supplier, and the congressional committees with oversight and appropriations authority (Adams, 1982). Around this institutional triad, other actors often congregate: consulting firms, trade and veterans’ associations, scientific organizations, universities, think tanks, labor unions, “public interest” groups, and representatives of local governments, among others. From the pulling and hauling of all of these interest groups emerges the policies and actions that constitute the operation of the MICC. The general public’s role is to bear the costs of the vast operation and to enjoy, so to speak, the benefits of “national security” in the event that the MICC succeeds in producing any of that hard-to-define output.

The workings of the MICC may be viewed usefully as a process in which the various actors, each relying on his own knowledge, opinions, and ideology, create the policies and take the actions that establish, maintain, and modify the military establishment. Conceptually, the analyst can understand better the connection between the actors and their ideas, on the one hand, and their actions, on the other hand, by analyzing the institutional context within which the actors take their actions. The prevailing
institutions establish the actors’ incentives and constraints, and they condition the expectations on which the actors rely as they make their decisions. Once established, institutional arrangements tend to persist; in the now familiar terminology, institutional “path dependency” prevails.

Scholars have devoted much effort to understanding the operation of the MICC and its consequences for the economy, polity, and society in which it is embedded. My own work along these lines began in the early 1980s and found substantial expression first in my book *Crisis and Leviathan: Critical Episodes in the Growth of Government* (1987, pp. 123–58, 196–236, 238, 241, 244–6, 250–1), which contains two long chapters on the political economy of the world wars, as well as some discussion of the Cold War. In that work, I was concerned with relating the nation’s military experience to the long-term growth of the federal government’s size, scope, and power and, in particular, with showing how various wartime actions and events had significant long-term consequences, ideological as well as institutional.

In the years since the publication of *Crisis and Leviathan*, I have continued to study and to write about a variety of related research topics. Ten of my more substantial recent essays are included in the present collection. Together, they extend and refine the ideas expressed in the 1987 book. These essays present new interpretations of familiar data, new evidence, and new statistical analyses. Most of them appeared originally in peer-reviewed journals. One (chapter 8) is published here for the first time in its present form (that is, with documentation).

In this introduction, I place the essays into a wider scholarly context by calling attention to the approaches, findings, and interpretations that others have presented. In some cases, my own views have changed somewhat as I have continued to study certain issues, such as the relation between World War II and the prosperity that resumed in 1946 after a decade and a half of depression and war. I also take this occasion to indicate how other research, which I either disregarded or did not know about when I made my own studies, bears on the reports gathered in the present volume.

The Great Depression and the New Deal continue to receive much attention from economists, economic and political historians, and other scholars.1 In my own research, I focused first on the initial New Deal response to the Depression and on the enduring consequences of the New Deal policies for the growth of government (Higgs, 1987, pp. 159–95). Later, in the 1997 article reproduced as chapter 1 of this volume, I considered how the New Deal policies prolonged the Depression by creating “regime uncertainty” and how a number of related political changes brought about or hastened by the war diminished that uncertainty enough to permit a resumption of genuine prosperity (as opposed to the spurious “wartime prosperity”) after the war ended.

Since writing the 1997 essay, I have become aware of a major body of evidence bearing on my “regime uncertainty” hypothesis: Gary Dean Best’s *Pride, Prejudice, and Politics: Roosevelt versus Recovery, 1933–1938* (1991). The
evidence that Best has compiled and organized adds significant weight to the views that I previously documented with regard to how business people and investors perceived the New Deal and the seriousness of its threat to the security of private property rights during the latter 1930s.

How does my interpretation relate to other interpretations of the duration of the Depression, especially to those that characterize the recovery as, like the preceding Great Contraction, little more than a macro-monetary phenomenon? In brief, my interpretation complements, rather than substitutes for, those that focus on macro-monetary relations. I do not claim that the latter are wrong, only that, even if they are correct as far as they go, they are insufficient. If property rights are seriously up for grabs, no amount of pumping money into a depressed economy can bring about genuine complete economic recovery. From 1935 to 1940, such “up for grabs” conditions were precisely the ones that prevailed in the United States; hence, the unevenness and incompleteness of the recovery, even as late as 1940, more than ten years after the onset of the Great Contraction.

Moreover, my interpretation proves its value decisively when one approaches the task, not merely as one of explaining the slow recovery between 1933 and 1941, but as one of explaining several related aspects of a longer span of economic events (e.g., private output, long-term civilian investment, and unemployment) between 1935 and 1948. My interpretation shows how we can incorporate a defensible view of the wartime economy into our understanding of both the incomplete late-1930s recovery and the enormously successful reconversion to civilian production between 1945 and 1947. In this more ambitious endeavor, the first five chapters of this volume constitute essential pieces of one big puzzle, offering at once a new view of the prolongation of the Depression, a new view of the nature of the war production “boom,” and a new view of the transition from wartime command economy to postwar civilian prosperity—all within a single interpretive framework. In the light of these chapters, the old (and still widely accepted) view of how “the war got the economy out of the depression” must be abandoned.

Hugh Rockoff has long been a major contributor to the economic analysis of World War II. In his recent work, Rockoff takes into account the 1992 article (reprinted here as chapter 3) in which I first made a serious effort to challenge the concept of “wartime prosperity” and to link my interpretation of the war economy to an exploratory interpretation of why the postwar transition took place so smoothly. (The essays that appear here as chapters 1 and 5 give a much more complete and coherent account of that smooth postwar transition.) Rockoff, however, most notably in his important 1998 essay, continues to resist a complete acceptance of my interpretation and to criticize certain aspects of it. Readers who want to hear “both sides of the story” will need to consult Rockoff’s work. Ultimately, that work and my own, I believe, will be seen far more as complements than as substitutes. Our major difference pertains to our interpretation of real output changes during the war. Whereas I believe that the conventional
measures of those changes, as given by the standard National Income and Product Accounts figures, are well-nigh worthless, Rockoff seems much more inclined to credit the picture that those figures paint.

Another new aspect of my interpretation is that, even though the economy had returned to its secular trend of potential output in 1948, the events of the Depression and the war had the effect of reducing the trend rate of growth between the business cycle peaks of 1929 and 1948. Therefore, the economy in 1948, though operating near its maximum capacity to produce, was producing considerably less than it might have produced had it been spared the preceding policy-induced distortions, especially to the magnitude and structure of capital accumulation, occasioned by the Depression and the war. Additional analysis of the wartime distortions of the capital structure, a neglected aspect of the government’s wartime “socialization of investment,” appears in my most recent work, included here as chapter 4.

My 1994 article reprinted as chapter 6 of this collection provides an analytical survey of the Cold War political economy, as seen in a macro-economic perspective. A recently published volume, Atomic Audit: The Costs and Consequences of U.S. Nuclear Weapons since 1940, edited by Stephen I. Schwartz (1998) makes a major contribution to the related literature, and readers will do well to use the findings of the ambitious collaborative research reported in the Schwartz volume to supplement my own survey. Other notable recent contributions to this literature include the collaborative volume on The Political Economy of Military Spending in the United States, edited by Alex Mintz (1992); Derek Leebaert’s fact-filled interpretive history of the Cold War, The Fifty-Year Wound: The True Price of America’s Cold War Victory (2002); and Aaron L. Friedberg’s extended argument that, in spite of the voracious demands that the MICC made on the U.S. economy during the Cold War, things might have been even worse, but for the remnants of resistance in the civil society (Friedberg, 2000).

Some readers of the 1994 article have complained that, because of the emphasis I placed on the official control and manipulation of relevant information and the exploitation of both real and purported crises, I gave short shrift to the “actual threats” that the United States faced during the Cold War. To clarify my position in this regard, I affirm that I do not now, and never did before, suppose the Soviet regime to have been a benign one in any respect. Ronald Reagan spoke a simple truth when he called it an “evil empire.” To recognize the nasty character of the Soviet regime, however, hardly settles where responsibility lay for the various dimensions of the Cold War, especially for the arms races that formed its core process, creating grave threats to humanity and causing technological and economic distortions that severely damaged the U.S. economy and utterly doomed the backward, inherently ill-fated Soviet command economy. Moreover, if the Soviet government did the devil’s work, so, on many occasions, did the U.S. government and its allies. Not the least of the self-damage was the transformation of the executive branch of the federal government into a secretive, highly discretionary, often ill-advised, and badly informed
organization that was far too dedicated to attempting the futile task of running the whole world. The best thing one can say about U.S. involvement in the Cold War is that one can easily imagine how it might have turned out even worse, indeed, catastrophically worse. Its termination has allowed people the world over to breathe easier, although its legacies, including vast stocks of nuclear weapons and materials—potential “loose nukes” and accidents waiting to happen—continue to pose a grave threat to humanity.

Chapters 7 and 8 focus on the role of Congress in the MICC. Since those essays were written, a number of related books and articles have been published. Especially important are the books by James M. Lindsay, Congress and Nuclear Weapons (1991), and Kenneth R. Mayer, The Political Economy of Defense Contracting (1991). These works add much detail to the views expressed earlier by Lindsay and Mayer at a conference I organized in 1987.

The essay that appears as chapter 9 of this collection, on the extraordinary profits of defense contractors in the 1970s and 1980s, apparently has gone unchallenged. These findings can now be placed in a larger context, however, by drawing on a recently published book by Stuart D. Brandes, Warhogs: A History of War Profits in America (1997).

Chapter 10 pertains to the relation between the actual change of defense spending, on the one hand, and public opinion about the desired change, on the other hand. This chapter compresses into testable econometric form some of the ideas about ideology and information expressed in my 1987 book and in the 1994 essay that appears as chapter 6 in the present collection. In the public opinion chapter, I show that my index of the “public opinion balance” can explain statistically nearly all of the annual variance in the rate of change of defense spending during the latter half of the Cold War. The inclusion of this work in this collection serves to clarify and expand my previous work on the relations between public opinion and defense spending during the Cold War, especially that reported in my 1994 essay.

The topics dealt with in the essays included in this collection continue to attract much research effort, and no doubt we shall continue to learn more about these subjects with the passage of time and the completion of other research now in progress. I myself continue to work in this area from time to time, as opportunities permit. In my dreams, I see myself writing a fresh, coherent treatise in which the materials contained in the present collection, along with many other materials, would serve as inputs. Recognizing that this dream may never be realized, however, it seems to me that an interim report of the sort this collection composes might well serve a useful purpose for students and researchers in political economy and history. With regard to the political economy of war and defense, synthetic works are few, and those that do appear are often eccentric or tendentious. Researchers who delve into the details often disdain writing works of broad interpretation, and writers who do paint with a broad brush often fail to appreciate adequately the various devils that reside in the details. My hope
is that by bringing together these essays, each of which involved a considerable amount of getting my hands dirty, readers will begin to see that these trees do add up to a forest, that the individual studies, laid back to back, do tell a coherent overarching tale.

NOTES

1. See Bordo, Goldin, and White (1998); “Symposium: The Great Depression” (1993); Hall and Ferguson (1998); Couch and Shughart II (1998); Wheeler (1998); Kennedy (1999); and Smiley (2002).

2. See Friedman and Schwartz (1963)—but see pp. 495–6, where Friedman and Schwartz argue along lines very similar to my own. See also Romer (1992).
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Regime Uncertainty: Why the Great Depression Lasted So Long and Why Prosperity Resumed after the War

There have been endless analyses of individual economic policies; there has been little attention to changes in policy regimes.

Peter Temin

The Great Depression is one of the most studied topics in American economic history, and one about which scholars remain in serious disagreement. Perhaps the topic is too big, and its study would be more fruitful if it were broken down into subtopics. Thus, one might consider separately the causes of the Great Contraction, the unparalleled macroeconomic collapse between 1929 and 1933; the Great Duration, the twelve successive years during which the economy operated substantially below its capacity to produce; and the Great Escape, generally understood to have been brought about, directly or indirectly, by American participation in World War II. The Great Contraction has received the most attention, and its investigators show no signs of reaching a consensus. The Great Duration has received somewhat less study, though still a good deal, and the range of views among students of this aspect of the Great Depression is perhaps slightly narrower. Regarding the Great Escape, until recently, there seemed to be hardly any disagreement.

In an essay published in 1992, however, I called into question the prevailing understanding of the Great Escape by challenging the reality of “wartime prosperity” during World War II. In this chapter, I extend that argument, attempting to shed new light on the Great Duration and the Great Escape. For present purposes, I make no attempt to explain the Great Contraction, merely recognizing that it occurred and that it had certain aspects, including, most notably, a collapse of private investment.

In the earlier essay, I argued that a return to genuine prosperity—the true Great Escape—occurred only after World War II ended, not during the war, as suggested by the idea of wartime prosperity. During the war years, the economy operated essentially as a command system, and as a result, the normal measures of macroeconomic performance (e.g., gross

This chapter is reprinted (here in revised form) with permission from the Spring 1997 (Vol. 1, No. 4) issue of The Independent Review: A Journal of Political Economy, Copyright © 1997, The Independent Institute.
domestic product [GDP], the price level, and the rate of unemployment) were either conceptually or statistically incomparable with corresponding measures before and after the period subject to the wartime distortions.

In my understanding, one simply cannot speak with confidence about such matters as, for example, the rate of growth of real GDP or the rate of inflation from year to year during the period 1941–47. During this time, vast quantities of munitions were produced, along with a restricted set of price-controlled civilian goods, some of which were physically rationed (Krug, 1945; Harris, 1945). Comprehensive price controls, gradually imposed in 1941 and 1942, were not abandoned for good until late in 1946 (U.S. Bureau of the Budget, 1946, pp. 235–73; Rockoff, 1984, pp. 85–176). Because the actual wartime prices could not even have approximated the prices of an economy in full competitive equilibrium, they cannot serve as appropriate weights for the construction of a meaningful national product aggregate. Unemployment virtually disappeared as conscription, directly and indirectly, pulled more than 12 million potential workers into the armed forces and millions of others into draft-exempt employment, but under the prevailing conditions, the disappearance of unemployment can hardly be interpreted as a valid index of economic prosperity (Higgs, 1992, pp. 42–44).

Given the institutional discontinuity created by the wartime command economy, our understanding of the period from the late 1930s to the late 1940s, so far as it depends on the usual macroeconomic measures, must necessarily contain a huge gap. To insist on using the standard measures, notwithstanding the complete evaporation of their institutional underpinnings, would mislead us far more than frankly facing up to the fact that, for the war years, the usual measures have no real substance. One can compute them, of course, by making a great many assumptions and swallowing hard. But the wartime numbers that look so solid and comparable sitting there in the middle of a long time series are essentially arbitrary.

What we can say with confidence is that, as of 1940, the economy had not yet recovered fully from the Great Depression; when the meaningfulness of the macroeconomic indexes began to fade, in the second half of 1940, the Great Escape had not yet been completed. For the next five years the war-command system foreclosed conventional comparable measurements of the performance of the macroeconomy. Then, from mid-1945 until perhaps as late as the first quarter of 1947, the demobilization, reconversion, and de-control of the economy continued to muddy the macroeconomic waters. Finally, certainly by 1948, and probably by 1947, economic conditions were sufficiently free of wartime distortions and their postwar carry-overs that we can confidently make comparisons with, say, 1940 or earlier years. What we see then, of course, is that the postwar economy enjoyed a high degree of prosperity, whether judged by its low unemployment rate or by its high real GDP, relative to the corresponding index for any prewar year.

We know, then, that sometime during the period 1941–47, the economy made its Great Escape. In my 1992 essay, I argued that the war years them-
selves witnessed a deterioration of economic well-being, in the sense of consumer satisfaction, either present (via private consumption) or prospective (via accumulation of capital with the potential to enhance future civilian consumption), and that the Great Escape actually occurred during the demobilization period, especially during its first year, when most of the wartime controls were eliminated and most of the resources used for munitions production and military activities were returned to civilian production.

In light of the foregoing observations, we may justifiably adopt the following chronology: Great Depression, 1930–40; transition to the war economy, 1940–41; war-command economy, 1942–45; demobilization, reconversion, and decontrol (the true Great Escape), 1945–46; and postwar prosperity, 1946 and beyond.

I shall argue here that the economy remained in the depression as late as 1940 because private investment had never recovered sufficiently after its collapse during the Great Contraction. During the war, private investment fell to much lower levels, and the federal government itself became the chief investor, directing investment into building up the nation’s capacity to produce munitions. After the war ended, private investment, for the first time since the 1920s, rose to, and remained at, levels sufficient to create a prosperous and normally growing economy.

I shall argue further that the insufficiency of private investment from 1935 through 1940 reflected a pervasive uncertainty among investors about the security of their property rights in their capital and its prospective returns. This uncertainty arose, especially, though not exclusively, from the character of the actions of the federal government and the nature of the Roosevelt administration during the so-called Second New Deal, from 1935 to 1940. Starting in 1940, the makeup of FDR’s administration changed substantially as pro-business men began to replace dedicated New Dealers in many positions, including most of the offices of high authority in the war-command economy. Congressional changes in the elections from 1938 onward reinforced the movement away from the New Deal, strengthening the so-called Conservative Coalition. From 1941 through 1945, however, the less hostile character of the administration expressed itself in decisions about how to manage the war-command economy; therefore, with private investment replaced by direct government investment, the diminished fears of investors could not give rise to a revival of private investment spending. In 1945, the death of Roosevelt and the succession of Truman and his administration completed the shift from a political regime that investors perceived as full of uncertainty to one in which they felt much more confident about the security of their private property rights. Sufficiently sanguine for the first time since 1929, and finally freed from government restraints on private investment for civilian purposes, investors set in motion the postwar investment boom that powered the economy’s return to sustained prosperity, notwithstanding the drastic reduction of federal government spending from its extraordinarily elevated wartime levels.
WHAT HAPPENED TO INVESTMENT?

As economic historian Alexander Field (1992) has written, “no coherent account of the depth and duration of the Depression can ignore the causes of fluctuations in investment spending” (p. 786). Figure 1-1 shows both real GDP and real gross private investment (GPI) from 1929 to 1950. As Figure 1-1 shows, both real GDP (bars, left-side scale) and real GPI (thin line, right-side scale) plunged from 1929 to a trough in either 1932 or 1933, the former by 29 percent and the latter by 84 percent. Both variables recovered rapidly after 1933: by 1937, real national product had regained 96 percent of its loss in the Great Contraction, and investment had recouped 64 percent of its loss. The “Roosevelt recession” of 1937–38 cut short the recovery: real GDP fell by 4 percent in 1938, and gross investment fell by 34 percent. Real national product recovered quickly after 1938, and in 1939, it finally exceeded the previous peak value, which occurred in 1929. (Of course, this level of GDP was no longer a “full-employment” level; the rate of unemployment [Darby variant] was 11.3 percent.) Investment recovered more slowly. Even in 1941, when stimulus from the defense mobilization had become substantial, real GPI had not quite regained its 1929 level. For what the data are worth, they show that private investment plunged to very low levels during the years when the United States was a declared belligerent. After the war ended, however, real GPI exceeded its previous (1929) peak substantially; it stood 23 percent higher, even during the recession year 1949. Both real GDP and real GPI data show that during the period 1946–50, the Great Escape had been made.

Figure 1-1. Gross domestic product (billions of 1987 dollars) and gross private investment (billions of 1987 dollars), 1929–50.
Figure 1-2. Government purchases (current dollars) and gross private investment (current dollars) relative to gross domestic product, 1929–50.

Figure 1-2 shows an alternative depiction of the course of private investment spending (along with government spending, for comparison).³ This approach, using current-dollar investment as a proportion of current-dollar GDP, avoids the distortions potentially affecting the data shown in figure 1-1 because of the index number problem or because of measurement errors in the deflators. As figure 1-2 shows, GPI plunged from almost 16 percent of GDP in 1929 to less than 2 percent in 1932; it recovered to 13 percent in 1937, before falling again in the recession of 1938; and as late as 1941, it stood at only 14 percent. During the war years, private investment ratios ranged from 3 to 6 percent. From 1946 through 1950, they ranged from 14 to 19 percent and averaged 16 percent—the same as in 1929.

One appreciates even better the deficiency of investment in the 1930s by considering net, rather than gross, investment. From 1929 to 1941, the capital consumption allowance amounted to 8 to 10 percent of GNP (U.S. Bureau of the Census, 1975, p. 234, Series F144–145). In 1929, when GPI was $16.2 billion, net investment was $8.3 billion. Net investment fell precipitously to $2.3 billion in 1930, and then became negative during each of the following five years. In the period 1931–35, net investment totaled \textit{minus} $18.3 billion. After reviving to positive levels in 1936 and 1937, net investment again fell into the negative range in 1938 (−$0.8 billion) before resuming its recovery. For the eleven years from 1930 to 1940, net private investment totaled \textit{minus} $3.1 billion. Only in 1941 did net private investment ($9.7 billion) exceed the 1929 amount.⁴
The data leave little doubt. During the 1930s, private investment remained at depths never plumbed in any other decade for which data exist. Stimulus from the defense buildup increased it in 1940 and 1941; then wartime controls curtailed it from 1942 through 1945. Only in 1946 and the following years did private investment reach and remain at levels consistent with a prosperous and growing economy.

**A HYPOTHESIS ABOUT WHY INVESTMENT REMAINED DEPRESSED**

Eleven years is an extraordinarily long time for investment to remain drastically subpar, so it is plausible that the long doldrums had some extraordinary cause—in any event, that is the idea explored here. Nothing in this investigation is meant to test, refute, or otherwise shed light directly on any of the many macroeconomic models that have been advanced over the years to explain business fluctuations in general or the Great Depression in particular. Rather, my inquiry may be viewed as complementary to any analysis that holds the failure of private investment to revive fully to have been at least partially responsible for the Great Duration.

Many such explanations have been advanced. For example, economist Lester Chandler (1970) concluded in a widely cited book: “The failure of the New Deal to bring about an adequate revival of private investment is the key to its failure to achieve a complete and self-sustaining recovery of output and employment” (p. 132). In very similar language, economic historian Peter Fearon (1987) observed: “Perhaps the New Deal’s greatest failure lay in its inability to generate the revival in private investment that would have led to greater output and more jobs” (p. 208). Obviously, regardless of what else might have been happening, no one could expect a resumption of prosperity when the economy—its labor force continuing to grow—went more than a decade without any increase of the capital stock.

My hypothesis supplements my previous argument to the effect that the Great Escape did not occur until after the end of the war. Indeed, the argument I shall make ties together events during the latter half of the Depression and events during the war years to arrive at an explanation of why investment finally recovered fully only after VJ-Day, creating sustained prosperity and normal economic growth thereafter.

The hypothesis is a variant of an old idea: The willingness of business people to invest requires a sufficiently healthy state of “business confidence,” and the Second New Deal ravaged the requisite confidence (Krooss, 1970, pp. 199–201; Collins, 1981, pp. 23–52; Fearon, 1987, pp. 209–11; Brinkley, 1995, pp. 31–34). Of course, one difficulty with the hypothesis is that business confidence is a vague notion, and one for which no conventional empirical measure has been developed. I shall try to narrow the concept somewhat and to show that one can shed empirical light on it by using the findings of systematic opinion surveys and evidence on the behavior of investors in the financial markets.
To narrow the concept of business confidence, I adopt the interpretation that business people may be more or less “uncertain about the regime,” by which I mean the likelihood that investors’ private property rights in their capital and the income it yields will be attenuated further by government action. Such attenuations can arise from many sources, ranging from simple tax-rate increases, to the imposition of new kinds of taxes, to outright confiscation of private property. Many intermediate threats can arise from various sorts of regulation, for instance, of securities markets, labor markets, and product markets. In any event, the security of private property rights rests not so much on the letter of the law as on the character of the government that enforces, or threatens, presumptive rights.

What does provide some degree of protection . . . is the political system, together with the economic pressure groups that ensure that the state does not go “too far” in interfering with the owner’s control over assets. This politically determined thin line may be understood as the real definition of property rights conferred by the state, as distinct from the somewhat fictitious legal notion of property rights. How broadly property rights are defined in this real sense and how effective states’ (largely nonlegal) commitment is to their security is a more serious problem than the issue of legal protections against the more traditional form of takings. (Rapaczynski, 1996, p. 93)

As Lee J. Alston, Thráinn Eggertsson, and Douglass C. North (1996) have recently observed, echoing venerable wisdom, “In an economy where entrepreneurship is decentralized, economic actors will hold back on long-term investments unless the state makes credible commitments to honor its contracts and respect individual ownership rights” (p. 4).

It would be easy to dismiss an investigation of, first, increased regime uncertainty as a cause of the investment drought that contributed to the Great Duration and, second, reduced regime uncertainty as a cause of the investment surge that propelled the Great Escape. In retrospect, it seems hyperbolic to put much weight on the fears of investors in the latter half of the 1930s that the regime might soon undergo changes that would seriously jeopardize their private property rights—after all, we know quite well that the U.S. economy did not fall into outright fascism, socialism, or some other variant of government takeover. Roosevelt, we now know, never became a dictator along the lines of his contemporaries Stalin, Mussolini, and Hitler; the New Dealers were no Brown Shirts. But what seems so obvious to us in retrospect had a quite different appearance to many contemporaries (Flynn, 1944, pp. 166–258; Roose, 1954, pp. 209–31, 250; Krooss, 1970, pp. 159–209; Garraty, 1973). No one knew for sure what the future held. According to economic historian Herman Krooss (1970), “Business leaders sincerely believed that the government was in evil hands . . . and preparing the way for socialism, communism, or some other variant of anti-Americanism” (p. 197). As I shall demonstrate shortly, the possibility that the United States might undergo an extreme regime shift seemed to many investors in the late 1930s and early 1940s not only possible, but likely.
In recent years, economists have developed a number of models incorporating uncertainty more explicitly into the analysis of investment. This new approach recognizes that much investment not only entails irreversibilities or sunk costs, but can be delayed. Given these attributes, economist Robert Pindyck (1991) reports, “investment spending on an aggregate level may be highly sensitive to risk in various forms . . . [including] uncertainty over future tax and regulatory policy.” One implication is that “a major cost of political and economic instability may be its depressing effect on investment” (p. 1141; see also pp. 1110–12). As Pindyck notes, “[m]ost econometric models of aggregate economic activity ignore the role of risk, or deal with it only implicitly. A more explicit treatment of risk may help to better explain economic fluctuations, and especially investment spending” (p. 1142). Although I make no attempt here to estimate an econometric model incorporating uncertainty, the approach of my analysis is, in its substance, compatible with the approach of the new investment models.

At the same time, it is also compatible with the views expressed by many economists of an earlier generation, including Joseph A. Schumpeter (1939), who noted “how unrealistic any theory of investment opportunity is which leaves the political factor out of account” (p. 1043), and Kenneth D. Roose (1954), who argued that the relations of business and government during the latter half of the 1930s were “infected with such hatreds and distrusts” that “the risks and uncertainties of investment decision were seriously increased” (p. 224). Roose concluded that “the uncertainties created by government policies as to the nature of the economic system which was evolving undoubtedly reduced the number of long-term investment commitments” (p. 232). In their monumental monetary history, Milton Friedman and Anna Jacobson Schwartz (1963) endorsed Roose’s assessment (pp. 495–96).

THE SOURCES OF REGIME UNCERTAINTY

Despite the encroachments of taxation, regulation, and other government action at all levels that had been occurring for half a century or more (Hughes, 1991, pp. 92–135; Higgs, 1987, pp. 77–167; Keller, 1990), as late as 1932, business people in general and investors in particular remained—certainly in retrospect—relatively free of major threats to the prevailing regime of private property rights.

Then, during the next two presidential terms, the Roosevelt administration proposed and Congress enacted an unparalleled outpouring of laws significantly attenuating private property rights (Leuchtenburg, 1963; Badger, 1989). State legislatures followed suit with their “little New Deals” (Leuchtenburg, 1963, pp. 198–88; Badger, 1989, pp. 283–84) and relentless increases in taxes (Brownlee, 1996, pp. 83, 85). Table 1–1 lists only some of the more important federal enactments attenuating or threatening private property rights. As financial economist Benjamin Anderson ([1949]1979), an astute contemporary observer, remarked, “The impact of these multitudi-
nous measures—industrial, agricultural, financial, monetary, and other—upon a bewildered industrial and financial community was extraordinarily heavy” (p. 357).

Anderson was hardly the only contemporary economist convinced that the New Deal measures caused the Great Duration. Schumpeter, one of the world’s leading authorities on business cycles, wrote in the first edition of his *Capitalism, Socialism and Democracy*, published in 1942:

The subnormal recovery to 1935, the subnormal prosperity to 1937 and the slump after that are easily accounted for by the difficulties incident to the adaptation to a new fiscal policy, new labor legislation and a general change in the attitude of government to private enterprise all of which can . . . be distinguished from the working of the productive apparatus as such . . . So extensive and rapid a change of the social scene naturally affects productive performance for a time, and so much the most ardent New Dealer must and

Table 1-1 Selected acts of Congress substantially attenuating or threatening private property rights, 1933–1940

<table>
<thead>
<tr>
<th>1933</th>
<th>1936</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agricultural Adjustment Act</td>
<td>Soil Conservation &amp; Domestic Allotment Act</td>
</tr>
<tr>
<td>National Industrial Recovery Act</td>
<td>Federal Anti-Price Discrimination Act</td>
</tr>
<tr>
<td>Emergency Banking Relief Act</td>
<td>Revenue Act of 1936</td>
</tr>
<tr>
<td>Banking Act of 1933</td>
<td></td>
</tr>
<tr>
<td>Federal Securities Act</td>
<td>1937</td>
</tr>
<tr>
<td>Tennessee Valley Authority Act</td>
<td>Bituminous Coal Act</td>
</tr>
<tr>
<td>Gold Repeal Joint Resolution</td>
<td>Revenue Act of 1937</td>
</tr>
<tr>
<td>Farm Credit Act</td>
<td>National Housing Act</td>
</tr>
<tr>
<td>Emergency Railroad Transportation Act</td>
<td>Enabling (Miller-Tydings) Act</td>
</tr>
<tr>
<td>Emergency Farm Mortgage Act</td>
<td>1938</td>
</tr>
<tr>
<td>Home Owners Loan Corporation Act</td>
<td>Agricultural Adjustment Act</td>
</tr>
<tr>
<td>1934</td>
<td>1939</td>
</tr>
<tr>
<td>Securities Exchange Act</td>
<td>Administrative Reorganization Act</td>
</tr>
<tr>
<td>Gold Reserve Act</td>
<td>1940</td>
</tr>
<tr>
<td>Communications Act</td>
<td>Investment Company Act</td>
</tr>
<tr>
<td>Railway Labor Act</td>
<td>Revenue Act of 1940</td>
</tr>
<tr>
<td>1935</td>
<td>Second Revenue Act of 1940</td>
</tr>
<tr>
<td>Bituminous Coal Stabilization Act</td>
<td></td>
</tr>
<tr>
<td>Connally (“hot oil”) Act</td>
<td></td>
</tr>
<tr>
<td>Revenue Act of 1935</td>
<td></td>
</tr>
<tr>
<td>National Labor Relations Act</td>
<td></td>
</tr>
<tr>
<td>Social Security Act</td>
<td></td>
</tr>
<tr>
<td>Public Utilities Holding Company Act</td>
<td></td>
</tr>
<tr>
<td>Banking Act of 1935</td>
<td></td>
</tr>
<tr>
<td>Emergency Relief Appropriations Act</td>
<td></td>
</tr>
<tr>
<td>Farm Mortgage Moratorium Act</td>
<td></td>
</tr>
</tbody>
</table>
also can admit. I for one do not see how it would otherwise be possible to account for the fact that this country which had the best chance of recovering quickly was precisely the one to experience the most unsatisfactory recovery. (Schumpeter, 1962, pp. 64–5, emphasis in original)

Schumpeter had elaborated on this interpretation three years earlier in his treatise *Business Cycles* (1939, pp. 1037–50), insisting that “the individual measures obviously tended to reinforce each other” (p. 1045) in their discouraging effect on investors.

Taken together, the many menacing New Deal measures, especially those from 1935 onward, gave business people and investors good reason to fear that the market economy might not survive in anything like its traditional form and that even more drastic developments, perhaps even some kind of collectivist dictatorship, could not be ruled out entirely (Roose 1954, pp. 65–69). As Schumpeter (1939) remarked of businessmen in the late 1930s, “They are not only, but they feel threatened. They realize that they are on trial before judges who have the verdict in their pocket beforehand, that an increasing part of public opinion is impervious to their point of view, and that any particular indictment will, if successfully met, at once be replaced by another” (p. 1046).

One of the chief ironies of the Roosevelt administration’s policies is that “for the most part the New Deal relied on private investment to stimulate recovery yet its rhetoric precluded the private confidence to invest” (Badger, 1989, p. 116). Early in his presidency, Roosevelt took seriously “the risk of worsening the economic depression by undermining business confidence and investment,” but by 1935, he “had gained confidence in the prospects for economic recovery and was less worried about a business backlash” (Brownlee, 1996, pp. 71–72). Under political pressure from radical challengers, such as Huey Long, Francis Townsend, Father Charles Coughlin, and others, FDR had begun to voice heightened hostility to investors as early as 1934 (Leuchtenburg, 1963, pp. 95–117). In 1935, Roosevelt “lost patience with corporation leaders, and younger New Dealers came to the fore who shared his reluctance to make concessions to conservative business opinion. . . . The men around Roosevelt were now highly skeptical of the ability of business to act in the national interest” (Badger, 1989, pp. 96–97). Ignoring the opposition of business groups, such as the U.S. Chamber of Commerce and the National Association of Manufacturers, in 1935, FDR supported the Social Security Act, the National Labor Relations Act, the Banking Act, and the Public Utilities Holding Company Act, as well as a host of other laws, including soak-the-rich taxes, opposed by most business groups.

Accepting his party’s nomination for the presidency in 1936, Roosevelt railed against the “economic royalists” who were allegedly seeking a “new industrial dictatorship” (quoted by Leuchtenburg, 1963, pp. 183–84). Privately, he opined that “businessmen as a class were stupid, that newspapers were just as bad; nothing would win more votes than to have the press and the business community aligned against him” (Leuchtenburg, 1963,
p. 183). Just before the election of 1936, in an address at Madison Square Garden, he fulminated against the magnates of “organized money . . . [who were] unanimous in their hate for me,” and declared, “I welcome their hatred.” To uproarious applause, he threatened: “I should like to have it said of my second Administration that in it these forces met their master” (quoted by Leuchtenburg, 1963, p. 184).

In 1935, 1936, and 1937, the Roosevelt administration requested tax legislation aimed at punishing the wealthy. The so-called Wealth Tax of 1935 ultimately included a graduated corporation income tax, a tax on intercorporate dividends, increases of estate and gift taxes, and increases of surtaxes on incomes greater than $50,000 that ranged up to a top rate of 75 percent. In 1936, FDR sought to tax retained corporate earnings in lieu of all other corporate income taxes. Congress approved a graduated surtax on corporate earnings, based on the percentage of earnings retained, and increased the tax rate on intercorporate dividends. The overall effect was to raise corporate income taxes. The 1937 tax act closed a variety of “loopholes,” including the use of personal holding companies to avoid taxes.5 These soak-the-rich efforts left little doubt that the president and his administration intended to push through Congress everything they could to extract wealth from the high-income earners who were responsible for making the bulk of the nation’s decisions about private investment. According to economic historian Elliot Brownlee (1985, p. 417), “the tax reform of 1935–37, more than any other aspect of the New Deal, . . . stimulated business hostility to Roosevelt . . . [B]usiness opponents of New Deal tax reform charged that Roosevelt’s taxes, particularly the undistributed profits tax, had caused the recession [of 1937–38] by discouraging investment” (p. 417).6

Although Congress reversed some of the tax provisions that were most offensive to investors in 1938 and 1939, Roosevelt continued to rail against businessmen, who, as he said in a 1938 speech, “will fight to the last ditch to retain such autocratic control over the industry and finances of the country as they now possess” (quoted by Brownlee, 1996, p. 81). Although historians emphasize the president’s defeats with respect to taxation in the late 1930s, contemporary businessmen must have appreciated the reality of increased taxation: In fiscal 1940, with the Depression still lingering, the federal government collected 57 percent more total revenue than it had in the prosperous year 1927 (U.S. Bureau of the Census, 1975, p. 1122, Series Y568).

Meanwhile, other developments heightened the perceived threat to established private property rights. Early in 1937, FDR brought forth his plan to pack the Supreme Court. Although he failed to gain congressional support for this scheme, which many perceived as “a naked bid for dictatorship” (Anderson [1949] 1979, p. 430), the intimidated justices, weary of public contempt and worried that their constitutional power might be undercut, finally capitulated. Beginning in 1937, the court abandoned its employment of the doctrine of substantive due process, under which, since the 1890s, it had struck down state and federal government interferences
with private contracting. Subsequently, the court, increasingly composed of FDR’s appointees, upheld state minimum wage laws, the Social Security Act, the National Labor Relations Act—indeed, the entire panoply of New Deal regulatory measures—under an interpretation of the Interstate Commerce Clause so sweeping that it embraced virtually all economic activity (Siegan, 1980, pp. 184–204; Ely, 1992, pp. 119–34). In the face of this “monumental change in the Court’s attitude toward property rights and entrepreneurial liberty” (Ely, 1992, p. 132), investors correctly perceived that the strongest bulwark against the government juggernaut had evaporated, exposing them to whatever legislative and executive incursions the political process might generate.

Simultaneously, wielding the new powers granted them by the National Labor Relations Act, labor unions carried out their most rapid surge of organizing. Membership rose from 3.8 million in 1935 to between 8.7 and 10.2 million (sources differ) in 1941—the latter representing 28 percent of non-agricultural employment (U.S. Bureau of the Census, 1975, pp. 177–78). As union power increased, unions became a major force in the New Deal coalition, and Democratic politicians and office-holders across the country increasingly deferred to them. In the starkest demonstration of their new power, unionists began sit-down strikes, occupying employers’ facilities and refusing either to work or to leave until their demands were met. President Roosevelt declined to use force to eject the sit-down strikers; likewise, many state and local officials would not enforce the law against this willful trespassing on private property. As historian William E. Leuchtenburg (1963) observed, “Property-minded citizens were scared by the seizure of factories, incensed when strikers interfered with the mails, vexed by the intimidation of nonunionists, and alarmed by flying squadrons of workers who marched, or threatened to march, from city to city” (p. 242).

In 1937 and 1938, Roosevelt’s attempt to reorganize the executive branch of government seemed to many of his opponents to be still another attempt by a would-be dictator “to subvert democratic institutions” by “importing European totalitarianism into the United States” (Leuchtenburg, 1963, pp. 277, 279). As described by historian Charles Schilke (1985), “the capstone of the reorganization was to be the transformation of the advisory National Resources Board into a vigorous statutory National Resources Planning Board to engage in continuous central planning and program coordination” (p. 356). Not surprisingly, business leaders “argued that reorganization legislation would erode business confidence and impede recovery.” After the House of Representatives defeated the president’s reorganization bill in 1938, FDR introduced a watered-down replacement in 1939, which gained quick enactment (Brinkley, 1995, pp. 21–23). This law, “the last major New Deal measure before the Second World War,” nonetheless “represented a significant shift in power from Congress to the presidency,” and Roosevelt used it skillfully to create the Executive Office of the President and an Office of Emergency Management (Schilke, 1985, p. 355), both of which proved...
instrumental in the president’s maneuvering to bring the United States into World War II (U.S. Bureau of the Budget, 1946, pp. 14–16, 22).

Further disturbing business confidence, in June 1938, the federal government created the Temporary National Economic Committee (TNEC). A product of the misguided idea that “monopolies” had brought about or sustained the Depression (Roose, 1954, pp. 142–43), the TNEC interrogated 552 witnesses between December 1, 1938, and March 11, 1941, and ultimately published a report of 43 volumes. The main accomplishments of the committee were to showcase the rudimentary Keynesian ideas of economists such as Alvin Hansen and Lauchlin Currie and to heighten business suspicions that the government intended to launch an antitrust jihad (May, 1985, pp. 419–20). At the time, critics of the TNEC investigation regarded it as “an important, if ominous, event” (Brinkley, 1995, p. 123). Raymond Moley, a member of FDR’s Brains Trust who had become estranged from the New Deal, described the TNEC in 1940 as a “time bomb”—in the words of historian Alan Brinkley, “sputtering along misleadingly but certain to produce unwelcome, radical results” (Brinkley, 1995, p. 123).

The fear seemed well justified, given the frenetic activities of Thurman Arnold, who took charge of the Antitrust Division of the Department of Justice in 1938. Despite having written a book mocking the antitrust laws, Arnold proceeded to lead an unprecedented attack on business concentration and trade practices, enormously expanding the number of prosecutions (Brinkley, 1995, p. 111). In retrospect, one may be tempted to view this crusade as little more than an insignificant spasm of a bewildered administration seeking to shift the blame for the recession of 1937–38. But contemporaries could not know, as we do, that the crusade would peter out in 1941 and 1942, when the managers of the wartime economy used their prerogatives to shield companies from antitrust actions on grounds of military necessity (Brinkley, 1995, pp. 120–21).

In contemplating the state of mind of investors between 1935 and 1940, one ought to recall just how radically the government’s policies with respect to industrial structure and business practices had shifted. As late as 1935, the National Recovery Administration was still enforcing the comprehensive cartelization of all American industry. Just three years later, an unprecedented hurricane of antitrust enforcement swept over business shores.

In a recent evaluation of the New Deal’s effects on the recovery, economic historian Gene Smiley (1994) notes that businesses “were further discouraged from investing by the new capital market regulations generated by the Securities and Exchange Act, the government’s entry into the utility industry through the TVA, the continued tax increases (particularly the undistributed corporate profits tax) and rhetoric about the need to equalize incomes.” By these and a multitude of other policy changes, the Roosevelt administration “abruptly and dramatically altered the institutional framework within which private business decisions were made, not just once but several times” (p. 136), with the result that regime uncertainty
was heightened and recovery substantially retarded. Fearon (1987) con-
curs that the “shifts in government policy and the bitterness of the ex-
changes between business and Roosevelt were not likely to encourage an
expansion in investment” (p. 210).

In these conclusions, economic historians only echo the observations of
one of America’s leading investors, Lammot du Pont, in 1937 (quoted by
Krooss, 1970, p. 200):

> Uncertainty rules the tax situation, the labor situation, the monetary situa-
tion, and practically every legal condition under which industry must oper-
ate. Are taxes to go higher, lower or stay where they are? We don’t know. Is
labor to be union or non-union? . . . Are we to have inflation or deflation, more
government spending or less? . . . Are new restrictions to be placed on capital,
new limits on profits?

> . . . It is impossible to even guess at the answers.

**POLL DATA, 1939–41**

The evidence summarized in the preceding section establishes, at least, that
a variety of political and legal developments in the latter half of the 1930s
gave investors ample reason to fear that their private property rights were
at great risk of further attenuation and might conceivably be destroyed
completely. But such evidence, by its very nature, is somewhat selective
and bears only indirectly on the question at issue—whether regime uncer-
tainty truly troubled investors. Can we somehow gain direct access to the
actual expectations of more than a handful of select or fortuitous testifiers?

To the extent that public opinion surveys succeed in their objectives, we
can. Modern polling, based on scientific sampling, dates from the mid-
1930s. By 1939, the polling organizations had begun to ask questions that
bear more or less directly on the state of business confidence and business
people’s expectations regarding the property rights regime. Of course, poll
data present a variety of well-known difficulties (Bennett, 1980, pp. 64–
93); they can never settle a question conclusively. Still, they offer some
definite advantages over alternative sorts of evidence, and one would be
cavalier to dismiss them peremptorily, as economists usually do. On other
occasions, poll data have demonstrated remarkable explanatory power
(Higgs and Kilduff, 1993), and I propose to give them another hearing here.

Although most of the poll data I shall cite rest on the responses of busi-
ness people alone, some polls of the general public merit attention as well,
if only to establish that the views of business people were not wildly aber-
rant. In the spring of 1939, a nationally representative poll by the Ameri-
can Institute of Public Opinion (AIPO) asked: “Do you think the attitude
of the Roosevelt administration toward business is delaying business re-
cover?” In March, 54 percent said yes, 26 percent said no, and the rest
had no opinion. In May, 53 percent said yes, 31 percent said no, and the
rest had no opinion (Cantril, 1951, p. 64).
Also in May 1939, a nationally representative AIPO poll asked: “Do you think that ten years from now there will be more government control of business than there is now or less government control of business?” Of the respondents, 56 percent expected more government control, 22 percent expected less, 8 percent expected neither more nor less, and 14 percent didn’t venture an opinion (Cantril, 1951, p. 345).

Clearly, a majority of the general public believed that the Roosevelt administration’s stance vis-à-vis business was delaying recovery, and expected government control of business to increase over the next decade, which presumably would further impede recovery.

In May 1939, *Fortune* pollsters asked a national sample of business executives: “With which of these two statements do you come closest to agreeing? (1) The policies of the administration have so affected the confidence of businessmen that recovery has been seriously held back; (2) businessmen generally have been unjustly blaming the administration for their troubles.” Of the executives responding, 64.8 percent agreed with the first statement, 25.6 percent agreed with the second, and 9.6 percent said that they didn’t know (Cantril, 1951, p. 64).

When the government began to mobilize the economy for war in the second half of 1940, many business managers were reluctant to become contractors for the War and Navy Departments. In an October 1940 *Fortune* poll, the 58.8 percent of responding business executives who reported that they knew others who had “any reservations about rearmament work” were singled out for a follow-up question and presented with seven alternative reasons for such reservations. Of the seven options, the following reason received the most assent (77.3 percent chose it): “Belief that the present administration in Washington is strongly antibusiness and a consequent discouragement over the practicability of cooperation with this administration on rearmament” (Cantril, 1951, p. 346). Evidently, many business executives so distrusted the Roosevelt administration that they would rather forgo potentially lucrative munitions contracts than deal with the administration.

In December 1940, the *Fortune* pollsters asked a related question of business executives: “Do you think that present conditions are such that business as a whole is now justified in making constructive commitments for expansion?” Of the respondents, 13 percent said yes, 26 percent said no, and 61 percent said “only in war industries” (Cantril, 1951, p. 337). Even at an advanced stage of the recovery, business people who viewed civilian investment as unjustified outnumbered those regarding it as justified by a 2-to-1 margin.

In May 1941, the *Fortune* pollsters asked a national sample of business executives: “If you consider lack of mutual confidence between government and business a major or secondary factor [in the slow pace of rearmament], do you feel that the government is more to blame, business is more to blame, both equally to blame?” Of the respondents, 77.8 percent
put the greater blame on government, 1.9 percent put it on business; 14.3 percent blamed government and business equally; and 6 percent gave another answer or no answer at all (Cantril, 1951, p. 347).

In the same sample, respondents who were “critical of defense progress” were asked to rate eleven specified “factors . . . contributing to the trouble.” One of the factors was “long-standing lack of mutual confidence between government and business,” which was rated as a “major cause” by 41.8 percent of the respondents, was rated as “secondary” by 21.1 percent, and was rated as “unimportant” by just 7.7 percent (0.9 percent said “don’t know,” and 28.5 percent did not answer). The only factor selected by more of the respondents as a major cause—43.5 percent picked it—was “methods of placing government orders, red tape, delays,” which itself was another form of blaming the government (Cantril, 1951, p. 347).

In November 1941, just before the Japanese attack on Pearl Harbor propelled the United States into total war, the Fortune pollsters asked a sample of business executives a question that bears quite directly on the regime uncertainty at issue in this chapter. The question was: “Which of the following comes closest to being your prediction of the kind of economic structure with which this country will emerge after the war?” The respondents were presented with four options, as follows (the percentage of respondents selecting that option as the closest to their own prediction is shown in brackets):

1. A system of free enterprise restored very much along the prewar lines, with modifications to take care of conditions then current [7.2 percent]
2. An economic system in which government will take over many public services formerly under private management but still leave many opportunities for private enterprise [52.4 percent]
3. A semi-socialized society in which there will be very little room for the profit system to operate [36.7 percent]
4. A complete economic dictatorship along fascist or communist lines [3.7 percent] (Cantril, 1951, p. 175)

These responses constitute an extraordinary testimony to the fears of business executives on the eve of the war. Almost 93 percent of them expected the postwar regime to be one that would further attenuate private property rights to a greater or lesser degree. More than 40 percent expected a regime in which government would dominate the economy—options (3) and (4). If these poll data are even approximately indicative of the true expectations of American investors, then it is astonishing that the recovery of investment had proceeded as far as it had.

THE CHANGING OF THE GUARD, 1940–45

After the outbreak of war in Europe in 1939, if not before, President Roosevelt focused his time and energy on foreign and military affairs. Effective U.S. rearmament, even if only to serve as the “arsenal of democracy,” required
the cooperation of business people, especially those in control of the nation’s biggest corporations. As Henry Stimson, a pillar of the eastern Republican establishment, observed in 1940, “If you are going to try to go to war, or to prepare for war, in a capitalist country, you have got to let business make money out of the process or business won’t work” (Stimson and Bundy, 1947, p. 166).

To accommodate the business titans, FDR enlisted their leadership in a succession of mobilization committees, boards, and agencies (Higgs, 1993; Hooks, 1991, pp. 165–77; Riddell, 1990; Brinkley, 1995, pp. 175–200). In June 1940, Roosevelt put a firm foundation under his coalition with big business by naming Stimson as Secretary of War and publisher Frank Knox, who had been the Republican candidate for vice-president in 1936, as Secretary of the Navy. Just below these men, top operational authority would be exercised by Under Secretary of War Robert P. Patterson, formerly a corporate lawyer and federal judge, and Under Secretary of the Navy James V. Forrestal, formerly a Wall Street investment banker. Under such leadership, the armed services, which quickly became the greatest buyers in industrial history, were not likely to manage their procurements in a fashion hostile to business, and they did not do so (Smith, 1959; Higgs, 1993). By the middle of 1942, more than 10,000 business executives had taken positions in federal war agencies. Roosevelt, who created many of the mobilization agencies by executive order, “believed that businessmen would respond more readily to direction from other businessmen than to orders from what they considered a hostile federal government” (Brinkley, 1995, p. 190). Besides, only business managers had the practical knowledge required to run the war economy—politicians, lawyers, and economists have rather severe limitations when it comes to organizing the production of battleships, bombers, and tanks.

Leading New Dealers correctly perceived that as FDR transformed himself from Dr. New Deal to Dr. Win the War, he was not only “ceding power to the corporate world,” but “freezing out those within the government who had been struggling to expand the role of the state in managing the economy” (Brinkley, 1995, p. 180). From 1940 on, the ranks of the most stalwart New Dealers grew thinner and thinner. As described by historian Alan Brinkley (1995, p. 145), “[v]irtually none of them moved into important positions in the war bureaucracies; many of them lost their positions in the civilian agencies in which they had been serving. By the end of 1943, the liberal diaspora was nearly complete. Almost no real ‘New Dealers’ remained.” Here Brinkley exaggerates—the extreme left liberals did not disappear from the government—but his description of the overall change is surely correct. To the extent that “personnel is policy,” the administration became much less threatening to investors as the war years passed.

Simultaneously, support for business-threatening policies was dwindling in Congress. After the election of 1936, the Democrats held 76 seats in the Senate. After each of the next four elections, however, the number declined,
and after the election of 1944, only 56 senators were Democrats. Despite some reversals, the trend was similar in the House of Representatives. The Democrats held 331 seats after the election of 1936, but only 242 after the election of 1944. The margin in the House had been even narrower after the election of 1942, when victories in just six more districts would have given the Republicans a majority. After 1938, the Conservative Coalition, composed of Republicans and conservative Southern Democrats, held sufficient power in Congress to stymie most efforts to extend the New Deal domestically (Porter, 1985, p. 73). In the elections of 1946, the Republicans finally regained control of both houses of Congress.

Roosevelt’s death, on April 12, 1945, removed from the presidency an enormously shrewd and resourceful leader who had for the past decade expressed a hostility bordering on hatred for investors as a class. Many business people, among others, had feared that FDR harbored dictatorial ambition; some believed that he ultimately did exercise arbitrary power in some, if not all, areas—for instance, in his unconstitutional “destroyer deal” of 1940, without congressional approval, he gave away 50 warships of the U.S. Navy to a foreign power. His demise must have enhanced the confidence that many investors felt in the future security of their remaining private property rights.

Harry S Truman, who became president when FDR died, was a New Dealer himself, but hardly one of Roosevelt’s stripe or stature. Hence, he posed much less threat to investors. Truman looked askance at the type of New Dealers who had devised much of the administration’s program during the heyday of the Second New Deal, in the mid-1930s—the intellectual wheeler-dealers variously known as “the liberal crowd,” “the long-haired boys,” or “the Harvard crowd,” whose leading lights included Tom Corcoran, Ben Cohen, William O. Douglas, Thurman Arnold, Jerome Frank, James Landis, Leon Henderson, Mordecai Ezekiel, Alvin Hansen and, above all, Felix Frankfurter. As president, Truman “lent intermittent support to reform, but never to the centralized and professionalized administration central to the New Deal.” In 1945 and 1946, he “fired or accepted resignations from a host of New Dealers, including Henry Wallace and Harold Ickes,” and he “filled the spots vacated by crusading New Dealers with cronies from Missouri, centrists, and businessmen” (Hooks, 1991, pp. 200–1). Just before the war, in discussing the New Deal, Schumpeter had pointed out that “the personnel and methods by which and the spirit in which a measure or set of measures is administrated, are much more important than anything contained in any enactment” (1939, p. 1045). Much of the New Deal legislation remained on the statute books, but under Truman’s leadership, top federal officials posed a much reduced threat to investors in comparison to that perceived from 1935 through 1940. Investors might not like the Truman administration, but they could live with it. As Roose (1954) observed, in the postwar years, there were still uncertainties, “but one of these uncertainties is not the type of economy in which business decisions are to be made” (p. 256).
POLL DATA, 1944–45

Unfortunately, the poll data relevant to the question of regime uncertainty are far fewer for the late war and postwar years than they are for the years immediately preceding the war. That disparity may itself testify to the diminished salience of the issue. Pollsters are not likely to ask questions about people’s expectations concerning future changes of regime when hardly anybody expects such changes to occur. Nevertheless, a few questions that bear on the issue were posed.

The Fortune pollsters put one somewhat ambiguous question to a sample of business executives in May 1944, after the war-command economy had been operating in its full-fledged form for more than two years. The question was: “In general, does it seem to you that after the war the prospects of your company will be better, or worse, or about the same as they were before?” In reply, 51.2 percent said better, 8.5 percent said worse, 36.8 percent said about the same, and 3.5 percent didn’t know what to say (Cantril, 1951, p. 1121). Obviously, the respondents might have had different interpretations of the phrase “prospects of your company,” and even if they all understood it as referring to, say, profitability, their responses do not necessarily bear a tight relation to their regime expectations. Still, it is difficult to believe that such responses would have been made if the respondents had still held the gloomy regime expectations that they expressed in polls taken just before the U.S. declaration of war.

Two other questions, asked shortly after Roosevelt’s death, bear more directly on regime expectations. In May 1945, A IPO pollsters asked: “Do you think Truman will be more favorable or less favorable toward business than Roosevelt was?” Of the business and professional respondents, 60 percent expected Truman to be more favorable, 7 percent expected him to be less favorable, 18 percent expected him to be the same, and 15 percent had no opinion (Cantril, 1951, p. 887).

In the same poll, respondents were asked: “Do you think Truman will be more favorable or less favorable toward labor unions than Roosevelt was?” Of the business and professional respondents, 5 percent expected Truman to be more favorable, 55 percent expected him to be less favorable, 20 percent expected him to be the same, and 20 percent had no opinion (Cantril, 1951, pp. 887–88). Not surprisingly, the responses to this question form the mirror image of the responses to the previous question. Taken together, these responses indicate that business and professional people felt much less threatened by Truman than they had by Roosevelt.

Evidence from these polls matches the conclusions that Herman Krooss (1970) reached on the basis of his less systematic survey of the opinions expressed by business leaders: “For most business leaders, the mood during the first couple of years after V-J Day was one of cautious confidence and optimism” (p. 219)—a far different mood from that of business leaders between 1935 and 1941.
EVIDENCE FROM FINANCIAL MARKETS

If investors truly feared for the future security of their private property rights, they should have met the Great American Challenge: Put your money where your mouth is. Did investors manifest their fears by their actions in the financial markets?

The stock market provides some evidence. After plunging from a peak in 1929 to a trough in 1932, stock prices climbed substantially during Roosevelt’s first term as president. Between 1932 and 1936, the annual average real value of the S&P Index of Common Stock Prices increased by 110 percent. Still, the real value of the S&P index in 1936 remained substantially below its value in either 1928 or 1930, not to speak of its peak value in 1929. With the onset of the recession in 1937, stock prices fell. Except for a slight reversal in 1939, they continued to fall for five years. The real S&P index for 1941 was only 57 percent as high as its value for 1936. These stock price movements are broadly consistent with the concurrent political events described earlier, although the little crest in 1936–37 seems somewhat incongruent. It is noteworthy that even after the economy’s recovery from the recession of 1937–38 had become obvious to everyone, the stock market continued to slide, which suggests that longer-term pessimism was outweighing the brighter near-term prospect for profits.

Unfortunately, a change in stock prices, in itself, tells us nothing about whether the change reflects altered expectations with respect to profits at one point in the future or another. Obviously, if the profits expected in the near term were to increase sufficiently, investors would bid up stock prices even though they had simultaneously revised downward somewhat their expectations of later profits. Evidently, such expectations motivated investors from 1935 to 1937, when, in economist Alvin Hansen’s words, “Business men avoided as much as possible long-term capital commitments” (quoted by Roose, 1954, p. 174; see also Friedman and Schwartz, 1963, p. 495).

The investment data confirm Hansen’s assessment. We can divide gross private domestic investment into three components that correspond to differing lengths of the newly created capital’s expected economic life: gross private new construction (the longest lived); gross private producers durables (intermediate); and additions to business inventories (the shortest lived). During the last five years of the 1920s, on average, these components constituted the following proportions of private investment: 0.62, 0.32, and 0.06, respectively. During the business recovery that was in progress during the first three years of the Second New Deal (1935–37), however, the proportions were 0.38, 0.44, and 0.18, respectively, showing a marked shift away from the longest-term investments. The proportions remained much the same during the second business recovery of the Second New Deal (1939–41), when they were 0.45, 0.40, and 0.15, respectively. Clearly, the real investments made during the first and second Roosevelt administrations remained far more concentrated in short-term assets than the investments made during the latter half of the 1920s.
In contrast to the stock market data, evidence from the corporate bond market permits a more discriminating assessment of changes in expectations. By examining changes in the yield of bonds of various terms to maturity, we can identify how investors changed the discount rate that they applied to contracted interest payments that were payable at different points in the future.

In the late 1920s and early 1930s, the first-quarter nominal yields of high-grade corporate bonds of various terms to maturity differed little and fluctuated in a narrow range. After 1932, nominal yields began to fall and—most significant for present purposes—a wide spread opened between the yields of bonds with short terms to maturity and those with longer terms to maturity. By 1935, the yield of a bond with one year to maturity was only 1.05 percent, and such yields remained below 1 percent from 1936 through 1942 (U.S. Bureau of the Census, 1975, p. 1004). Yields of bonds with longer terms to maturity did not fall nearly so much.

Figure 1-3 permits a visual assessment of the effective risk premium on bond payoffs in the more remote future. As the figure shows, virtually no such premium existed from 1926 through 1934. All observations are for the first quarter of the year. Between 1934 and 1936, yields of longer-term bonds increased sharply, relative to the yield of a bond with one year to maturity. In 1936, bonds with five years to maturity had a yield that was three times that of a bond with one year to maturity. The yield multiple was
more than four for a bond with ten years to maturity, five for a bond with twenty years to maturity, and more than five for a bond with thirty years to maturity. Although the yield multiples of longer-term bonds fluctuated from year to year, they remained at extraordinarily high levels from 1936 through the first quarter of 1941. By the first quarter of 1942, however, the yield multiples had dropped precipitously. By 1943, they had returned to their 1934 levels and, despite rising slightly between 1943 and 1946, tended downward thereafter. By the early 1950s, the yield multiples were about the same as they had been in the early 1930s.

The bond yield data displayed in figure 1-3 tell a dramatic story. Investors’ confidence in their ability to appropriate the longer-term interest payments and principal repayments promised by the country’s most secure corporations plummeted between early 1934 and early 1936. Confidence remained at an extremely depressed level from 1936 through the first quarter of 1941. It then improved rapidly, despite the country’s becoming a declared belligerent in the greatest war of all time. The correspondence between these financial data and the political events and opinion data described earlier is truly striking. 10

CONCLUSION

It is time for economists and historians to take seriously the hypothesis that the New Deal prolonged the Great Depression by creating an extraordinarily high degree of regime uncertainty in the minds of investors.

Of course, scholars have had their reasons for not taking the idea seriously. For a long time, historians have viewed the statements of contemporary business people about “lack of business confidence” as little more than routine grumbling—sure, sure, what else would one expect Republican tycoons to have said? Historians generally report such statements as if they were either attempts to sway public opinion or unreflective whining.

Since World War II, economists, with only a few exceptions, have overlooked regime uncertainty as a cause of the Great Duration for other reasons, such as the availability of standard macroeconomic models whose variables do not include the degree of regime uncertainty and, even if one wanted to incorporate it into an existing model, the absence of any conventional quantitative index of such uncertainty. Somewhat inexplicably, most economists regard evidence about expectations drawn from public opinion surveys as scientifically contemptible. Moreover, economists crave general models that are equally applicable to all times and places, and so they resist explanations that emphasize the unique aspects of a specific episode, such as the Great Depression.

In opposition to these professional inclinations, one can offer several good reasons to take seriously the idea that the regime uncertainty created by the Second New Deal contributed significantly to the Great Duration. First, the Great Depression was not just another economic slump. In depth
and duration, it stands far apart from the next most severe depression in U.S. history, that of the 1890s. We are talking about history, not physics; unique events may have unique causes. Second, the hypothesis about regime uncertainty makes perfectly good economic sense. Nothing in the logic of the explanation warrants its dismissal or disparagement. Third, given the unparalleled outpouring of business-threatening laws, regulations, and court decisions, the oft-stated hostility of President Roosevelt and his lieutenants toward investors as a class, and the character of the anti-business zealots who composed the strategists and administrators of the New Deal from 1935 to 1941, the political climate could hardly have failed to discourage some investors from making fresh long-term commitments. Fourth, there exists a great deal of direct evidence that investors did feel extraordinarily uncertain about the future of the property rights regime between 1935 and 1941. Historians have recorded countless statements by contemporaries to that effect; and the poll data presented earlier confirm that in the years just before the war, most business executives expected substantial attenuations of private property rights, ranging up to “complete economic dictatorship.” Fifth, investors’ behavior in the bond market attests in a striking way that their confidence in the longer-term future took a beating that coincides exactly with the Second New Deal.

Finally, this way of understanding the Great Duration meshes nicely with a proper understanding of the Great Escape after the war. The Keynesians all expected a reversion to depression when the war ended. Most business people, in sharp contrast, “did not think that there was any threat of a serious depression” after the war (Krooss, 1970, p. 217). The business people forecasted far more accurately than the Keynesian economists: The private economy blossomed as never before or since. Official data, which understate the true increase because of mismeasurement of the price level, show an increase of real nongovernment domestic product of 29.5 percent from 1945 to 1946 (U.S. Council of Economic Advisers, 1995, p. 406). Private investment boomed and corporate share prices soared in 1945 and 1946 (Higgs, 1992, pp. 57–58). None of the standard explanations can account for this astonishing postwar leap, but an explanation that incorporates the improvement in the outlook for the private property regime can account for it.

From 1935 through 1940, with Roosevelt and the ardent New Dealers who surrounded him in full cry, private investors dared not risk their funds in the amounts typical of the late 1920s. In 1945 and 1946, with Roosevelt dead, the New Deal in retreat, and most of the wartime controls being removed, investors came out in force. To be sure, the federal government had become, and would remain, a much more powerful force to be reckoned with (Higgs, 1987; Hughes, 1991). But the government no longer seemed to possess the terrifying potential that business people had perceived before the war. For investors, the nightmare was over. For the economy, once more, prosperity was possible.
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NOTES

1. As indicated earlier, the data plotted for 1941 to 1946, especially those for 1942 to 1945, are unsuitable for analysis. I show them in this and the succeeding figure to reveal what would be at stake if one were to proceed in a conventional manner, treating these observations as comparable with the preceding and succeeding ones. Data source is U.S. Council of Economic Advisers (1995, p. 406).

2. Darby’s measure of unemployment counts persons employed in government emergency work-relief programs as employed, whereas the official measure of unemployment counts these persons as unemployed. See Darby (1976).


4. The 1929 benchmark was quite representative of the latter 1920s: gross private investment averaged $15.7 billion per year from 1925 through 1929 (Swanson and Williamson, 1972, p. 55).


6. For evidence that the undistributed profits tax did have harmful effects on resource allocation, with costs “borne disproportionately by young, growing firms,” see Calomiris and Hubbard (1995, quotation at p. 477). For the effect of the tax on business expectations, see Roose (1954, pp. 212–16).


8. These and the following proportions are computed from data in Swanson and Williamson (1972, p. 70).


10. Some critics have insisted that the yield spreads shown in figure 1-3 reflect nothing more than a “flight to liquidity” that drove the prices of short-term bonds up (and therefore their yields down) relative to the prices of longer-term bonds. They point to the fact that the drop in short-term yields accounts for most of the spread that appeared after early 1934. I am not persuaded by this explanation, because (1) a flight to liquidity should have expressed itself much sooner, especially as the financial system was crumbling from 1930 through the first quarter of 1933; (2) a flight to liquidity cannot account for the large spread that opened between, say, the yield on bonds with five years to maturity and the yield on bonds with ten years to maturity (the former being hardly “liquid”); and (3) the drastic narrowing of the spreads between early 1941 and early 1942 seems very difficult to attribute to a sudden disappearance of the alleged flight to liquidity.
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If you are going to try to go to war, or to prepare for war, in a capitalist country, you have got to let business make money out of the process or business won’t work. . . .

Henry L. Stimson, 1940

Business likes its wars without risk.
I. F. Stone, 1941

After World War II, the United States did not fully demobilize its armed forces. It continued to maintain a military establishment that, by historical standards, can only be called immense. Keeping large numbers of men heavily armed with ever more sophisticated weapons has created a tremendous demand for munitions. Most of the munitions have been produced by privately owned corporations, many of which rely on the Pentagon for the bulk of their sales. The dealings between the armed forces and the major defense contractors form the heart of what is known as the military-industrial complex.

This chapter deals primarily with one aspect of the military procurement program, namely, the arrangements by which economic risks are shifted from the private contractors to the government—that is, to the taxpayers—thereby allowing the companies to “function in a world of socialized risks and private profit” (Adams and Adams, 1972, p. 284). Also examined are two related matters: the high degree to which prime defense contracting is confined to a small fraternity of large companies, whose managers, along with their counterparts in the Department of Defense and the armed services, form a sort of “old boy network”; and how such concentration and the privileges associated with it make possible the realization of rates of return that are, given the low risk actually borne, exceptionally high. At issue here are the origins of these aspects of the modern military supply business.

This chapter is reprinted (here in revised form) with permission from The Sinews of War: Essays on the Economic History of World War II, edited by Geoffrey T. Mills and Hugh Rockoff. Copyright © 1993, Iowa State University Press.
HALLMARKS OF THE MODERN MILITARY PROCUREMENT SYSTEM

Only a small proportion of all defense procurement spending is transacted by means of sealed-bid competitive contracting, in which the contractor submitting the lowest bid automatically gets the sale. Instead, the military purchaser typically negotiates a deal with a selected supplier, sometimes after a preliminary (but limited) design or research competition, to set the conditions under which a sole corporate supplier will provide the goods or services desired. Often, no firm price is fixed for the product; rather, the military buyer promises to reimburse the full costs of production and to pay the supplier a fixed fee, commonly described as profit. Having entered into such a contract, the company cannot lose. More likely, its gains will turn out to be greater than originally stipulated, because the contract is not binding—that is, the military buyer either initiates or acquiesces in contractual changes, many of which result in enhanced returns to the supplier.¹

Because of the great attraction of low-risk, high-return deals with the Pentagon, firms engage in “fierce oligopoly rivalry” to acquire the contracts (Gansler, 1980, p. 101). Usually, the firm that gets the research and development (R&D) contract to develop a new weapon can count on, first, having the government pay all of its R&D costs and, second, receiving a sole-source contract to produce the weapon it has begun to develop, the “follow-on” business. Contractors go to great lengths—financial, technical, political, and even legal and ethical—to get the big contracts (Adams, 1982, p. 185; Rasor, 1985, pp. 237–53; Proxmire, 1970, p. 162; Gansler, 1980, pp. 101, 297). But the intensity of their highly politicized struggles for the business should not be confused with traditional procurement competition (i.e., publicly advertised, sealed-bid competition in which the contractual terms are definite and the lowest bidder automatically wins). Military officials are free to choose higher-priced bidders on the grounds of technical, organizational, or other perceived superiority, and they often do so. Hence, nothing prevents established personal and corporate intimacies between the military buyers and the corporate suppliers from swaying decisions about the award of contracts. Moreover, although the rivalry to get the big R&D contracts may sometimes be fierce, it is hardly a free-for-all, because only “qualified” contractors, those certified by the government purchaser, may compete.

To shield the chosen contractors from risking their own assets, in many cases, the government provides them with plants, equipment, and materials. It provides working capital in the form of advance and progress payments, as well as deferrals of tax payments. Therefore, the contractors accrue profits, even though they have placed little or nothing at risk (Kaufman, 1972, p. 289; Dumas, 1976, p. 458; Dumas, 1986, pp. 331–42; Gansler, 1980, pp. 3–6, 47–9, 54–62, 89, 138, 149, 171–2, 201, 288, 292). A more exacting classification would categorize such “profits” as transfer payments.
Should a major contractor, notwithstanding the government’s arrangements to shield it from risk, still fall into financial difficulty, the government stands ready to bail it out. Contractual adjustments, loans or loan guarantees, and strategic placement of new contracts may be used to ensure that the contractor stays in business. Although the Lockheed bailout of the early 1970s is the best-known episode, scholars have identified an extensive pattern of rotating major contracts that has been dubbed a “bailout imperative,” a virtual guarantee against bankruptcy, regardless of mismanagement or other corporate ineptitude (Nieburg, 1966, pp. 201, 269; Kurth, 1973, pp. 142–4; Kaufman, 1972, pp. 289; Dumas, 1977, p. 458; Gansler, 1980, pp. 49, 172, 227).

The defense business is highly concentrated. Typically, the leading one hundred contractors get 65 to 75 percent of the total value of prime procurement contracts. Within well-defined product classes (e.g., ballistic missile submarines or surveillance satellites), only one or two producers may have the “market” to themselves. Furthermore, as Bernard Udis and Murray Weidenbaum have observed, “the procurement of sophisticated weapons systems takes place in a rarified atmosphere in which the distinction between the buyer and seller becomes blurred due to the interdependence of the organizations, the growing commonality of goals, and the daily intermingling of personnel from both groups over extended periods of time. . . . [This is] an environment far removed from the presumed ‘arm’s length’ dealings of the market” (Udis and Weidenbaum, 1973, p. 33 [also pp. 31–2]; Gansler, 1980, pp. 3, 11, 30, 34, 36–50, 100). Senator William Roth has complained that “one cannot do business in some Army procurements unless one is part of the ‘old boy network,’” and Senator William Proxmire has pointed to “an active, ever-working, fast-moving, revolving door between the Pentagon and its big suppliers.” Thousands of high-ranking military officers retire and find immediate executive employment in the defense industry, while industry officials routinely occupy high-ranking positions in the Pentagon bureaucracy.2

Defense profits are a hotly disputed topic (partly because of the opaque accounting practices of the companies), but it seems fairly clear that, in view of the small risk borne, the major contractors generally realize extraordinarily high rates of return on their investment. As Jacques Gansler has emphasized, many large contractors “achieve a high return on investment through the unique advantage of having a great deal of government plant space, equipment, and money, which means that they must invest very little.”3 Procurement officers pay attention to limiting a contractor’s rate of returns on sales, but they virtually ignore the more significant rate of return, namely, that on the contractor’s investment.

In sum, the military-industrial complex of the post-World War II era presents a clear case of private profit and public risk. Buyer and seller blur; revolving doors spin; costs escalate and are duly reimbursed. The taxpayers pick up the entire bill, while the big contractors pocket the billions in fees. Profits—properly a return for betting one’s own resources on uncer-
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tain prospects in the market—go to parties who have borne little or no risk
and have already been fully, or more than fully, reimbursed at third-party
expense, often in advance of performance, for every conceivable cost they
have borne.

It was not always thus. The roots of the modern system can be found in
the rearmament program of 1940–41.

MILITARY PROCUREMENT AND PLANNING BEFORE 1940

Before 1940, everything about military procurement was different. The scale
of the business was, by later standards, minuscule. The armed forces—
army, navy, and marines together—never exceeded 335,000 officers and
men on active duty during 1922–39, and until the late 1930s, usually num-
bered about 250,000. Congress appropriated meager sums for munitions,
too little even to equip the existing personnel to fight effectively. During
the fiscal years 1922–39, federal outlays for national security averaged just
$744 million per year, only a portion of which could be spent for procure-
ment. What little purchasing the armed forces did they transacted accord-
ing to rigidly specified legal procedures. Normally, the military purchaser
publicly advertised its demand for a definite quantity of a specific item,
accepted bids, and automatically awarded the contract to the lowest bidd-
er. During the fiscal years 1937–40, for example, the War Department
placed about 84 percent of its procurement business by means of invita-
tions to bid. The Navy Department operated similarly. Elberton Smith
observed that “contracting officers were ill-prepared to meet the Pandora’s
box of problems suddenly released in the summer of 1940 by the deluge of
appropriations exceeding, within three short months, the total for the pre-
vious nineteen years” (U.S. Bureau of the Census, 1975, pp. 1141, 1115;
Beaumont, 1977, p. 120; Smith, 1959, pp. 216, 218; Connery, 1951, p. 64).

Disillusioned by World War I and its aftermath, during the interwar
years, the American public remained overwhelmingly hostile toward war
and militarism in general, and toward arms manufacturers in particular.
Stigmatized as “merchants of death,” military suppliers and financiers were
subjected to prolonged investigation before the Nye Committee of the Sen-
ate during 1934–36, and they were widely blamed for U.S. participation in
the Great War. In a public opinion survey in 1936, 82 percent of the respon-
dents agreed that the manufacture and sale of munitions for private profit
should be prohibited. To preclude foreign entanglements that might drag
the nation into war, Congress passed Neutrality Acts in 1935, 1936, 1937,
and 1939. According to public opinion polls taken in 1939, business ex-
cecutives opposed war even more than the general public. They feared es-
specially the “regimentation” that war would probably bring, anticipating
that wartime governmental controls, especially if implemented by the an-
tibus Roosevelt administration, would destroy their property rights
and perhaps usher in dictatorship (Cantril, 1951, p. 491; Stromberg, 1953,
pp. 3, 69). Offering scant profits and considerable opprobrium, military
business held few attractions for American businessmen in the twenty years before the outbreak of World War II.

No matter how unpopular war might be, the government still had to attend to national security affairs. Under the National Defense Act of 1920, the War Department, in cooperation with the navy, had a responsibility to make plans for economic mobilization, so called M-Day Plans, to be implemented in the event of war. Accordingly, with the encouragement and advice of Bernard Baruch, head of the War Industries Board during World War I and the recognized expert on the economics of war, plans were drawn up in 1931, 1933, 1936, and 1939. In formulating the plans, the military authorities routinely consulted with representatives of big business, but with few others. In 1939, at the instigation of Assistant Secretary of War Louis Johnson, the president appointed a War Resources Board (WRB), headed by U.S. Steel's chairman Edward R. Stettinius, Jr., and for the most part composed of big businessmen, to review the latest M-Day Plan. The WRB endorsed, with few qualifications, the army's plan to place the wartime economy under the direction of a powerful emergency superagency to be directed by patriotic businessmen, a War Resources Administration, to be patterned after the War Industries Board of World War I, only stronger. Reports of the WRB's proceedings ignited an explosion of protest. New Dealers, farm representatives, and labor unionists hastened to attack the WRB and its proposals. Chastened by the reaction and jealous of his own powers over a mobilized economy, Roosevelt disbanded the WRB and suppressed its report. (Nevertheless, the army's and the WRB's plans and recommendations were, in part, ultimately implemented. The War Production Board [1942–45], for example, made a reality of much of the prewar vision.) [Huston, 1966, pp. 403–10; Blum, 1962; Blum, 1972; Rutherford, 1939.]

Parallel to the interwar plans for economic mobilization, the purchasing agencies of the army and navy devised plans for wartime alterations in procurement practices and sources of supply. According to an official army history, “a basic assumption and recommendation of army procurement planning long before World War II was prompt suspension, at the beginning of an emergency, of the peacetime restrictions on contract placement.” The procurement agencies envisioned, especially for the acquisition of novel or complex products, the use of negotiated, cost-plus types of contracts (Smith, 1959, pp. 71, 243 [quotation], 246; U.S. Civilian Production Administration, 1947, p. 57). In addition, military planners “anticipated that government corporations may be formed to take business war risks not reasonable to expect of private corporations,” perhaps by offering subsidized loans and war risk insurance to munitions makers.4 In April 1939, Congress authorized the navy to negotiate cost-plus-fixed-fee (CPFF) contracts for the construction of bases outside the continental United States. The navy had requested the authority on the grounds that under the usual bidding system the risks involved in such projects would cause the navy's costs to be exorbitant (Connery, 1951, p. 66; Miller, 1949, p. 86). Clearly,
the idea of shifting the risks from the military suppliers to the taxpayers had gained a following among military planners and their business associates well before the United States began to rearm in earnest in 1940.

THE GREAT SCARE AND THE COMMITMENT TO REARM

Attitudes toward U.S. rearmament changed radically in 1940 in reaction to events in Europe. Americans had been shocked and dismayed when Germany overran Poland, prompting France and Britain to declare war in September 1939, but the following winter saw little action, and the situation in Europe came to be characterized as a “phony war” or “sitzkrieg.” The quiet was violently shattered during April–June 1940, when Germany invaded and occupied Denmark and Norway; captured Luxembourg, Belgium, and Holland; compelled the French to capitulate; and almost destroyed the British army at Dunkirk. In May, only 36 percent of Americans polled in a public opinion survey favored aiding Britain at the risk of war; in December, 60 percent did. Commentary in the business press indicated that businessmen also were “pretty thoroughly converted” from isolationism to favoring aid to the British (U.S. Bureau of the Budget, 1946, pp. 17–21; Stromberg, 1953, pp. 72–73; Smith, 1959, pp. 128–29).

Suddenly, Congress gained an appreciation of the country’s precarious military condition and made unprecedented appropriations for rearmament. Funds were provided to speed the construction of a “two-ocean Navy.” Between June 1940 and December 1941, about $36 billion was made available to the War Department alone—more than the army and navy combined had spent during World War I. As Secretary of War Henry L. Stimson remarked, however, “the pinch came in getting money turned into weapons.” The United States possessed enormous potential to produce munitions, but early in 1940, its munitions industry was, in Donald Nelson’s words, “only a token industry,” and by comparison with the munitions industries of Europe and Japan, “a pigmy.” The rearmament program somehow had to “enable American industry to make the heavy capital commitments, plant expansion, and organizational changes essential to large scale armament production” (Huston, 1966, p. 412; Stimson and Bundy, 1947, p. 166; Nelson, 1946, pp. 34–35; Smith, 1959, pp. 129, 219).

Having rejected the plan endorsed by the WRB, the president chose to organize the rearmament program by reviving, under authority of a 1916 statute, the Advisory Commission to the Council of National Defense (NDAC). On May 28, Roosevelt announced its establishment and its membership. The key positions went to U.S. Steel’s chairman Stettinius (industrial materials) and General Motors’ president William S. Knudsen (industrial production). Nelson, a Sears executive, was designated coordinator of national defense purchases and thereby became a de facto commissioner of the NDAC. Businessmen’s fears that the rearmament program would lead to a New Deal takeover of industry began to subside. With the appointment of leading businessmen to direct the NDAC, “the great bugaboo of iron
dictatorship [by Roosevelt] had been laid to rest” (U.S. Bureau of the Budget, 1946, pp. 21–25; Stromberg, 1953, pp. 74–75).

In January 1941, Roosevelt, again by executive order, created a new agency to oversee the rearmament program, the Office of Production Management (OPM), headed by Knudsen and well staffed by dollar-a-year men drawn predominantly from big business. These men occupied positions in the rearmament program for the token salary of a dollar a year or, more commonly, for no compensation at all. Clearly, after years of acrimony, the president was striving to make his peace with the capitalists. Under both the NDAC and the OPM, big business was visibly in the driver’s seat. Roosevelt hoped that this arrangement would reassure businessmen and thereby prompt their participation in the rearmament program. They were somewhat reassured, no doubt; but evidently, that reassurance was not enough to make them clamor for defense contracts. Indeed, a striking aspect of the “defense period” from mid-1940 to the end of 1941 was the reluctance of many businessmen to seek or accept war-related business. Oddly, as an official history of the war expressed it, “It was necessary to induce manufacturers to accept defense contracts” (U.S. Bureau of the Budget, 1946, pp. 53–63 [quotation p. 25]; Stone, 1941; Catton, 1948, pp. 22, 29–30; Janeway, 1951, pp. 162–65). Why?

BUSINESSMEN’S RELUCTANCE TO ACCEPT DEFENSE CONTRACTS

Even after fears had subsided that a Rooseveltian dictatorship might be ushered in by the rearmament program, businessmen had numerous worries and reservations about participation in the military buildup. After all, the United States might never actually go to war. Even if it were to do so, the war might not be very big or last very long. Many businessmen, plagued by excess capacity throughout the 1930s (e.g., steel, aluminum), hesitated to add even more capacity that would be unremunerative in the postwar economy. During a war, returns on investment might be legally limited or captured by excess-profits taxes. Who would finance the new plants? Private financial institutions might consider them too risky. But if the government financed the new facilities, the result might be that after the war the government would use its financial leverage to restructure the competitive situation or go into business itself. Might the government again, as it had after World War I, file suits after the war for recovery of funds advanced to stimulate investment in war facilities? In any event, it made little economic sense to forgo production for current civilian markets, which were becoming robust again after the long depression (e.g., automobiles), in order to convert facilities for uncertain employment in the rearmament program. In sum, the widely noted reluctance of businessmen to seek or accept war-related business during the defense period reflected the existence of substantial risks, some with regard to world events and some with regard to public policies, and the businessmen’s judgment that, in the circumstances, they would rather not bear those risks (Yntema, 1941, pp. 375–

Hence arose what critics of business, especially in the summer of 1940, styled a “strike of capital.” I. F. Stone, who wrote a book titled Business As Usual in 1941, charged that “industry, with the connivance of the Defense Commission, was carrying on a sitdown strike for special tax privileges.” Even as sympathetic a source as Barron’s Financial Weekly (July 29, 1940) spoke of an “attitude of some defense industries that they must be assured of a profit.” The president had conceded in his “fireside chat” radio broadcast of May 26 that industry could not be expected to bear all of the risks of the rearmament program.5

Both sides were engaged in active political maneuvering and bargaining. The government had committed itself, and the taxpayers’ money, to a massive rearmament. The effort to get the goods—and get them fast—required the participation of businessmen to convert and expand production facilities. No one of political importance ever considered seriously that the government itself might produce a large proportion of the desired weapons in its own arsenals. Prewar military planning and politically potent business sentiment both upheld the desirability of privately managed production of munitions. Government production of essential raw materials, such as steel, copper, and aluminum, was even less thinkable in the prevailing ideological and political context. As Bruce Catton observed, the government faced “the necessity to bring into the defense effort, as active co-operators, the proprietors of the nations’ chief physical assets. . . . For the duration of the prewar defense period, therefore, the game had to be played their way.” Yet, even as late as October 1940, 59 percent of the executives polled in the Fortune survey reported that businessmen of their acquaintance had reservations about rearmament work. Table 2-1 lists the reasons given for this reluctance, which were diverse but generally reflected a continued distrust of the Roosevelt administration. By that time, however, the situation had been fundamentally altered. Big business had established its indispensability. The government had taken major steps to relieve defense producers of risks, to allay their fears, and in Catton’s words, to “give them a piece of the performance” (Cantril, 1951, p. 346; Catton, 1948, p. 22). In a while, business opinion would catch up with the institutional changes set in motion during June–October 1940.

NEGOTIATED CONTRACTS, COST-PLUS, AND ADVANCE PAYMENTS

According to John Perry Miller, a careful analyst of wartime procurement, “adoption of the negotiated contract in place of the contract awarded by
formal competitive bidding represented the greatest single step in the development of procurement policies during the war.” Impetus for the change came from Nelson, the government’s chief purchasing expert, and his fellow dollar-a-year men. The businesslike practice of negotiating deals gained the approval of the NDAC, which favored it “because of its greater effectiveness in mobilizing industry.” The army and later the president gave their approval, and in late June and early July of 1940, Congress enacted important legislation to authorize the use of negotiated contracts. An act of June 28 authorized the navy and the coast guard “to negotiate contracts for the acquisition, construction, repair, or alteration of complete naval vessels or aircraft, or any portion thereof, including plans, spare parts, and equipment therefor, that have been or may be authorized, and also for machine tools and other similar equipment, with or without advertising or competitive bidding. . . .” An act of July 2 gave even broader authority to the Secretary of War to purchase military supplies, land, and construction services “with or without advertising.” The act also conveyed to the president the essentially open-ended power, “with or without advertising,

Table 2-1 Reasons for businessmen’s reservations about rearmament work, October 1940

<table>
<thead>
<tr>
<th>Reason</th>
<th>Percent with reservations who indicated this reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belief that the present administration in Washington is strongly antibusiness and a consequent discouragement over the practicability of cooperation with this administration on rearmament</td>
<td>77.3</td>
</tr>
<tr>
<td>Government’s delay over letting them charge off the cost of their new plants for rearmament within five years for tax purposes</td>
<td>64.6</td>
</tr>
<tr>
<td>Fear that acceptance of rearmament orders will subject their plants to added interference with their labor policies</td>
<td>45.2</td>
</tr>
<tr>
<td>Belief that profits allowed on rearmament contracts are too small to justify the investment of the risks involved</td>
<td>38.4</td>
</tr>
<tr>
<td>Fear that an excess-profits tax will wipe out most of their profits on the rearmament orders</td>
<td>36.6</td>
</tr>
<tr>
<td>Feeling that the emergency is not so acute as the president should have them feel</td>
<td>35.0</td>
</tr>
<tr>
<td>Public sentiment against war profits, as a result of which businessmen would rather not handle war orders</td>
<td>20.1</td>
</tr>
</tbody>
</table>

through the appropriate agencies of the Government . . . to provide for emergencies affecting the national security and defense . . .“ (Miller, 1949, pp, 84, 87; Nelson, 1946, pp. 102–4, 149; 54 Stat 676 [28 June 1940]; 54 Stat 712 [2 July 1940], at 712, 714).

Under this authority, the military departments immediately changed their purchasing practices. In the fiscal year ending on June 30, 1940, the War Department had made 87 percent of its purchases through advertising and invitations to bid. During the following eight months, in stark contrast, the department spent ten times as much and placed 74 percent of the contracts, by value, through negotiation. Although many small contracts continued to be placed by competitive bidding, the big contracts were thereafter almost all negotiated. As a contemporary writer stressed, procurement officers could now base their decisions on “factors other than low prices,” such as managerial reliability and cooperativeness, ability to deliver high-quality goods quickly, and possession of effective R&D facilities (Smith, 1959, p. 247 [also pp. 72, 223, 243, 246]; Gragg, 1941, p. 227).

Henceforth, only rarely would large defense contractors have to bear the burden of submitting the lowest bid in order to get the business.

In lieu of advertised contracts and competitive bidding, the expediting acts of June 28 and July 2 authorized the use of negotiated, CPFF contracts. The fee was limited to 7 percent of the estimated cost. According to an official army history, the fixed fee “represented the contractor’s compensation for undertaking and performing the contracts. . . . [It] constituted a guaranteed clear profit. . . . Thus all major risks under CPFF contracts were transferred to the government.” The expediting acts outlawed the use of contracts guaranteeing suppliers their costs plus a percentage of costs (CPPC), which had produced scandalous results during World War I; but in practice, the CPFF contracts of World War II (and since) amounted to something similar. As Smith observed, “the fee was determined by the application of a standard or reasonable percentage figure to the estimated costs.” Furthermore, the contracts were not made binding. Significant changes in the contractor’s circumstances or in the scope of the contract during its term could result in “appropriate increases” of the supposedly fixed fee. The expediting act of June 28 explicitly authorized such changes in existing contracts (54 Stat. at 677, 680, 713; Smith, 1959, pp. 282–83, 312).

Cost-plus-fixed-fee contracts received much criticism from the public and members of Congress. Harry Truman, chairman during 1941–44 of the Senate’s Special Committee to Investigate the National Defense Program, wrote in his memoirs, “Huge fixed fees were offered by the government in much the same way that Santa Claus passes out gifts at a church Christmas party. . . . [T]he fees allowed to contractors by the government sometimes made it possible for them to earn, on a three-month job at government risk, three or four times as much as they had formerly been able to make at their own risk in an entire year of work.” Truman discovered that the navy’s CPFF contracts with private shipbuilders were “extremely liberal”; the government’s payments of fees and bonuses “bore no relation whatever
to the average net profits of the companies during the period from 1936–1940.” Despite the official and unofficial criticism of CPFF contracts, not much was done to reduce their use during the war (or since). They accounted for 46 percent of the value of all army, navy, and Maritime Commission supply contracts of more than $10,000 (excluding awards for foodstuffs, construction, and production facilities) during 1940–41; by the second half of 1944, they had been reduced only to 40 percent.6

Although the procurement officers had an official rationale for their extensive use of CPFF contracts—they claimed, inter alia, that it was cheaper for the government to use CPFF contracts than to pay the risk premiums that contractors would demand on fixed-price contracts—a chief reason, in fact, was that “some contractors themselves seemed happy with their relatively riskless contracts.” Miller explained:

Many contractors sought a contract which approached as closely as possible the CPFF contract in its risklessness but carried the higher profit associated with risk-taking. While the services were willing to assume many of those risks over which the contractor had no control, they sought a fixed-price contract which had sufficient pricing risk to provide incentive to efficiency and at the same time would not yield profits which were too excessive when viewed at the completion of the contract. The result of this conflict of interest was a wide variety of contractual forms in which risks, rewards, and incentives were mixed in various ways. It is not an exaggeration to say that as a result we came closer than is generally realized to financing this war on a disguised CPPC basis.

Often, the contractor’s actual costs turned out to be far lower than the initially estimated costs, especially when high-volume production permitted significant economies of learning from experience. Hence the fixed fee, relative to actual costs, gave the contractor far more than a 7 percent profit margin (the maximum, relative to estimated costs, allowed by the law) [Smith, 1959, p. 283; Miller, 1949, pp. 120, 130, 132–33].

Finally, besides providing for negotiated and CPFF contracts, the expediting acts of the summer of 1940 authorized the army and navy to make advance payments of up to 30 percent of the contract price, as well as progress payments during the performance of the work. Also, the president was authorized to provide government property for use in privately owned plants—a gift of the services of fixed capital. Smith described the availability of working capital in the form of advance and progress payments as “a most important consideration underlying the decision of many producers to accept contracts and undertake cash outlays for conversion to war production.” Miller recognized that advance and progress payments were “another facet to the program for facilitating production with minimum risk to the contractor. . . .” From mid-1940 to September 1945, the War Department made advance payments of more than $7 billion and the Navy Department made payments of about $2 billion (54 Stat. at 676, 713, 714; Smith, 1959, p. 220; Miller, 1949, pp. 118–19; U.S. Civilian Production Administration, 1947, p. 60; Connery, 1951, pp. 367–68.)
CHANGES IN TAX LAWS

Even if the contract ensured a profit to the private contractor, the possibility remained that what the government had given in the form of contractual fees it might reclaim in large part by prohibiting or taxing away “excess profits.” Under the Vinson-Trammel Act of 1934 and the Merchant Marine Act of 1936, both as amended, profit margins on government contracts for aircraft and ships were already subject to limits that ranged from 8 to 12 percent. In the event of war, the government would raise corporate income-tax rates and impose an excess-profits tax—the experience of World War I left little doubt about these matters. Firms therefore faced the prospect that investments in expanded or new facilities would yield scant after-tax returns during the war, then leave them saddled with excess capacity after the war. No wonder that “private enterprise showed considerable reluctance to begin the task” (Smith, 1959, p. 457; Stone, 1941, pp. 165–66).

At the military departments and the NDAC, in mid-1940, the government’s economic mobilizers found themselves in what Nelson called a “stalemate” and critics of business called a “strike of capital.” Commissioner Stettinius complained that the navy’s construction program was being held up by armor-plate producers who would not increase their capacities until Congress produced a “definite ruling” on accelerated depreciation allowances for tax purposes. Congress had appropriated funds for some 4,000 aircraft and the War Department had awarded the contracts, but as late as August 9, Secretary Stimson told a congressional committee that the aircraft companies had signed the contracts for only thirty-three planes. In a section of his 1941 book titled Treason, Stone charged that “the aviation industry was used as front for the rest of business in its fight for special tax privileges on defense contracts.” Six major aircraft companies, headed by Douglas, were reportedly producing under a temporary agreement, awaiting congressional passage of a tax bill. Stimson, blunt as ever, observed that businessmen “were not going to sign contracts until they had a bill protecting them against large losses. . . .” (Nelson, 1946, p. 106; Connery, 1951, p. 91; Mitchell, 1940, p. 266; Stone, 1941, pp. 160, 168; Stimson and Bundy, 1947, p. 166).

At the NDAC, Nelson and a fellow commissioner, the economist and New Dealer Leon Henderson, took the initiative in formulating a tax provision to move the defense contractors “off dead center.” In collaboration with the financier William C. Potter of the Guaranty Trust Co. and the big businessman Floyd B. Odlum of the Atlas Corporation, they devised a plan to permit businessmen to depreciate certified emergency facilities in five years, instead of the usual twenty, or in a shorter period if the emergency should end sooner or if the facilities should cease to be necessary for the war program. The Treasury was persuaded “not to oppose” the measure. Knudsen gave it a stirring defense before the Senate Finance Committee, which finally approved it, but just barely, by a vote of 11–10. On October 8, it was enacted into law as Title III of the Second Revenue Act of 1940.
The act also abolished the profit limitations of the Vinson-Trammel Act and the Merchant Marine Act, but at the insistence of the president and his fellow New Dealers, it raised corporate income taxes (to a top bracket of 24 percent) and imposed an excess-profits tax (to a top bracket of 50 percent). Loopholes allowed escape from much of the apparent burden. Corporations were allowed a choice of methods for computing their excess-profits tax liability, so no one was denied an opportunity to earn a substantial after-tax rate of return. Eighteen leading aircraft companies, for example, managed to earn profits of almost 26 percent on their net worth in 1940; and despite booming business, only five of twelve integrated steel companies had to pay excess-profits taxes for that year. In addition, carry-back provisions “were designed specifically to lessen the financial risk of concerns in expanding their facilities for war production.” Under these provisions, which amounted to various forms of income averaging, firms could charge certain war-induced costs and losses after the war against wartime income, thereby reducing their total tax liabilities. Eliot Janeway explained:

The excess-profits tax rate was very high indeed. But the excess-profits tax that business paid was not given up—as ordinary tax money is given up—irretrievably: this money was being put on wartime deposit with the Treasury. On the inevitable day of postwar readjustment, losses could be “carried back” as claims for refunds of these excess-profits tax payments. Thus was created the biggest and most resilient cushion in the history of public finance.

Again, as contemporary analysts recognized, the government—that is, the taxpayers in general—was shouldering the financial risk from which defense contractors were being relieved. (54 Stat. at 1003; Blakey and Blakey, 1940, pp. 731–33; Smaller War Plants Corporation, 1946, 46–47; Janeway, 1951, p. 165; Stone, 1941, pp. 166, 169–70.)

Passage of the Revenue Act of October 1940 provoked companies to build new facilities “with a rush.” In Nelson’s judgment, “probably no other factor played a greater part in breaking the log-jam.” As table 2-2 shows, total applications for certification under the accelerated depreciation program amounted to about $3 billion by the end of 1941. By the end of the war, the War Department had certified almost $5 billion, the navy about $1.5 billion, and the War Production Board some $750 million. The accelerated depreciation law, said Smith, “made a frank appeal to the profit motive. . . . [I]t converted high tax rates from a liability to an asset,” because “[t]he higher the rate of corporate income and excess profits taxes, the greater was the positive inducement to retain its earnings in the form of expanded plant and equipment.” (Obviously, plants that would be suitable for, or easily converted to, the production of civilian goods after the war received the most encouragement under this tax scheme.) In short, as
Janeway concluded, the five-year write-off provision was “a bonanza for business” (Nelson, 1946, p. 107; Brown and Patterson, 1943, p. 640; Smith, 1959, pp. 472–73 [quotations pp. 474–75]; Janeway, 1951, p. 164).

**GOVERNMENT FINANCING OF INVESTMENT IN PLANTS AND EQUIPMENT**

Even with a CPFF contract to guarantee the net income, advance payments to provide the working capital, and accelerated depreciation to reduce the tax liability, a military supplier might have to bear a major risk, namely, the risk of capital loss on the physical plant and equipment in which the corporation had invested. When the plant and equipment were highly specialized in the production of exclusively war-related products, the prospect of postwar capital loss loomed large. As table 2-2 indicates, corporate investment in war facilities during the defense period for the most part took the form of investment in facilities that would lend themselves to production for civilian markets after the war. Corporations invested three times more in steel and chemical plants, for example, than they did in plants for ammunition, guns, and combat vehicles combined. Of course, the risk of capital loss could itself be shifted if someone else paid for the plants. “The use of government funds to aid the expansion of manufacturing facilities was,” as Miller observed, “another approach to the problem of reducing contractors’ investment risks” (Miller, 1949, p. 116; White, 1949, pp. 156–83; McLaughlin, 1943, pp. 108–10, 114; Connery, 1951, pp. 92, 350; Klagsbrunn, 1943, p. 121).

<table>
<thead>
<tr>
<th>Product to be produced</th>
<th>Estimated cost of facilities (millions of dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron, steel, and products</td>
<td>198</td>
</tr>
<tr>
<td>Nonferrous metals and products</td>
<td>198</td>
</tr>
<tr>
<td>Machinery, electrical equipment</td>
<td>178</td>
</tr>
<tr>
<td>Chemicals, petroleum products</td>
<td>141</td>
</tr>
<tr>
<td>Aircraft, aircraft engines</td>
<td>106</td>
</tr>
<tr>
<td>Ammunition</td>
<td>51</td>
</tr>
<tr>
<td>Guns</td>
<td>36</td>
</tr>
<tr>
<td>Ships</td>
<td>32</td>
</tr>
<tr>
<td>Combat and motorized vehicles</td>
<td>27</td>
</tr>
<tr>
<td>Miscellaneous manufacturing</td>
<td>75</td>
</tr>
<tr>
<td>Nonmanufacturing</td>
<td>284</td>
</tr>
<tr>
<td>Applications received, but not yet acted on</td>
<td>1,657</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>2,983</strong></td>
</tr>
</tbody>
</table>

Of the almost $26 billion spent for new manufacturing plants and equipment during the five years ending in mid-1945, more than $17 billion, or roughly two-thirds, was financed directly by the federal government (table 2-3). Under authority of the expediting acts of mid-1940, the army, navy, and Maritime Commission spent some $9 billion out of their appropriations from the Treasury. Most of these expenditures went to build plants for making ammunition and explosives, for bomb and shell loading, and for shipyards, that is, for facilities traditionally encompassed within the armed forces’ arsenals and naval yards. Such facilities were operated either directly by the government or by private operators, who received a management fee and exercised little independence in the operations. Some $3.6 billion of the direct investment by the armed forces and the Maritime Commission went to construct and equip facilities operated by private contractors under lease arrangements, so-called GOCO plants (government-owned, contractor-operated). The outputs of these plants included, for the most part, basic industrial goods and raw materials, rather than explosives, ammunition, and the like (54 Stat. at 680, 712; Miller, 1949, pp. 117–18; White, 1949, pp. 156–57; Smaller War Plants Corporation, 1946, p. 48; Smith, 1959, p. 496).

Besides having the armed services themselves build industrial facilities, the government experimented with various devices to shift the risk of capital loss away from the military contractors. In the summer of 1940, the NDAC held numerous conferences with representatives of high finance, including president Potter and vice-president Broderick Haskell of Guaranty Trust, and John Hancock, Baruch’s close associate, of Lehman Brothers. The result was the Emergency Plant Facility (EPF) contract, also known as the “bankable” contract. Under this plan, the contractor financed a plant certified by the government as required for the national defense program, but the government promised to repay the cost of the facility fully in sixty

<table>
<thead>
<tr>
<th>Industrial group</th>
<th>Privately financed</th>
<th>Federally financed</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron, steel, and products</td>
<td>1.04</td>
<td>2.87</td>
<td>3.91</td>
</tr>
<tr>
<td>Nonferrous metals and products</td>
<td>0.41</td>
<td>1.88</td>
<td>2.29</td>
</tr>
<tr>
<td>Metal fabricating industries</td>
<td>1.62</td>
<td>7.41</td>
<td>9.04</td>
</tr>
<tr>
<td>Chemicals, allied products</td>
<td>0.79</td>
<td>2.98</td>
<td>3.77</td>
</tr>
<tr>
<td>Petroleum, coal products</td>
<td>0.90</td>
<td>0.54</td>
<td>1.44</td>
</tr>
<tr>
<td>Other manufacturing</td>
<td>3.46</td>
<td>0.39</td>
<td>3.85</td>
</tr>
<tr>
<td>Not classified as to industry</td>
<td>0.39</td>
<td>1.10</td>
<td>1.49</td>
</tr>
<tr>
<td>Total manufacturing</td>
<td>8.61</td>
<td>17.17</td>
<td>25.79</td>
</tr>
</tbody>
</table>

equal monthly payments and then to assume its ownership. The contractor’s risk, as Gerald White observed, “was reduced to a minimum because of his assurance that the government would ultimately assume the cost of the facilities. Since the government would acquire title to the plant at the conclusion of the emergency, there was no possibility of a direct windfall gain to the contractor.” Of course, there was also no possibility of a postwar capital loss for the contractor, which, in the circumstances of 1940, seemed a more likely contingency. To make the EPF contract even more attractive to private corporations, the government gave the contractor an option to buy the plant at the end of the war; furthermore, the government promised never to use the plant “for business or commercial purposes” (White, 1949, pp. 171–73; Miller, 1949, pp. 116–17; Smith, 1959, pp. 476–84).

The provision that made EPF contracts “bankable” was that the government’s monthly reimbursement payments could be assigned to a financial institution from which the contractor had obtained the funds to build the facility. Such assignments previously had been illegal and now had to be authorized by statute. Accordingly, at the behest of the NDAC, Congress enacted the Assignment of Claims Act of October 9, 1940. Financiers had demanded a legal claim to the government’s payments as security for their loans to defense contractors. Indeed, they demanded even greater protection, and their additional demands resulted in the virtual stillbirth of the EPF contract (54 Stat. 1029 [9 October 1940]; White, 1949, pp. 172–74; Smith, 1959, pp. 480–81; Klagsbrunn, 1943, pp. 121–22).

The problem arose because Congress might fail to appropriate the money for the government to make the monthly payments it had agreed to make, leaving the banker unpaid, and “no bank would want to run the risk of repayment out of funds not yet appropriated.” To remove this risk, the contracts provided that the government sponsor of the loan, usually the War Department or the Navy Department, would stand ready to repay the loan in full during the last quarter of each fiscal year. The effect, as White noted, “was to put the government in the position of paying interest to a bank on a loan while having on hand sufficient resources to pay off the principal”—a conspicuously disadvantageous arrangement for the government. The EPF contracts also suffered as much in implementation as in design, and ultimately, little money was spent under this scheme: some $342 million, almost all of it during 1940–41 (White, 1949, pp. 173–74; Smith, 1959, pp. 481, 483). A more workable plan was needed to get the new war plants built while relieving the capitalists of risk.

The solution took the form of GOCO plants financed by the Defense Plant Corporation (DPC), a subsidiary of the Reconstruction Finance Corporation, created on August 22, 1940. When the DPC was created, said a Fortune writer at the end of 1941, “[h]ardly anyone was conscious that the government had taken a momentous step toward extensive plant ownership.” In the beginning, its role was generally considered that of a minor auxiliary to the armed forces’ direct investment in plants. By the end of the war, however, the DPC had invested more than $7 billion in industrial
plants and equipment, thereby “expanding capacity with a minimum of risk to industry.” The DPC invested mainly in facilities that would still be valuable after the war in such industries as aircraft, aluminum, machine tools, magnesium, shipbuilding, synthetic rubber, and steel. Aircraft plants alone absorbed about half of the DPC’s outlays. Fourteen of the fifteen largest aircraft engine plants built during the war received financing, in whole or in part, from the DPC. Besides building entire plants, the DPC invested extensively in equipment for use in existing, privately owned plants, thereby creating “scrambled” facilities. So great was its investment that by June 30, 1945, the DPC owned 10 to 13 percent of the country’s industrial capacity, including 96 percent of the capacity in synthetic rubber, 90 percent in magnesium, 71 percent in aircraft, and 58 percent in aluminum (Smaller War Plants Corporation, 1946, p. 48; Miller, 1949, p. 117 [quotation]; “The War Goes,” 1941, p. 189; Smith, 1959, p. 485; Jones, 1951, pp. 316, 323; White, 1949, pp. 158, 169; Klagsbrunn, 1943, pp. 123–24).

The Reconstruction Finance Corporation (RFC), the vast financial institution in which the DPC constituted one teller’s window, had been created early in 1932 as a brake on the collapse of the financial system during the Great Contraction. Afterward, especially after Roosevelt took office, it received greatly expanded authority. In pursuit of its multiple missions, it became the New Deal’s chief lending and spending agency. Since 1933, it had been headed by Jesse H. Jones, a rich, conservative, but Democratic Texas banker and businessman, who by 1940 occupied numerous offices in the government. He was both Secretary of Commerce and Federal Loan Administrator. The latter position gave him command of the RFC, even though he was no longer formally its head. In a December 1941 article, a writer in *Fortune* described Jones as “a powerful man—certainly the second most powerful in the government,” and “a man whom a large part of the business world considers to be the sole rock of sanity in a deranged government.” Holding two cabinet-level positions and controlling the RFC, a financial empire with borrowing and spending authority independent of annual congressional appropriations, he had “power, prestige, and enormous acumen.” He could, in the judgment of the perhaps-too-worshipful *Fortune* writer, “exercise a type of bold and determined leadership that might galvanize the production effort in a way that no other man has yet been able to do” (“The War Goes,” 1941, pp. 91, 203). In mid-1940, it was natural that many Americans looked to Jones to break the stalemate in providing expanded industrial facilities for the national defense program.

Before Jones and the RFC could act, however, their legal mandate required still further expansion. Under existing law, the RFC could make only well-secured loans that reasonably promised “retirement or repayment.” It had no authority to own, lease, or operate plants. The aid to defense industries that was being contemplated in the spring of 1940 went far beyond the limits of the RFC’s statutory authority. Early in the year, while the “phony war” persisted and the British desperately sought to augment their American sources of munitions, Jones had asked two RFC lawyers,
Clifford J. Durr and Hans Klagsbrunn, to consider how the RFC might assist the British. (By this time, the Roosevelt administration, though still formally neutral, was committed to giving the British all possible support, short of American combat forces.) The memorandum that the lawyers drew up in April indicated several options, including government ownership and lease of facilities through an RFC subsidiary. Officials at the RFC determined the precise legal authority that they would need in order to employ their contemplated means of action, and they drew up a bill, which they sent to Congress at the end of May (“The War Goes,” 1941, p. 187; Jones, 1951, pp. 340–41; White, 1949, pp. 160–61, 166–67).

Even though the bill had the president’s full approval—or perhaps because it did—some members of Congress balked at granting the RFC the sweeping authority it sought. Robert A. Taft, a vigorous critic in the Senate, declared the bill “the most outrageous legislative proposal” he had seen since becoming a senator. Under the proposal, he complained, the government “could go into just any business it chooses.” Another opponent said that the measure could create “the power to set up a fascist state in America.” In response to the hostile congressional reaction, the bill was rephrased, mainly to foreclose the dreaded possibility of government competition with free enterprise (Jones, 1951, p. 341; “The War Goes,” 1941, p. 92; White, 1949, pp. 161–62.)

Notwithstanding its amendment, the measure enacted on June 25, 1940, endowed the RFC with extraordinary authority. With characteristic modesty, Jones described it as “a grant of perhaps the broadest powers ever conferred upon a single governmental agency”; under it, the RFC could do practically anything that the defense and war-making authorities thought best for the nation’s safety and the prosecution of the war. The statute authorized the RFC:

To make loans to, or, when requested by the Federal Loan Administrator with the approval of the President, purchase the capital stock of, any corporation (a) for the purpose of producing, acquiring, and carrying strategic and critical materials as defined by the President, and (b) for plant construction, expansion, and equipment, and working capital, to be used by the corporation in the manufacture of equipment and supplies necessary to the national defense, on such terms and conditions and with such maturities as the Corporation may determine; and (2) When requested by the Federal Loan Administrator, with the approval of the President, to create or to organize a corporation or corporations with power (a) to produce, acquire, and carry strategic and critical materials as defined by the President, (b) to purchase and lease land, to purchase, lease, build, and expand plants, and to purchase and produce equipment, supplies, and machinery for the manufacture of arms, ammunition, and implements of war, (c) to lease such plants to private corporations to engage in such manufacture, and (d) if the President finds that it is necessary for a Government agency to engage in such manufacture, to engage in such manufacture itself. The Corporation may make loans to, or purchase the capital stock of, any such corporation for any purpose within the powers of the corporations as above set forth related to the national-defense program, on such terms
and conditions as the Corporation may determine. Any corporation created or organized by the Corporation under the preceding paragraph is also authorized, with the approval of the President, to make payments against the purchase price to be paid for strategic and critical materials in advance of the delivery of such materials.

As if this tremendous authority were not enough, the RFC’s powers were expanded a bit further by an act of June 10, 1941 (Jones, 1951, pp. 9, 318 [also pp. 326–27, 341]; 54 Stat. 572 at 573–74; 55 Stat. 248 at 249).

The act of June 25, 1940, provided the authority under which the DPC—and many other war subsidiaries of the RFC—came into existence. Durr seems to have played the most important part in creating it, although Klagsbrunn, Emil Schram, the RFC’s chairman, and Jones himself apparently also contributed. In any event, its creation was entirely a family affair within the RFC. The new agency made its first deal, an arrangement under which the Packard Motor Car Company leased a DPC-financed plant to manufacture Rolls Royce airplane engines for the British, in early September 1940. Others, many others, soon followed (“The War Goes,” p. 187; White, 1949, pp. 166–70, 176–77).

Lessees of the Defense Plant Corporation’s GOCO plants paid rent in one of two main forms. Contractors selling their entire output to the armed forces paid a nominal $1 per year. (Military procurement officers were supposed to ensure that such contractors received no reimbursement under their supply contracts for plant depreciation or amortization.) Contractors who also sold goods to private customers paid a rent based on a percentage of their output, sales, or profit and calculated to amortize the cost of the plant during its useful life. As Jones noted, the DPC sometimes “shared in the profits but agreed to take the losses”—another case of shifting the risk from contractor to government. Aluminum plants, in particular, enjoyed this protection. Lessees also received options to buy the plants after the emergency. The purchase option allayed the contractors’ fears that the plants might ultimately fall into the hands of competitors, fears that could cause the government’s negotiations with its military contractors to become, as Klagsbrunn put it, “greatly protracted” (Jones, 1951, pp. 315–16 [quotation p. 316]; Klagsbrunn, 1943, p. 125; Miller, 1949, p. 117; White, 1949, p. 176).

Investment in plants and equipment by the DPC had several advantages for the government. It simplified and, above all, expedited the expansion of essential industrial capacity for the rearmament program. The arrangement could not have succeeded, however, without its many advantages for the contractors, who occupied the plants as lessees. White, who made an excellent study of the DPC shortly after the war, clearly identified the major advantages:

[T]he lessee was able to operate the DPC plant with far greater freedom than if he were operating a service-owned plant under a management-fee contract. . . . [T]he lessee was free to conduct his operations as if the plant were his
own. The DPC lease mechanism thus largely substituted self-policing for control by government red tape. Moreover, DPC shouldered all risk associated with the fixed capital investment. Consequently, there was no danger that the private firm operating the plant would emerge from the war burdened with debt as a result of unwise plant investment. Although thus freed from the risk of fixed capital investment, the lessee was encouraged to build an efficient plant in the first instance and to maintain it well thereafter through inclusion of an explicit purchase option in most leases and an additional provision concerning negotiated purchase. Thus, if the lessee wanted the plant after the war and would pay the government a “fair” price, he might acquire it through exercise of the purchase option for all or part of the plant through negotiated purchase. (White, 1949, pp. 182–3)

Contractors who occupied a DPC plant and entered into a negotiated CPFF contract with the government had achieved the capitalist dream: With virtually no investment in the plant or the working capital to operate it, they could accrue a substantial guaranteed net income and bear no risk whatever.

**CONCENTRATION OF CONTRACTING AND THE “INTIMATE RELATIONSHIP”**

“This defense program,” declared General Motors’ president Charles E. Wilson in 1941, “is big business. We might just as well make up our minds to that. It is big business and it isn’t going to be handled by thousands of small businesses alone. Small plants can’t make tanks, airplanes or other large complex armaments” (Janeway, 1951, pp. 256–57). Whether they could or not, they were not going to receive the opportunity to try. The business of defense contracting was highly concentrated among a relative handful of giant corporations, from the beginning of the rearmament program in 1940 to the end of the war in 1945—and has remained so ever since.

Statistics for the defense period tell a remarkable story. During June–December 1940, the armed forces awarded more than $11 billion in prime contracts. The top one hundred companies got more than 86 percent of the business; the top twenty got about 60 percent of it. Late in July 1941, the OPM announced that so far in the rearmament almost three-fourths of the defense business had been placed with just fifty-six firms; six huge corporations held almost a third of the contracts, by value; Bethlehem Steel alone had almost 10 percent of the total. Other early leaders included New York Shipbuilding Co., General Motors, Curtiss-Wright, Newport News Shipbuilding, and Du Pont. Just before the United States formally entered the war, the top one hundred contractors were reported to hold about 82 percent of the contracts, by value (U.S. Civilian Production Administration, 1947, pp. 63, 147; Nelson, 1946, p. 272).

By mid-1941, widespread complaints had arisen, as smaller manufacturing firms, lacking official priorities for critical components and raw materials, increasingly found themselves unable to carry on their businesses. “Priorities unemployment” became a perceived and resented economic
problem. Small businessmen clamored for a “fair share” of the war business and put pressure on their representatives in Congress to help them get it.

Although notable political efforts and small administrative changes were made—for example, an independent Smaller War Plants Corporation was created in 1942 to help smaller firms get military contracts—the pattern of high concentration established during the defense period continued to mark the industrial mobilization program. Smaller businesses (those with no more than five hundred employees) eventually found numerous opportunities as subcontractors, but it was estimated that they accounted for only 30 percent of total war production. From June 1940 through September 1944, the top one hundred prime contractors received about two-thirds of the awards, by value; the top ten firms got about 30 percent; the leading contractor, General Motors, by itself, accounted for nearly 8 percent of all prime contracts, by value. R&D contracts with private corporations were even more concentrated. The top sixty-eight corporations got two-thirds of the R&D awards, and the top ten firms got nearly two-fifths of the total (Heath, 1972, p. 308; Smaller War Plants Corporation, 1946, pp. 29–30, 32, 52–53). Here was a harbinger of how defense R&D would be allocated during the postwar arms race driven by scientific and technological competition with the Soviet Union.

Notably, the concentration of government-financed facilities was even greater than the concentration of war production, prime contracts, or R&D awards. Virtually all of the GOCO plants were operated by big corporations. As of June 30, 1944, the twenty-six firms listed in table 2-4 enjoyed the use of exactly half the value of all existing government-financed industrial facilities leased to private contractors. The top 168 contractors using GOCO plants employed more than 83 percent of such facilities, by value (Smaller War Plants Corporation, 1946, pp. 48–49.) The implication of this high concentration for the character of the postwar industrial structure is evident when one recalls that the operator of a GOCO plant usually held an option to buy it after the war.

Military officials gave various reasons for dealing predominantly with big business. For the army and navy, dealing with a few big corporations was simply easier than dealing with many smaller ones. (One does not exaggerate to say that the armed forces’ administrative capacities for procurement were strained beyond the breaking point by the massive scale of the rearmament effort—remember, the size of the armed forces, as measured by active-duty personnel, grew more than 36-fold between 1939 and 1945, and the annual rate of military spending grew almost 60-fold!) The military procurement officers sought huge quantities of goods, and they placed the highest priority on speed of delivery. Big corporations had the necessary plant capacity, technical and managerial expertise, and established relations with suppliers to respond readily to the military demands. Moreover, they had the quality-control systems and R&D staffs needed to meet the exacting standards for complex weapons and military equipment
and to develop and test even better munitions as the war progressed. The Under Secretary of War Robert Patterson, who headed the army’s vast procurement program, summed up the matter when he testified before the Truman Committee early in 1941: “We had to take industrial America as we found it.”

Manufacturing production was found to be already highly concentrated among a few hundred big corporations, so those were the firms that the armed forces selected to produce munitions for the rearmament program.

Patterson’s testimony also mentioned another factor of consequence for the distribution of the war business. Speeding the rearmament “made it necessary that orders be placed with concerns with whom preliminary arrangements for production of munitions had been made under the industrial

Table 2-4 Leading corporate operators of government-owned, contractor-operated (GOCO) facilities, June 30, 1944 (ranked by value of GOCO facilities employed)

<table>
<thead>
<tr>
<th>Firm</th>
<th>Cumulative percent of all GOCO plants' value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. General Motors Corp.</td>
<td>7.1</td>
</tr>
<tr>
<td>2. Aluminum Co. of America</td>
<td>11.5</td>
</tr>
<tr>
<td>3. Curtiss-Wright Corp.</td>
<td>15.8</td>
</tr>
<tr>
<td>4. U.S. Steel Corp.</td>
<td>19.6</td>
</tr>
<tr>
<td>5. Ford Motor Co.</td>
<td>22.8</td>
</tr>
<tr>
<td>6. Bethlehem Steel Corp.</td>
<td>25.2</td>
</tr>
<tr>
<td>7. Chrysler Corp.</td>
<td>27.1</td>
</tr>
<tr>
<td>8. United Aircraft Corp.</td>
<td>28.9</td>
</tr>
<tr>
<td>9. Henry J. Kaiser Co.</td>
<td>30.7</td>
</tr>
<tr>
<td>10. General Electric Co.</td>
<td>32.5</td>
</tr>
<tr>
<td>11. Douglas Aircraft Co.</td>
<td>34.2</td>
</tr>
<tr>
<td>12. Republic Steel Corp.</td>
<td>35.9</td>
</tr>
<tr>
<td>13. Dow Chemical Co.</td>
<td>37.5</td>
</tr>
<tr>
<td>14. Anaconda Copper Mining Co.</td>
<td>38.9</td>
</tr>
<tr>
<td>15. Union Carbide &amp; Carbon Corp.</td>
<td>40.2</td>
</tr>
<tr>
<td>16. Consolidated Vultee Aircraft Corp.</td>
<td>41.5</td>
</tr>
<tr>
<td>17. Standard Oil Co. of N.J.</td>
<td>42.6</td>
</tr>
<tr>
<td>18. Bendix Aviation Corp.</td>
<td>43.6</td>
</tr>
<tr>
<td>19. Packard Motor Car Co.</td>
<td>44.5</td>
</tr>
<tr>
<td>20. Continental Motors Corp.</td>
<td>45.4</td>
</tr>
<tr>
<td>21. Studebaker Corp.</td>
<td>46.2</td>
</tr>
<tr>
<td>22. Bell Aircraft Corp.</td>
<td>47.1</td>
</tr>
<tr>
<td>23. Goodyear Tire &amp; Rubber Co.</td>
<td>47.8</td>
</tr>
<tr>
<td>24. Todd Shipyards Corp.</td>
<td>48.6</td>
</tr>
<tr>
<td>25. Koppers United Co.</td>
<td>49.3</td>
</tr>
<tr>
<td>26. North American Aviation, Inc.</td>
<td>50.0</td>
</tr>
</tbody>
</table>

mobilization plan in the years preceding the emergency." In preparing its M-Day Plans during the 1930s, the army had routinely consulted with big businessmen, and accordingly, its “preliminary arrangements” had assigned their firms a preeminent place in the contemplated industrial mobilization effort.\(^9\)

No doubt the huge rearmament program simply could not have gone forward very far without the dominant participation of big business—the brute fact was that the bulk of the industrial capacity belonged to big business—but the question of concentration in the defense business went beyond merely taking industry “as we found it.” The real issues were: Who would direct the industrial mobilization, how would they do so, and for what ends, other than the obvious one of rearmament? These questions came into the open first when the WRB provoked such hostile reaction in the fall of 1939. If anything, the issue grew hotter in 1940 and 1941. It focused then on the dollar-a-year men.

The businessmen who occupied these dollar-a-year positions in the rearmament program (for a token dollar a year or for no compensation at all) represented the citadels of economic preeminence in the United States: Stettinius of U.S. Steel; Knudsen, E. F. Johnson, and John L. Pratt of General Motors; Nelson of Sears; Ralph Budd of the Burlington Railroad; John D. Biggers of Libby-Owens-Ford; W. H. Harrison of AT&T; Harold Vance of Studebaker; and a host of others. Nelson did not exaggerate when he placed them “among the nation’s top bracket business and industrial leaders.” Surveying the NDAC in August 1940, Jonathan Mitchell pronounced it “the greatest concentration of big-business influence ever seen in Washington,” with the possible exception of the National Recovery Administration. Substitution of the OPM for the NDAC in January 1941 did nothing to alter the character of the leading mobilization officials. The OPM, declared Stone, was also “dominated by representatives of Du Pont and Rockefeller companies and those dependent upon them.” Throughout the defense period, their numbers increased. By January 5, 1942, almost nine hundred people were employed by the OPM without regular compensation (Nelson, 1946, pp. 92–93 [also pp. 332–33]; Mitchell, 1940, p. 267; Stone, 1941, pp. 136–37; Truman Committee Report, 1972, p. 134.) Later, even more came on board.

Hardly anyone ever questioned the ability, honesty, or patriotism of these business leaders turned temporary government officials. They were, even Stone conceded, “as decent and well-intentioned” as any other group. The point, in brief, was simply that they were big businessmen—previously, currently (usually on leave of absence from their companies), and presumably in the future—and “some of the necessary questions on which they had to decide threatened their interests and ran counter to their habits as business men.” Senator Truman’s investigating committee, which took a special interest in these emergency public servants, expressed the misgivings held by many others about the dollar-a-year men’s “subconscious tendency”: 
It is only natural that such men should believe that only companies of the size and type with which they were associated have the ability to perform defense contracts; that small and intermediate companies ought not to be given prime contracts; that the urgencies of the defense program are such that they have no time to consider small companies for defense contracts; that the large companies ought not to be required to subcontract items which they could profitably manufacture and as to which they express lack of confidence in the productive facilities of smaller concerns; that the producers of strategic materials should not be expected or required to increase their capacities, even at Government expense, where that might result in excess capacity after the war and adversely affect their postwar profits; and that large companies should not be expected or required to convert their existing facilities into defense plants, where they prefer to use their plants to make the profits from their civilian business and, at the same time, to have additional plants directly or indirectly paid for by the government, which they can operate profitably on terms dictated by themselves.

Catton, a vigorous critic of how the war mobilization program was carried out, concluded that the extensive employment of dollar-a-year men preserved “the existing corporate control of American industry,” not because they purposely acted to achieve that result, but because the alternatives were either unthinkable or unacceptable to such men, and that their control of the industrial mobilization program “insured a high degree of understanding and co-operation between industry and government” (Stone, 1941, p. 123; Truman Committee Report, 1972, pp. 136; Catton, 1948, p. 120).

Nowhere did that cooperation flourish more than it did between the armed forces and big business. As a contemporary economist, Benjamin Anderson, observed, “The attitude of suspicion, of slow, meticulous negotiation, which characterized the relation of government with business at the beginning of the war, gave way very largely to an attitude of mutual confidence as the war went on” (Anderson, 1979, p. 555). Smith, the author of the army’s official history of the economic mobilization for World War II, gave an exceptionally frank account of the revolution in how procurement transactions were made:

The relationship between the government and its contractors was gradually transformed from an “arm’s length” relationship between two more or less equal parties in a business transaction into an undefined but intimate relationship—partly business, partly fiduciary, and partly unilateral—in which the financial, contractual, statutory, and other instruments and assumptions of economic activity were reshaped to meet the ultimate requirements of victory in war. Under the new conditions, contracts ceased to be completely binding: fixed prices in contracts often became only tentative and provisional prices; excessive profits received by contractors were recoverable by the government; and potential losses resulting from many causes—including errors, poor judgments, and performance failures on the part of contractors—were averted by modification and amendment of contracts, with or without legal “consideration,” whenever required by the exigencies of the war effort. (Smith, 1959, p. 312; see also Beaumont, 1977, p. 130)
Although Smith’s description mentions the armed forces’ “unilateral” actions and their recovery of “excessive” profits, as well as their arrangements to accommodate and bail out the contractors, the most remarkable aspect of the changes he described was the dissolution of the binding force of contracts between the military services and the contractors. In procurement, everything became open, fluid, subject to alteration. A transaction became less a firm “deal” than an ongoing joint enterprise among friends—as Smith put it, an “intimate relationship”—in which military officials and businessmen cooperated to achieve a common goal that was not incompatible with, and indeed was highly facilitative of, the pursuit of their separate interests.

For the contractors, of course, the bottom line was the top concern, and although no comprehensive study of contractor profits exists, no one has ever denied that the profits were substantial—the critics usually call them “excessive” or, as Truman said, “extremely liberal.” Smith concluded that the contractors’ profits did not indicate “unconscionable profiteering,” partly because renegotiation, which Congress mandated in 1942, recaptured about a third of the initial profits. But even Smith admitted that “World War II was highly profitable for American industry despite the existence of both renegotiation and taxes.” A study of 3,178 corporate refund cases renegotiated during the fiscal year 1943 found that rates of return on net worth, after taxes and renegotiated refunds, ranged from 15 percent, for the largest firms, to 30 percent, for the smallest. When only renegotiable sales (i.e., most sales to the government, but none of the sales to private customers) are considered, the after-tax rates of return ranged from about 22 percent, for the largest firms, to 49 percent, for firms with sales between $100,000 and $500,000. The difference shows that selling defense goods to the government yielded much higher rates of return than selling goods to private customers. Some people, Smith concluded, would consider such profits too high, but to him, they appeared “appropriate to the restoration of a vigorous and dynamic industrial economy after a decade of depression and stagnation” (Smith, 1959, pp. 395–96). In view of the virtual risklessness of the contractors’ war business, a less partisan observer might well consider the contractors’ rates of return on investment extraordinarily high.

RETROSPECT AND INTERPRETATION

Since World War II, the military supply business, a big business by any standard, has formed an institutionally unique sector of the American economy. Unlike ordinary capitalist entrepreneurs, the major defense contractors can shift most of the normal economic risks onto third parties, the taxpayers in general. The ordinary capitalist entrepreneur gambles his own assets on uncertain prospects; no one assures him net revenue; he faces both price risk and quantity risk. Failure to control his costs can bankrupt him, even in a robust market. If he does make a profit, the tax collector stands
ready to capture a portion of it every quarter of the year. The ordinary capitalist entrepreneur lives in constant jeopardy of competition, actual and potential. No one guarantees him a share of an ongoing market, much less perpetual profit. For the big defense contractor, in stark contrast, everything is different. Cost-plus contracts assure him a substantial net income whether he controls his costs or not; indeed, his “fixed” fees often increase when he fails to control his costs, thereby encouraging his profligacy. The government, in many cases, provides much of his fixed capital, and virtually all of his working capital, thanks to advance and progress payments and tax deferrals. No matter what the form of his contract with the military, he knows that problems can probably be worked out. After all, he is dealing with old friends and future employees, and everyone appreciates the long-run personal advantages of being “reasonable.” The risk of competitive entry is minimal; most buyer-seller arrangements are of long standing and promise to be well maintained. Personal, political, and bureaucratic forces all work in favor of preserving the established, mutually beneficial arrangements. Various reasons can be, and frequently are, given to justify the shielding of defense contractors from the kinds of risk borne by ordinary capitalist entrepreneurs. The validity of the proffered explanations is not at issue here. My conjecture is that for the most part the business operates as it does because it was once set up that way and no powerful force has subsequently compelled fundamental alterations.

Historians recognize that the modern military-industrial complex originated in World War II. That war, as Roger Beaumont has written, “set precedents and built linkages between the military and its suppliers stronger than ever before” (Beaumont, 1977, p. 132; Polenberg, 1972, p. 237; Cooling, 1977, p. 190). What the historians do not sufficiently appreciate, however, is the extent to which the essential foundations of the modern military-industrial complex were laid during the defense period preceding the Japanese attack on Pearl Harbor. The distinction is important. After December 7, 1941, Congress delegated to the president, and the Supreme Court let stand, extraordinarily sweeping executive powers to control the economy (Higgs, 1987, pp. 204–6, 220–25). The Roosevelt administration then exercised the powers on a wide scale, inter alia, to allocate raw materials and to control virtually all civilian prices, wages, and rents. After 1941, the administration could have simply commanded the capitalists to produce, with or without profits, the munitions ordered by the government—such command, after all, would have been no more drastic than commanding ten million conscripts to risk their lives as involuntary members of the armed forces. But the administration had already, during the defense period, built up an elaborate legal and administrative mechanism (or set of interrelated mechanisms) for procuring munitions, and participants in the established system held powerfully entrenched positions from which to defend its continuation. Big business, including its powerful friends and representatives who occupied strategic positions in the procurement agencies of the military departments and the civilian mobilization agencies, and the newly but vastly
empowered military establishment together formed a potent political faction in the circumstances of World War II. By 1942, it was probably too late to change the procurement system. Nelson, who might have had the last clear chance to do so, as head of the War Production Board early in 1942, chose not to do so. (It is far from clear that he could have succeeded, had he tried.)

The critical events, then, occurred, in 1940; and at that time, conditions were far different from the conditions after the attack on Pearl Harbor. In 1940, the nation was not actually at war, and most Americans hoped that it never would be. Business conditions were rapidly reviving after more than a decade of depression. Why not leave well enough alone? The Roosevelt administration, however, had committed itself to participation in resisting the German onslaught and, above all, to aiding the British after the debacle at Dunkirk. Congress appropriated plenty of money, but the problem, as Stimson said, was turning money into guns. In the ambiguous political circumstances of 1940, in a nation not actually at war and less than enthusiastic about going to war, the administration lacked the political resources simply to command the capitalists to convert their plants to war-related production. The big companies were reluctant to bear the risks associated with conversion from civilian to military production. The future was too uncertain, and the potential losses too great, to justify the risks. Given that the government could not command, that it had to induce the businessmen to build up an industrial base for war, its only alternative was to relieve them of the risks, to make their war-related production a sure thing. Every major device adopted in the summer of 1940 had this effect: negotiated CPFF contracts; advance and progress payments; EPF and DPC financing of privately operated plants and equipment, with postwar purchase options; accelerated depreciation of privately owned plants and equipment, with provision for tax carry-backs of postwar losses—all shifted the economic risks of war production from the contractors to the taxpayers in general.

Haste, as economists know well, does make waste—or at least greater cost. Had the U.S. government not allowed its defense capabilities to become so diminished during the interwar period, had it made better plans to mobilize the economy for the next war, then the Roosevelt administration would not have found itself in such straits in 1940. Working from a better-constructed base, according to a more intelligently laid plan, the government could have carried out its rearmament plan without having to panic and give away the Treasury. Requiring a less drastic response from industry, the government would not have needed to make such sweeping concessions to the capitalists to induce their cooperation in the defense program. But these suppositions are only speculations on what might have been. In reality, the administration began its rearmament program in mid-1940 from practically nothing. To build a credible military force, and build it quickly, the government had to pay the price. The irony is that the taxpayers have been paying the price ever since, and every indication suggests that they will go on paying it indefinitely.
NOTES


4. Rutherford (1939). Colonel Rutherford, the Secretary of the War Resources Board, served before the war in the Army’s Planning Branch (Blum, 1962).

5. Stone (1941, pp. 156, 163, quoting Barron’s) and R. Elberton Smith (1959, p. 459, quoting Roosevelt).

6. Harry S Truman (1955), Smith (1959, p. 289), and Miller (1949, pp. 127, 130). By enactment of legislation on May 2, 1941 (55 Stat. 148), the Maritime Commission also received authority to negotiate cost-plus-fixed-fee contracts, to modify existing contracts, to waive performance bonds, and to negotiate the chartering of vessels.
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War prosperity is like the prosperity that an earthquake or a plague brings.

Ludwig von Mises, *Nation, State, and Economy*

Ever since World War II, historians and economists, almost without exception, have misinterpreted the performance of the U.S. economy in the 1940s. The reigning view has two aspects: one pertaining to the conceptualization and measurement of the economy’s performance, the other pertaining to the explanation of that performance in macroeconomic theory. The two are encapsulated in the title of a chapter in a leading textbook: “War Prosperity: The Keynesian Message Illustrated” (Hughes, 1990, p. 493).

I shall challenge the consensus view. The accepted profile of the economy’s performance during the 1940s, peak prosperity from 1943 to 1945, followed by much worse performance from 1946 to 1949, is indefensible as a description of economic well-being. Further, the most widely accepted explanation of the events of the war years cannot withstand critical scrutiny. The prevailing misinterpretations of economic performance during the 1940s have arisen because historians and economists have failed to appreciate that the wartime economy, a command economy, cannot be readily compared with either the prewar or the postwar economy.

**THE CONSENSUS**

According to the orthodox account, the war got the economy out of the Depression. Evidence for this claim usually includes the great decline in the standard measure of the unemployment rate, the large increase in the standard measure of real gross national product (GNP), and the slight increase in the standard measure of real personal consumption. The entire episode of apparent business-cycle expansion during the war years is understood by most authors as an obvious validation of the simple Keynesian
model: Enormous government spending, with huge budget deficits, spurred the military economy and produced multiplier effects on the civilian economy, with the upshot being increased employment, real output, and consumption and decreased unemployment. Some analysts, recognizing the rapid increase of the money stock during the war, have blended Keynesian and monetarist explanations, treating them as complements. This consensus account, occasionally with minor qualifications or caveats, appears in the works of historians, economists, and other authors.1

EMPLOYMENT AND UNEMPLOYMENT

The standard measure of the unemployment rate (persons officially unemployed as a percentage of the civilian labor force) fell between 1940 and 1944 from 14.6 percent to 1.2 percent (U.S. Council of Economic Advisers, 1990, p. 330). Michael Darby’s measure, which does not count those in “emergency government employment” as unemployed, fell from 9.5 percent to 1.2 percent (Darby, 1976, p. 8). Either measure signals a virtual disappearance of unemployment during the war, but in these circumstances, neither measure means what it is commonly taken to mean.

The buildup of the armed forces to more than 12 million persons by 1945 made an enormous decline in the unemployment rate inevitable, but the welfare significance of the decline is hardly the usual one. Of the 16 million persons who served in the armed forces at some time during the war, 10 million were conscripted, and many of those who volunteered did so only to avoid the draft and the consequent likelihood of assignment to the infantry (U.S. Bureau of the Census, 1975, p. 1140; Higgs, 1987, p. 202). Between 1940 and 1945, the civilian labor force ranged from 54 to 56 million (U. S. Council of Economic Advisers, 1990, p. 330). Therefore, the 12 million serving in the armed forces during the last year of the war, most of them under duress, constituted about 18 percent of the total (civilian plus military) labor force, itself much enlarged during the war.

What actually happened is no mystery. In 1940, before the military mobilization, the unemployment rate (Darby concept) was 9.5 percent. During the war, the government pulled the equivalent of 22 percent of the prewar labor force into the armed forces. Voilà—the unemployment rate dropped to a very low level. No one needs a macroeconomic model to understand this event. Given the facts of the draft, no plausible view of the economy is incompatible with the observed decline in the unemployment rate. Whether the government ran deficits or not, whether the money stock increased or not, massive military conscription was sure to decrease dramatically the rate of unemployment.2

Between 1940 and 1944, unemployment fell by either 7.45 million (official measure) or 4.62 million (Darby measure), while the armed forces increased by 10.87 million. Even if one views eliminating civilian unemployment as tantamount to producing prosperity, one must recognize that placing either 146 or 235 persons (depending on the unemployment concept used) in the
armed forces to gain a reduction of 100 persons in civilian unemployment was a grotesque way to achieve prosperity, even if a job were a job.

In fact, however, military “jobs” differed categorically. Often, they entailed substantial risks of death, dismemberment, and other physical and psychological injuries. Military service yielded little pay under harsh conditions and, like it or not, lasted for the duration of the war. Sustained exposure to combat drove many men insane (Fussell, 1989; Manchester, 1980). Physical casualties included 405,399 dead and 670,846 wounded (U.S. Bureau of the Census, 1975, p. 1140). To treat military jobs as commensurate with civilian jobs during World War II, as economists do in computing the tradeoffs between them, betrays a monumental obtuseness to their realities.

To see more clearly what happened to the labor force, one can examine the percentage of the total (civilian plus military) labor force occupied in what I call the labor force “residuum.” This includes unemployed civilians, members of the armed forces, civilian employees of the armed forces, and employees in the military supply industries (table 3-1). This measure rose from 17.6 percent, almost all of it being unemployment, in fiscal year 1940, to more than 40 percent, almost all of it being war-related employment, during the fiscal years from 1943 to 1945, then dropped abruptly and remained at about 10 percent during the fiscal years from 1946 to 1949. The extraordinarily high level of the labor force residuum during the war indicates that the “prosperous” condition of the labor force was spurious: Official unemployment was virtually nonexistent, but four-tenths of the total

Table 3-1 Employment and unemployment, fiscal years 1940–1949 (as percent of total [civilian plus military] labor force)

<table>
<thead>
<tr>
<th>Fiscal year</th>
<th>Nondefense employment</th>
<th>Defense employment</th>
<th>Civilian unemployment (BLS concept)</th>
<th>Labor force residuum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1940</td>
<td>82.4</td>
<td>1.8</td>
<td>15.7</td>
<td>17.6</td>
</tr>
<tr>
<td>1941</td>
<td>79.4</td>
<td>8.5</td>
<td>12.0</td>
<td>20.6</td>
</tr>
<tr>
<td>1942</td>
<td>67.3</td>
<td>25.7</td>
<td>7.0</td>
<td>32.7</td>
</tr>
<tr>
<td>1943</td>
<td>57.6</td>
<td>39.4</td>
<td>3.0</td>
<td>42.4</td>
</tr>
<tr>
<td>1944</td>
<td>58.4</td>
<td>40.3</td>
<td>1.3</td>
<td>41.6</td>
</tr>
<tr>
<td>1945</td>
<td>59.5</td>
<td>39.2</td>
<td>1.3</td>
<td>40.5</td>
</tr>
<tr>
<td>1946</td>
<td>88.5</td>
<td>8.9</td>
<td>2.6</td>
<td>11.5</td>
</tr>
<tr>
<td>1947</td>
<td>90.9</td>
<td>5.3</td>
<td>3.8</td>
<td>9.1</td>
</tr>
<tr>
<td>1948</td>
<td>90.9</td>
<td>5.3</td>
<td>3.9</td>
<td>9.1</td>
</tr>
<tr>
<td>1949</td>
<td>88.4</td>
<td>5.2</td>
<td>6.4</td>
<td>11.6</td>
</tr>
</tbody>
</table>


Notes: Defense employment includes military personnel, civilian employees of the military, and employees of defense-related industries. The labor force residuum is 100 minus nondefense employment.
labor force was not being used to produce consumer goods or capital capable of yielding consumer goods in the future. The sharp drop in the labor force residuum between fiscal years 1945 and 1946 marks the return of genuine prosperity.

REAL OUTPUT

To find out what happened to real output during World War II, historians usually reach for Historical Statistics, and economists consult the most recent issue of the Council of Economic Advisers’ Annual Report. As table 3-2 shows, which source one chooses makes a big difference. Although the two series show roughly the same profile of real GNP during the 1940s, the latest Commerce Department version indicates, in index number form (1939 equals 100), a peak value of 192.7 in 1944. In contrast, a peak value of 172.5 in 1944 is seen in the series taken from Historical Statistics. Both series show a large drop in real GNP from 1945 to 1946: 12 percent in the older series and 19 percent in the newer. Another series, constructed by John Kendrick, moves similarly to the first two in the table, but displays some discrepancies. Notably, in 1945–46, Kendrick’s estimate drops by just 9 percent. Analysts who employ these standard series, besides ignoring the discrepancies, seem generally unaware that the figures may be conceptually problematic.

By contrast, Simon Kuznets, a pioneer in national income accounting, expressed many concerns. In National Product in Wartime, Kuznets noted that national income accountants must make definite assumptions about “the purpose, value, and scope of economic activity.” He observed that “a major war magnifies these conceptual difficulties, raising questions concerning the ends economic activity is made to pursue” and “the distinction between intermediate and final products.” Moreover, “war and peace type products . . . cannot be added into a national product total until the differences in the valuation due to differences in the institutional mechanisms that determine their respective market prices are corrected for.” During the war, Kuznets constructed several alternative series, one of which appears in table 3-2, column 4. Its values for 1942 and 1943 are substantially lower than those in columns 1, 2, and 3, in part because Kuznets used preliminary nominal data, as well as different deflators for expenditure on munitions (Kuznets, 1945, pp. viii–ix; Mitchell, 1943, p. 13).

After the war, Kuznets refined his estimates, producing a series (see table 3-2, column 5) that differs substantially from the standard series, “partly because of the allowance for overpricing of certain types of war production, partly because of the exclusion of nondurable war output (essentially pay and subsistence of armed forces).” Contrasting his estimate with that of the Commerce Department, he found the latter “difficult to accept” because it made too little correction for actual inflation during the war years and did not deal satisfactorily with the decline in the relative prices of munitions during the war. Kuznets’s refined estimates follow a completely different profile for the 1940s. Most notable is that, whereas the Commerce Department’s latest esti-
mate of real GNP drops precipitously in 1946 and remains at that low level for the rest of the decade, Kuznets’s estimate increases in 1946 by about 8 percent, then rises slightly higher during the next three years.

Kuznets might have made an even greater adjustment, deleting all war outlays. Although computing GNP in this way now seems highly unorthodox, a strong argument can be offered for it, and Kuznets considered it seriously (Kuznets, 1951, pp. 184–200; Kuznets, 1945, pp. 3–31). The crucial question is: Does war spending purchase a final good and hence belong in GNP, or an intermediate good and hence not belong?

In his studies of long-term economic growth, Kuznets always insisted on a “peacetime concept” of GNP. In this concept, government spending counts only if it pays for a flow of goods to consumers or a flow to capital formation. Military spending enters only to the extent that it finances additions to the military capital stock, the justification being that even though military durables and construction are used for military purposes, they represent capital that could be employed for nonmilitary purposes—a justification that seems far-fetched with regard to many forms of military capital.
Application of this approach in estimating real GNP during the 1940s yields the series that Kuznets designated Variant III (see table 3-2, column 6). This estimate reached a peak in 1941, stalled throughout the war period, and then surged with the demobilization and reconversion. It jumped by nearly 17 percent between 1945 and 1946, and remained at the higher level for the rest of the decade. No wartime prosperity here.

Kuznets himself did not accept the Variant III concept as applicable to the war years. Beginning with National Product in Wartime and continuing through elaborations in his contributions of the early 1950s, he maintained that although ordinarily one ought to count as part of national product only goods that either contribute immediately to consumer satisfaction or add to the stock of capital from which future flows of consumer goods can be derived, the situation changes during the “life and death struggle” of a great war. Then, one must temporarily recognize “success in war and preservation of a country’s social framework as a purpose at least equal in importance to welfare of individuals.” Kuznets insisted that this approach was justified only “during these extraordinary and necessarily brief intervals in the life of a body social. One must particularly beware of extending this viewpoint, justified by the necessarily temporary crises in the life of a nation, to the common run of public activities” (Kuznets, 1951, pp. 184–85). But when the Cold War developed and persisted, most economists took the position that military expenditures always perform the function that Kuznets viewed them as performing only during a war for national survival.

Not everyone accepted the dominant view. Among the dissenters were William Nordhaus and James Tobin, who made numerous adjustments to the standard GNP concept to transform it into what they called a measure of economic welfare. They aimed to eliminate from GNP all “activities that are evidently not direct sources of utility themselves but are regrettably necessary inputs to activities that may yield utility”—in other words, “only instrumental.” Accordingly, they deleted, among other things, all national defense spending. They did not consider military spending wasteful; they merely insisted that it purchases an intermediate good. It is a “necessary regrettable” expense (Nordhaus and Tobin, 1972, pp. 7–8, 26–28).

Earlier, Kuznets had come close to adopting this position. He regarded warfare as “the central difficulty in distinguishing between final and intermediate output of government.” He found it “difficult to understand why the net product of the economy should include not only the flow of goods to the ultimate consumers, but also the increased cost of government activities necessary to maintain the social fabric within which the flow is realized.” Still, Kuznets did not disavow his insistence on recognizing “two end purposes” in estimating real output during World War II.

Kuznets’s own logic, however, required that he go all the way: Maintenance expense remains maintenance expense, even though much more maintenance is required when the weather is stormy than when it is placid. As Kuznets himself said, “there is little sense in talking of protection of life and limb [against external enemies] as an economic service to individu-
als—it is a pre-condition of such service, not a service in itself” (Kuznets, 1951, pp. 193–94).

When one adopts this position on the treatment of military outlays, that is, when one deducts all of them from GNP on the grounds that they purchase (at best) intermediate, rather than final, goods, one arrives at a starkly different understanding of economic performance in the 1940s. Constructing an index purged of all military spending, one obtains the measure designated here as GNP* (see table 3-2, column 7). Like Variant III, GNP* shows a peak in 1941, followed by a U-shaped profile during the war years, with a trough in 1943. However, the U is much deeper in GNP*, with real output in 1943 more than 14 percent below its value in 1941. Moreover, although Variant III exceeded its 1941 value by 1945, GNP* did not. Between 1945 and 1946, GNP* surged upward by almost 27 percent, versus less than 17 percent for Variant III. From 1946 to 1949, with military spending at a much lower level, the two indexes were virtually identical.

Finally, one can make an even more unorthodox—which is not to say incorrect—argument for rejecting the conventional wisdom. One can simply argue that outside of a more or less competitive equilibrium framework, the use of prices as weights in an aggregation of physical quantities loses its essential theoretical justification. All presumption that price equals marginal cost vanishes, and therefore, no meaningful estimate of real national product is possible (Abramovitz, 1959; Vedder and Gallaway, 1990, pp. 10–11).

In fact, price was “never a factor” in the allocation of resources for war purposes. The authorities did not permit “the price-cost relationship . . . to determine either the level of output or the distribution of the final product to individual uses.” Clearly, all presumption of equalities between prevailing prices, consumers’ marginal rates of substitution, and producers’ marginal rates of technical substitution vanished. Absent those equalities, at least as approximations, national income accounting loses its moorings; it necessarily becomes more or less arbitrary.

Some economists appreciated the perils at the time. Noting that the government had displaced the price system, Wesley Mitchell observed that comparisons of the war and prewar economies, even comparisons between successive years, had become “highly dubious.” Index number problems lurked around every corner. Much output during the war, especially weapons, consisted of goods that did not exist before the war. Even for physically comparable goods, price structures and output mixes changed radically. Production of many important consumer goods was outlawed. Surrounding everything were the “obvious uncertainties concerning [price] quotations in a land of price controls and evasions.” Kuznets declared that the “bases of valuation for the war and nonwar sectors of the economy are inherently noncomparable. . . . It is impossible to construct directly a price index of war products that would span both prewar and war years.” Kuznets’s own efforts to overcome these problems, however, never escaped from arbitrariness, as he himself admitted.
It will not do to maintain, as some economists have, that although the standard indexes of real GNP are deficient from a welfare standpoint, they can serve as indexes of production or resource consumption. Economics is not a science of hammers and nails, or of production or consumption in the raw; it is a science of choice, and therefore of values. Valuation is inherent in all national income accounting. In a command economy, the fundamental accounting difficulty is that the authorities suppress and replace the only genuinely meaningful manifestation of people’s valuations, namely, free market prices (Buchanan, 1979, p. 86).

REAL CONSUMPTION

Most authors insist that real personal consumption increased during the war. In Seymour Melman’s flamboyant, but otherwise representative, portrayal, “the economy [was] producing more guns and more butter . . . Americans had never had it so good” (Melman, 1985, p. 15).

This belief rests on a weak foundation. It fails to take sufficiently into account the understatement of actual wartime inflation by the official price indexes, the deterioration of quality and disappearance from the market of many consumer goods, the full effect of the nonprice rationing of many widely consumed items, and the additional transaction costs borne and other sacrifices made by consumers to get the goods that were available. When one corrects the data to provide a more defensible measure of what happened to real consumer well-being during the war, one finds that it declined.

Table 3-3 shows the standard series on real personal consumption expenditure during the 1940s. They do not differ much. The similarity is hardly surprising, because all rest on nearly the same conceptual and statistical bases. These figures have led historians and economists to conclude that the well-being of consumers improved, though not by much, during the war.

Even if one stays within the confines of the standard series, the conclusion is shaky. Notice, for example, that the data indicate that consumption in 1943 hardly differed from consumption in 1941. The change between 1941 and 1944 varies from 3.7 to 5 percent, depending on the series considered. Because the population was growing at a rate of more than 1 percent per year, the official data imply that real personal consumption per capita remained essentially unchanged between 1941 and 1944. Merely to maintain the level of 1941, a year in which the economy had yet to recover fully from the Depression, hardly signified “wartime prosperity.”

The more serious problem, however, is that the standard real consumption series are quotients fatally flawed by their deflators. Everyone who has looked closely at the official price indexes recognizes that they underestimate the actual inflation during the war and—an important point that is usually overlooked—overstate the actual inflation during the immedi-
ate postwar period. But investigators have not agreed on exactly how the actual price level moved or on the proper technique for finding out.

During the war, a committee headed by Wesley Mitchell investigated how far the official consumer price index had fallen short of the true price level, but the committee neither attempted to adjust nor succeeded in correcting for all of the factors creating the discrepancy. In 1978, Hugh Rockoff made additional adjustments, concluding that the official consumer price index understated the true price level by 4.8 to 7.3 percent in June 1946, just before the price controls lapsed. Rockoff’s adjustments remained incomplete, as he recognized. He commented that “if anything, the errors were larger than” the estimates indicated. Moreover, “evasion and black markets were probably more severe outside the group of commodities that were covered by the consumer price index” (Rockoff, 1984, pp. 169, 171).

More recently, Rockoff and Geoffrey Mills, using a different (macroeconomic) approach, have estimated an alternative deflator for net national product (NNP) during the war. This shows that the official deflator understated the price level by 2.3 percent in 1943 (the first year that the price controls had a significant effect), 4.9 percent in 1944, 4.8 percent in 1945, and 1.6 percent in 1946 (Mills and Rockoff, 1987, p. 203). These discrepancies seem too small to be credible. By comparison, Kuznets’s alternative

<table>
<thead>
<tr>
<th>Year</th>
<th>Commerce 1975</th>
<th>Commerce 1990</th>
<th>Kendrick</th>
<th>Kuznets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1939</td>
<td>100.1</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>1940</td>
<td>105.1</td>
<td>104.6</td>
<td>105.4</td>
<td>105.4</td>
</tr>
<tr>
<td>1941</td>
<td>111.6</td>
<td>110.5</td>
<td>112.2</td>
<td>112.5</td>
</tr>
<tr>
<td>1942</td>
<td>108.9</td>
<td>109.8</td>
<td>110.2</td>
<td>110.6</td>
</tr>
<tr>
<td>1943</td>
<td>111.9</td>
<td>112.4</td>
<td>113.3</td>
<td>113.6</td>
</tr>
<tr>
<td>1944</td>
<td>115.7</td>
<td>115.9</td>
<td>117.8</td>
<td>117.5</td>
</tr>
<tr>
<td>1945</td>
<td>123.5</td>
<td>123.4</td>
<td>126.4</td>
<td>125.4</td>
</tr>
<tr>
<td>1946</td>
<td>137.3</td>
<td>136.3</td>
<td>140.7</td>
<td>140.6</td>
</tr>
<tr>
<td>1947</td>
<td>139.2</td>
<td>138.7</td>
<td>142.7</td>
<td>143.6</td>
</tr>
<tr>
<td>1948</td>
<td>142.2</td>
<td>141.9</td>
<td>145.6</td>
<td>146.6</td>
</tr>
<tr>
<td>1949</td>
<td>146.1</td>
<td>144.7</td>
<td>149.6</td>
<td>150.2</td>
</tr>
</tbody>
</table>

(GNP) deflator, published in 1952, differed from the official deflator for the corresponding years by 11.1 percent, 13.4 percent, 11.4 percent, and 2.2 percent, respectively.\textsuperscript{14}

Perhaps the most credible alternative deflator has been produced by Milton Friedman and Anna Jacobson Schwartz. They found the official deflator for NNP to be understated by 3.7 percent in 1943, 7.7 percent in 1944, 8.9 percent in 1945, and 3.3 percent in 1946.\textsuperscript{15} Their deflator is for NNP, not just for the consumption component of NNP. In using it as a deflator for consumption alone, one is taking a risk. It definitely moves us in the right direction, however, because it implies larger adjustments than Rockoff’s admittedly incomplete adjustments of the official consumer price index. Moreover, it is well established that munitions prices rose much less than the prices of civilian goods; hence, a deflator for official NNP, which includes munitions, most likely still understates the extent to which the prices of consumer goods rose during the war.

If one uses the Friedman-Schwartz price index to deflate personal consumption spending per capita, the results are as shown in table 3-4, column 3. The pattern shown there diverges markedly from that shown by the standard data. According to the alternative estimate, real consumption per capita reached a prewar peak in 1941 that was nearly 9 percent above the 1939 level; it declined by more than 6 percent during 1941–43, and rose during 1943–45; still, even in 1945, it had not recovered to the 1941 level. In 1946, however, the index jumped by 18 percent, and it remained at about the same level for the rest of the decade.

In fact, conditions were much worse than the data suggest for consumers during the war. Even if the price index corrections considered earlier are sufficient, which is doubtful, one must recognize that consumers had to contend with other extraordinary welfare-diminishing changes during the war. To get the available goods, millions of people had to move, many of them long distances, to centers of war production. (Of course, costly movements to areas of greater opportunity always occur; but the rate of migration during the war was exceptional because of the abrupt changes in the location of employment opportunities.) [Vatter, 1985, pp. 114–15; Polenberg, 1972, pp. 138–45; U.S. War Production Board, 1945, pp. 14, 16–17.] After bearing substantial costs of relocation, the migrants often found themselves crowded into poorer housing. Because of the disincentives created by rent controls, the housing got worse each year, as landlords reduced or eliminated maintenance and repairs. Transportation, even commuting to work, became difficult for many workers. No new cars were being produced; used cars were hard to come by because of rationing and were sold on the black market at elevated prices; gasoline and tires were rationed; public transportation was crowded and inconvenient for many, as well as frequently preempted by the military authorities. Shoppers bore substantial costs of searching for sellers willing to sell goods, including rationed goods, at controlled prices; they spent much valuable time arranging (illegal) trades of ration coupons or standing in lines. The government exhorted
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People were also working harder, longer, more inconveniently, and at greater physical risk in order to get the available goods. The ratio of civilian employment to population (age 14 and older) increased from 47.6 percent in 1940 to 57.9 percent in 1944, as many teenagers left school, women left their homes, and older people left retirement to work (U.S. Council of Economic Advisers, 1990, p. 330; Schweitzer, 1980, pp. 89–95). The average workweek in manufacturing, where most of the new jobs were, increased from 38.1 hours in 1940 to 45.2 hours in 1944. The average workweek increased in most other industries, too—in bituminous coal mining, it increased by more than 50 percent (U.S. Bureau of the Census, 1975, pp. 169–73; Anderson, 1979, p. 515). Night shifts occupied a much larger proportion of the workforce (U.S. War Production Board, 1945, pp. 7, 32). The rate of disabling injuries per hour worked in manufacturing rose by more than 30 percent between 1940 and its wartime peak in 1943 (U.S. Bureau of the Census, 1975, p. 182). It is difficult to understand how working harder, longer, more inconveniently, and more dangerously in return for a diminished flow of consumer goods comports with the description that “economically speaking, Americans had never had it so good.”

---

**Table 3-4 Alternative estimate of real personal consumption per capita (index numbers 1939 = 100)**

<table>
<thead>
<tr>
<th>Year</th>
<th>Personal consumption per capita (current dollars)</th>
<th>Friedman and Schwartz’s deflator</th>
<th>Real personal consumption per capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>1939</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>1940</td>
<td>105.3</td>
<td>101.1</td>
<td>104.2</td>
</tr>
<tr>
<td>1941</td>
<td>118.6</td>
<td>109.1</td>
<td>108.7</td>
</tr>
<tr>
<td>1942</td>
<td>128.6</td>
<td>123.4</td>
<td>104.2</td>
</tr>
<tr>
<td>1943</td>
<td>142.3</td>
<td>139.6</td>
<td>101.9</td>
</tr>
<tr>
<td>1944</td>
<td>153.0</td>
<td>150.0</td>
<td>102.0</td>
</tr>
<tr>
<td>1945</td>
<td>167.3</td>
<td>156.6</td>
<td>106.8</td>
</tr>
<tr>
<td>1946</td>
<td>199.2</td>
<td>158.0</td>
<td>126.1</td>
</tr>
<tr>
<td>1947</td>
<td>219.8</td>
<td>170.8</td>
<td>128.7</td>
</tr>
<tr>
<td>1948</td>
<td>233.5</td>
<td>182.0</td>
<td>128.3</td>
</tr>
<tr>
<td>1949</td>
<td>233.9</td>
<td>179.6</td>
<td>130.2</td>
</tr>
</tbody>
</table>

IRRELEVANT MACRO MODELS

None of the standard macroeconomic theories employed to account for the wartime experience provides an acceptable explanation. The models cannot do the job because they do not pertain to a command economy, and between 1942 and 1945, the United States had a command economy. Regardless of the peculiarities of their assumptions, all standard macro models presume the existence of normally functioning markets for commodities, factor services, and bonds.

The assumption fails even to approximate the conditions that prevailed during the war. Commodity markets were pervasively subject to controls, including price controls, rationing and, in some cases, outright prohibition in the consumer goods markets, and price controls, prohibitions, priorities, conservation and limitation orders, quotas, set-asides, scheduling, allocations, and other restrictions in the market for raw materials, components, and capital equipment. While taxes were raised enormously, many forms of production received subsidies so that price controls would not drive suppliers from the market (Mansfield and associates, 1947, pp. 63–65; Harris, 1945, pp. 223–46). Factor markets were no freer, and in some respects (such as conscription), they were much less free (Krug, 1945, p. 5; Mansfield and associates, 1945, pp. 63–65; Harris, 1945, pp. 223–46). Credit markets came under total control, as the Federal Reserve undertook to reduce and allocate consumer credit and pegged the nominal interest rate on government bonds at a barely positive level (Friedman and Schwartz, 1963, pp. 553, 555, 561–74). Two-thirds of the investment in manufacturing plants and equipment from July 1940 through June 1945 was financed by the government, and most of the remainder came forth in response to tax concessions and other de facto subsidies authorized in 1940 to stimulate the rearmament (Higgs, 1993; Gordon, 1969).

In sum, the economy during the war was the exact opposite of a free market system. Every part of it was either directly controlled by the authorities or subject to drastic distortion by virtue of its relations with suppliers and customers who were tightly controlled (Novick, Anshen, and Truppner, 1949, p. 7). To suppose that the economy allocated resources in response to prices set by the unhampered interplay of demands and supplies in the markets for commodities, factor services, and loanable funds is to suppose a complete fiction. Clearly, the assumptions that undergird standard macro models do not correspond with the empirical reality of the wartime economy.

SO WHAT DID HAPPEN?

As the 1940s began, the economy, although substantially affected by various government intrusions, remained one in which resource allocation, for the most part, reflected the operation of the price system. It was far from classic capitalism, but also far from a command economy. Beginning in the fall of 1940, proceeding slowly until the attack on Pearl Harbor and then
very rapidly, the government imposed such pervasive and sufficiently effective controls that, by the beginning of 1943, the economy became a thoroughgoing command system. This regime persisted until the fall of 1945, when the controls began to come off rapidly. Although some persisted, the overwhelming mass had been removed by 1947. In the late 1940s, the economy was once again broadly market-oriented, albeit far from pure capitalism. So, within a single decade, the economy had moved from being mainly market-directed to being nearly under the complete control of central planners to being mainly market-directed again. When one views any economic measure spanning the decade, one must keep this full revolution of the institutional framework in mind, because the meaning of such measures as the unemployment rate, GNP, and consumer price index depends on the institutional setting to which they relate.

In 1940 and 1941, the economy was recovering smartly from the Depression, but in the latter year the recovery was becoming increasingly ambiguous because more and more resources were being diverted to war production. From 1942 to 1944, war production increased rapidly. Although there is no defensible way to place a value on the outpouring of munitions, its physical dimensions are awesome. From mid-1940 to mid-1945, munitions makers produced 86,338 tanks; 297,000 airplanes; 17,400,000 rifles, carbines, and side arms; 315,000 pieces of field artillery and mortars; 4,200,000 tons of artillery shells; 41,400,000,000 rounds of small arms ammunition; 64,500 landing vessels; 6,500 other navy ships; 5,400 cargo ships and transports; and vast amounts of other munitions.18 Despite countless administrative mistakes, frustrations, and turf battles, the command economy worked.19 But, as always, a command economy can be said to work only in the sense that it turns out what the authorities demand. The U.S. economy did so in quantities sufficient to overwhelm enemy forces.

Meanwhile, as shown earlier, real personal consumption declined, as did real private investment. From 1941 to 1943, real gross private domestic investment plunged by 64 percent; during the four years of the war, it never rose above 55 percent of its 1941 level; only in 1946 did it reach a new high (U.S. Council of Economic Advisers, 1990, p. 296). Notwithstanding the initial availability of much unemployed labor and capital, the mobilization became a classic case of guns displacing both butter and churns. So why, apart from historians and economists misled by inappropriate and inaccurate statistical constructs, did people—evidently almost everyone—think that prosperity had returned during the war?

The question has several plausible answers. First, everybody with a desire to work was working. After more than 10 years of persistently high unemployment and the associated insecurities (even for those who were working), full employment relieved a lot of anxieties. Although economic well-being deteriorated after 1941, civilians were probably better off, on average, during the war than they had been during the 1930s. Second, the national solidarity of the war effort, though decaying after the initial upsurge following December 7, 1941, helped to sustain the spirits of many
who otherwise would have been angry about the shortages and other inconveniences. For some people, the wartime experience was exhilarating, even though, like many adventures, it entailed hardships. Third, some individuals (for example, many of the black migrants from the rural South who found employment in Northern and Western industry) were better off after 1941, although the average person was not. Wartime reduction of the variance in personal income—and hence in personal consumption—along with rationing and price controls, meant that many people at the bottom of the consumption distribution could improve their absolute position, despite a reduction of the mean (Vatter, 1985, pp. 142–44; U.S. Bureau of the Census, 1975, pp. 301–2). Fourth, even if people could not buy many of the things they wanted at the time, they were earning unprecedented amounts of money. Perhaps money illusion, fostered by price controls, made the earnings look bigger than they really were. In any event, people were building up bank accounts and bond holdings; while actually living worse than before, they were feeling wealthier.

Which brings us to an important upshot: The performance of the war economy, despite its command-and-control character, broke the back of the pessimistic expectations that almost everybody had come to hold during the seemingly endless Depression. In the long decade of the 1930s, especially its latter half, many people had come to believe that the economic machine was irreparably broken. The frenetic activity of war production—never mind that it was just a lot of guns and ammunition—dispelled the hopelessness. People began to think: If we can produce all these planes, ships, and bombs, we can also turn out prodigious quantities of cars and refrigerators (Winkler, 1986, pp. 2, 23–24, 96). When the controls began to come off and the war ended more quickly than anticipated in 1945, consumers and producers launched eagerly into carrying out plans based on rosy forecasts and, by so doing, made their expectations a reality.20

Probably the most solid evidence of expectations comes from the stock markets, where thousands of transactors risk their own wealth on the basis of their beliefs about future economic conditions (table 3-5). Evidently, investors took a dim view of the prospect of a war economy. After 1939, stock values dropped steadily and substantially; U.S. entry into the war in December 1941 did not arrest the decline. By 1942, the Standard & Poor’s index had fallen by 28 percent, and the market value of all stocks on registered exchanges had plunged by 62 percent in nominal terms. (Adjustments for price level changes would make the declines even greater.) The declines occurred even though current corporate profits were rising steadily and substantially. In 1943, as the tide of war turned in favor of the Allies, the stock market rallied and small additional advances took place in 1944. Still, in 1944, with the war economy operating at its peak, the stock market’s real value had yet to recover to its 1939 level.

By early 1945, almost everyone expected the war to end soon. The prospect of a peacetime economy electrified investors. Stock prices surged in 1945 and again in 1946. In just two years, the Standard & Poor’s index in-
creased by 37 percent and the value of all shares on registered exchanges increased by 92 percent, despite a decline in current-dollar, after-tax corporate profits from their peak in 1944. Did people expect the end of "wartime prosperity" to be economically deleterious? Obviously not.

To sum up, World War II got the economy out of the Great Depression, but not in the manner described by the orthodox story. The war itself did not get the economy out of the Depression. The economy produced neither a "carnival of consumption" nor an investment boom, however successfully it overwhelmed the nation’s enemies with bombs, shells, and bullets. But certain events of the war years, including the war’s transformation of economic expectations—justify an interpretation that views the war as an event that recreated the possibility of genuine economic recovery. As the war ended, real prosperity returned almost overnight.
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**Table 3-5 Stock prices and corporate profits, 1939–1949**

<table>
<thead>
<tr>
<th>Year</th>
<th>Standard &amp; Poor’s index of common stock prices (1941–1943 = 10)</th>
<th>Market value of stocks on registered exchanges (billions of current dollars)</th>
<th>Corporate profits* (billions of current dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1939</td>
<td>12.06</td>
<td>11.426</td>
<td>4.0</td>
</tr>
<tr>
<td>1940</td>
<td>11.02</td>
<td>8.404</td>
<td>5.9</td>
</tr>
<tr>
<td>1941</td>
<td>9.82</td>
<td>6.240</td>
<td>6.7</td>
</tr>
<tr>
<td>1942</td>
<td>8.67</td>
<td>4.309</td>
<td>8.3</td>
</tr>
<tr>
<td>1943</td>
<td>11.50</td>
<td>9.024</td>
<td>9.9</td>
</tr>
<tr>
<td>1944</td>
<td>12.47</td>
<td>9.799</td>
<td>11.2</td>
</tr>
<tr>
<td>1945</td>
<td>15.16</td>
<td>16.226</td>
<td>9.0</td>
</tr>
<tr>
<td>1946</td>
<td>17.08</td>
<td>18.814</td>
<td>8.0</td>
</tr>
<tr>
<td>1947</td>
<td>15.17</td>
<td>11.587</td>
<td>11.7</td>
</tr>
<tr>
<td>1948</td>
<td>15.53</td>
<td>12.904</td>
<td>17.8</td>
</tr>
<tr>
<td>1949</td>
<td>15.23</td>
<td>10.740</td>
<td>17.8</td>
</tr>
</tbody>
</table>

*After tax, with inventory valuation and capital consumption adjustments.

NOTES


2. For those who insist on a macroeconomic framework, the employment question can be considered with reference to the model estimated by Evans (1982). Evans concludes on pp. 960–61 that in an explanation of changes in civilian employment during the war years, “emphasis . . . on conscription makes sense.”


4. Differences between Kuznets’s 1952 figures and the Variant III estimates reflect the incorporation of new data showing lower proportions of durables in military purchases during the war as well as a switch (justified by the need for continuity in a longer series) back to Commerce Department deflators. See Kuznets (1961, pp. 470–71).

5. Although one might infer from his later discussion in Kuznets (1961, pp. 465–84) that he ultimately did.


7. Kuznets (1951, pp. 193–94). Again, his discussion that was mentioned earlier (1961, pp. 465–84) may be read as an implicit disavowal. There he no longer defended or even mentioned the “two end purposes” argument. Referring to a comparison of his approach and the Commerce Department’s approach to treating military spending for a period that includes World War II, he said that (p. 471) “one errs less” by using his approach, that is, the “peacetime concept” of national product.

8. Even if one accepts GNP* conceptually, one might object that my estimate of it makes too large a deduction. Some of the military durable equipment and construction purchased during the war was used after the war for the production of civilian as well as military outputs. To delete all military spending gives rise to the error exposed by Gordon (1969, pp. 221–38). If one could make a correction completely consistent with the spirit of the argument, one would arrive at an estimate somewhere between Variant III and GNP*, the exact location being determined by the distinction between military capital potentially capable of augmenting civilian output and military capital lacking this capability. Data on war durables purchases are insufficient to allow the separation to be made with precision.

9. See Novick, Anshen, and Truppner (1949, pp. 16–18). This is not to say that prices played no role; much of the planning had to do with the manipulation of prices. But market-determined prices and costs were never permitted to play a fundamental role. See Miller (1949, pp. 97–110).

11. See Kuznets (1945, pp. 38–41). Sixteen years later, having changed his approach in several respects, Kuznets was still apologetic (1961, p. 471): “These changes in the treatment of durable military output may seem arbitrary, and there is no denying a large element of personal judgment in the procedures.”

12. In a personal communication, Professor Vatter has noted that the civilian population actually fell by nearly five million between 1941 and 1944, and hence, consumption per civilian rose more rapidly than the per capita data indicate. The point is well taken, but somewhat unsettling. It suggests a civilian population enhancing its well-being by forcing millions of men into military service, where civilian goods became wholly irrelevant to them, while their more fortunate fellows enjoyed those goods exclusively. The more fundamental problem, however, is that the numerator (total real consumption) is overstated.


14. Calculated from data in Kuznets (1952, p. 40). Barro (1978, p. 572) has obtained econometric results suggesting that all of the genuine inflation occurred during the war years, none of it during the immediate postwar years, and that 1946 actually witnessed deflation.


18. See Krug (1945, p. 11). See pp. 29–32 for a detailed statement of the physical quantities of various munitions produced during the war. For even greater detail, see Smith (1959, pp. 3–31).

19. It was hardly a well-oiled machine. Novick and colleagues made free use of such terms as “administrative chaos,” “administrative anarchy,” “chasm between plan and operation,” and “trial-and-error fumbling.” See Novick, Anshen, and Truppner (1949, pp. 110, 140, 219, 291, 394, 395, 400, 403). These well-informed insiders concluded (p. 9) that the successes of the wartime planned economy were “less a testimony to the effectiveness with which we mobilized our resources than they are to the tremendous economic wealth which this nation possessed.”

20. Compare the explanation of the economy’s performance just after the war in Vedder and Gallaway (1991, pp. 14–29). Their argument calls attention to, among other things, the huge swing in the federal government’s fiscal position, from massive deficit to substantial surplus, between 1945 and 1946–47 (calendar years), hence, “reverse crowding out.” See also some new ideas on how wartime
events affected the operation of the postwar labor market, in Jensen (1989, pp. 581–82). A much fuller interpretation of the postwar reconversion appears in chap. 5 below.

21. The phrase “carnival of consumption” comes from Blum (1976, p. 90).
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There are circumstances which make the consumption of capital unavoidable. A costly war cannot be financed without such a damaging measure. . . . There may arise situations in which it may be unavoidable to burn down the house to keep from freezing, but those who do that should realize what it costs and what they will have to do without later on.

Ludwig von Mises, *Interventionism*

During World War II, the U.S. government displaced private investors. According to National Income and Product Accounts (NIPA) data for the period 1942–1945, net private investment was minus $6.2 billion, and net government investment was plus $99.4 billion. Although economists have credited this government investment with various contributions to wartime and postwar economic growth, the bulk of it had little or no value beyond its immediate contribution to winning the war. This episode dramatically exposes a fundamental, but false, assumption that underlies official data on capital formation (namely, that all expenditures for durable producer goods or munitions form genuine capital).

In the oft-quoted final chapter of *The General Theory*, titled “Concluding Notes on the Social Philosophy Towards Which the General Theory Might Lead,” John Maynard Keynes declared: “The State will have to exercise a guiding influence on the propensity to consume partly through its scheme of taxation, partly by fixing the rate of interest,” and it will have to undertake “a somewhat comprehensive socialisation of investment . . . though this need not exclude all manner of compromises and of devices by which public authority will co-operate with private initiative” (Keynes, 1936, p. 378). In composing this passage, Keynes surely had in mind a program by which the state would attempt to moderate the fluctuations of the peacetime macroeconomy, and in that sense, his vision went unrealized in Britain and the United States. Once in U.S. history, however, during World War II, Keynes’s vision did achieve full-fledged realization. Although economists and historians have studied extensively the wartime tax
measures and interest rate fixing, the government domination of investment that occurred in the United States from 1941 to 1945 has received much less attention.

Of course, it has not been overlooked entirely. Indeed, among contemporary analysts and early postwar writers, nearly all of whom subscribed to the “miracle of production” interpretation of the government’s wartime economic management, the government’s wartime takeover of capital formation received considerable, and generally favorable, recognition.

For example, R. Elberton Smith, author of the impressive official history The Army and Economic Mobilization, in describing the War Department’s multifaceted involvement in capital accumulation, remarked that, “war plant expansion in the three years ending with 1943 was equal to half the investment in manufacturing facilities during the preceding two decades” (Smith, 1959, p. 440). In Smith’s view, “the American economy in World War II exhibited the greatest capital expansion in its history—an expansion which went far toward guaranteeing the successful outcome of the war” (Smith, 1959, p. 475).

Speaking with pride of the more than $9 billion dollars that the Defense Plant Corporation (DPC), a Reconstruction Finance Corporation (RFC) subsidiary, had channeled into industrial capital formation during the war, RFC head Jesse Jones noted: “At the close of World War II, Defense Plant Corporation’s investment alone embraced 96 per cent of the nation’s synthetic rubber capacity, 90 per cent in magnesium metal, 71 per cent in the manufacture of aircraft and their engines, 58 per cent in aluminum metal, and nearly 50 percent of the facilities for fabricating aluminum” (Jones, 1951, p. 316). The War Department, the Navy Department, and other government agencies also financed massive industrial investments (Smith, 1959, pp. 447, 496–501; Connery, 1951, p. 345; and Smaller War Plants Corporation, 1946, p. 48).

In 1969, Robert J. Gordon shocked the economics profession by announcing that “$45 billion of U.S. Private Investment Has Been Mislaid.” Of that “mislaid” amount—“an estimate of cumulative 1940–65 U.S. government expenditures on privately operated plant and equipment (in 1958 prices), minus the small portion already included in the official OBE [Office of Business Economics] capital stock data” (Gordon, 1969, p. 221)—some 62.5 percent had been spent from 1940 through 1945. Gordon argued that “the existence of this vast amount of previously unmeasured capital explains in part how the private American economy produced so much during the war and early postwar years with such a small measured increase in the stock of capital relative to the level of the late 1920’s” (Gordon, 1969, p. 232).

Recently, Gordon has refined his earlier estimates of the U.S. capital stock in the nonfarm, nonhousing private business sector, “changing from fixed to variable retirement, and . . . adding GOPO [government-owned, privately operated] and highway capital” (Gordon, 2000 p. 46). On the basis of his new estimates of the nonfarm, nonhousing private business capital stock, he concludes that, “instead of declining by 7.4 percent between 1930
and 1944, total capital input actually increases by 28 percent,” a finding that he declares to be important and “highly relevant to the puzzle of how the United States succeeded in producing so much during World War II” (Gordon, 2000, pp. 46–7).

Like Gordon, Alexander J. Field has considered recently how taking properly into account the government’s capital formation during World War II might help us to understand better the broad contours of U.S. productivity change in the twentieth century. Field observes: “There remains an unresolved dispute over the usefulness for civilian production of this capital after the war. Some have criticized the transfers to the private sector as sweetheart deals; the valuations reflected in the sales, however, have been defended on the grounds that substantial retrofitting was often required to make them suitable for civilian production” (Field, 2003, p. 1405).

The valuation of privatized government-financed plants and equipment is but one issue among many that bears on our understanding of the government’s wartime capital formation and its consequences for the performance of the postwar economy. So far, however, students of this topic have overlooked a number of complications that cloud the meaning of the standard data used to study it.

My objective in this chapter is to display and discuss the official data that purport to measure wartime capital formation, to identify several problematic aspects of those data, and to indicate at least the direction, if not the precise magnitude, of some strongly warranted adjustments. The theme of my inquiry is that previous analysts have failed to take fully into account the incomparability of capital formation undertaken by private entrepreneurs and capital formation undertaken by government officials—an incomparability that looms especially large when the latter’s projects are dedicated to highly specific military purposes. Here, as in so many other areas of economic analysis, we cannot penetrate to the essence of the matter unless we have a clear understanding of the economic principles that Ludwig von Mises and F. A. Hayek expounded in their contributions to the socialist calculation debate prior to World War II (Mises, 1935; Hayek, 1935). Unfortunately, the analytical insights that I present and the measurement corrections that I propose here may serve only to deepen some of the mysteries that previous analysts believed they had solved by taking into account the government’s wartime capital formation.

**WARTIME SOCIALIZATION OF INVESTMENT**

The basic data on which analysis usually rests appear in table 4-1. They come from the NIPA and are produced by the Bureau of Economic Analysis in the U.S. Department of Commerce. The values are expressed in current dollars. In due course, I will say something about inflation-adjusted values—an especially tricky matter during the 1940s, because of the government’s massive military mobilization, direct resource allocations, and price controls that substantially affected the greater part of
the decade—but much of what we need to know does not require an attempt to arrive at “real” values.

As the data displayed in table 4-1 make clear, a massive shift occurred during the early 1940s in the sources of U.S. investment spending. In 1940, gross private domestic investment amounted to $13.6 billion ($5.6 billion net), whereas gross government investment came to just $4.4 billion ($2.9 billion net), including net national defense investment of an almost negligible $0.6 billion. In contrast, in 1943, at the peak of the government’s investment surge, gross private domestic investment had dropped to $6.1 billion ($–4.0 billion net), whereas gross government investment had soared to $39.1 billion ($32.8 billion net), including net national defense investment of $32.9 billion. Plainly, this tremendous shift illustrates “the socialization of investment” with a vengeance.

For the four years from 1942 through 1945 as a whole, gross private investment fell to such low levels that it failed to compensate for the depreciation of the private capital stock. For that period, net private investment totaled minus $6.2 billion. In U.S. history, the only comparable evaporation of private capital occurred during the early years of the Great Depression. For those same four war years, however, net government investment totaled $99.4 billion, of which net national defense investment amounted to slightly more than 100 percent (the government did not invest enough in its nondefense capital stock to compensate for its depreciation).

Then, even more quickly than the government had displaced private investors during the early 1940s, the latter displaced the government between 1945 and 1946, when net private domestic investment increased from approximately zero to $18.5 billion—an unprecedented amount—setting in motion an investment boom that continued thereafter for many years, restoring genuine prosperity to an economy that had wallowed for sixteen years in peacetime depression and wartime privation. In stark contrast, between 1945 and 1946, gross government investment fell from $24.1 billion to just $3.5 billion (net from $13.9 billion to –$7.5 billion), and the national defense capital stock began a sustained decline that extended into the 1950s.

CAPITAL IS CAPITAL?

As I have just shown, during the war the government spent huge amounts of money to purchase durable military and industrial assets, thereby adding substantially to the stock of government “capital.” In the official accounts, no mystery attends the process of capital formation. If the government purchases a durable good, then ipso facto it adds to the gross capital stock, and therefore (given that the value of such purchases exceeds the value deducted as depreciation, according to standard accounting formulas) it increases the economy’s future potential to produce valuable goods and services. In this so-called perpetual inventory method of accounting for capital formation, investment dollars flow like water into a capital stock bathtub from which,
Table 4-1 Private and government fixed investment, 1940–1950 (billions of current dollars)

<table>
<thead>
<tr>
<th>Year</th>
<th>Gross</th>
<th>Net</th>
<th>Gross</th>
<th>Net Total</th>
<th>Net defense</th>
<th>Net defense structures</th>
<th>Net defense equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1940</td>
<td>13.6</td>
<td>5.6</td>
<td>4.4</td>
<td>2.9</td>
<td>0.6</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>1941</td>
<td>18.1</td>
<td>9.1</td>
<td>10.8</td>
<td>8.8</td>
<td>6.7</td>
<td>3.4</td>
<td>3.3</td>
</tr>
<tr>
<td>1942</td>
<td>10.4</td>
<td>0.3</td>
<td>28.5</td>
<td>25.0</td>
<td>24.3</td>
<td>10.0</td>
<td>14.3</td>
</tr>
<tr>
<td>1943</td>
<td>6.1</td>
<td>−4.0</td>
<td>39.1</td>
<td>32.8</td>
<td>32.9</td>
<td>5.3</td>
<td>27.6</td>
</tr>
<tr>
<td>1944</td>
<td>7.8</td>
<td>−2.6</td>
<td>36.6</td>
<td>27.7</td>
<td>28.3</td>
<td>1.9</td>
<td>26.4</td>
</tr>
<tr>
<td>1945</td>
<td>10.8</td>
<td>0.1</td>
<td>24.1</td>
<td>13.9</td>
<td>14.2</td>
<td>1.1</td>
<td>13.2</td>
</tr>
<tr>
<td>1946</td>
<td>31.1</td>
<td>18.5</td>
<td>3.5</td>
<td>−7.5</td>
<td>−7.4</td>
<td>−0.4</td>
<td>−7.0</td>
</tr>
<tr>
<td>1947</td>
<td>35.0</td>
<td>19.4</td>
<td>4.6</td>
<td>−6.1</td>
<td>−7.3</td>
<td>−0.7</td>
<td>−6.6</td>
</tr>
<tr>
<td>1948</td>
<td>48.1</td>
<td>29.8</td>
<td>7.0</td>
<td>−2.7</td>
<td>−5.1</td>
<td>−0.5</td>
<td>−4.5</td>
</tr>
<tr>
<td>1949</td>
<td>36.9</td>
<td>16.8</td>
<td>9.7</td>
<td>0.9</td>
<td>−3.1</td>
<td>−0.5</td>
<td>−2.6</td>
</tr>
<tr>
<td>1950</td>
<td>54.1</td>
<td>32.4</td>
<td>9.8</td>
<td>1.8</td>
<td>−2.9</td>
<td>−0.4</td>
<td>−2.5</td>
</tr>
</tbody>
</table>

at the same time, depreciation causes a certain drainage (Wasson, Musgrave, and Harkins, 1970, p. 20). Just as all drops of water matter equally when one is filling or emptying a tub, so all dollars of investment spending count equally when one is constructing a time series of capital stock. Here, in its official accounting representation, capital becomes something like the “homogeneous mass” imagined by capital theorists such as Frank Knight—a dollar spent for “capital” is a dollar spent for “capital” (Hennings, 1987, p. 330).

Whatever virtues this view may have in relation to the economic theory of a market system—and hardly anything has been more hotly disputed by economists than capital theory (Hennings, 1987, pp. 327–33)—it has definite shortcomings in application to government capital formation. When private entrepreneurs make investments, they hazard their own property or the property that others have entrusted to them. Therefore, they must appraise carefully the prospect that the capital goods they purchase will give rise to an income stream sufficient to justify the present expense, the risks of loss, and the delays that they anticipate before they can appropriate future income. Ultimately, the success of any private investment turns on the ability to use capital goods in a way that, directly or indirectly, consumers validate by purchasing final goods in the market.

Government officials follow different stars in making their investment decisions: Politics, ideology, and even personal vanity (“empire building”) have a much greater chance of carrying the day. As W. H. Hutt observed, “officials not only cannot have the necessary detailed awareness which market signals provide; but most important, they cannot be caused to lose property through error nor be rewarded by the acquisition of property through success” (Hutt, 1979, p. 76). For the government, no consumer-determined bottom line spells the difference between success and failure, because the government has the coercive power to extract taxes from citizens in order to finance the investments initially and to subsidize money-losing projects afterward, in defiance of consumer preferences.

Never does the contrast between the private investor and the government investor loom larger than it does during wartime, especially during a modern “total” war, such as World War II, when perceived military necessity counts heavily with those responsible for making government investments. The wartime investment program in the United States from 1940 through 1945 illustrates the contrast unmistakably. “This unprecedented expansion of industrial capacity was not directed by business executives; nor did dollar-a-year men exercise effective indirect control over it. Rather, it was semiautonomous bureaucrats in pursuit of national security goals and insulated within the increasingly powerful Pentagon who directed this effort.”

If it were possible, as some economists have maintained, for government officials to calculate all of the shadow prices needed to operate a centrally planned economy efficiently, and if the officials proceeded to make their decisions on the basis of those shadow prices, then matters would be differ-
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eet; but these conditions have never been established anywhere, and they certainly were not established in the United States during World War II, when the government’s “investments” obeyed a different, starkly nonmarket logic. John Cochran has summarized the issues that are most pertinent here:

The concept of capital is not a category of all acting, but only a category of acting in a market economy. Capital is an essential element in entrepreneurial planning. It is an estimate of the market value at a definite date of a particular business plan. . . . A given business or entrepreneurial plan implies a time structure of production for the individual enterprise—a pattern of inputs (capital goods, labor and natural resources or land) applied at earlier dates followed by a pattern of outputs sold at later dates. . . . Without private ownership of the means of production, there can be no markets for resources, no money prices for resources, and thus no monetary calculation and no capital. (Cochran, 2003, pp. 3–4)

Therefore, whenever government officials undertake a massive investment program, we must expect them always to generate what Mises called “planned chaos” (Mises, 1949).

Thus, in March 1942, two military officers complained to the executive committee of the Army-Navy Munitions Board with regard to the vast industrial construction program that was then under way:

If we continue as at present, we shall have plants standing useless for lack of equipment or raw materials, or other things. Other plants will be turning scarce materials into items which cannot be used to oppose the enemy because of the lack of other things which should have been made instead. We shall have guns without gun sights, tanks without guns, planes without bomb sights, ships held up for lack of steel plates, planes which we cannot get to the field of battle because of lack of merchant bottoms.

Of course, a government investment program may make some sense in relation to the achievement of strictly technological, military, or political objectives—arguably winning World War II was such a problem that the U.S. government solved, for the most part, by throwing gigantic amounts of money at it (Novick, Anshen, and Truppner, 1949, p. 9; Rockoff, 1996)—but in relation to economic rationality, it remains planned chaos, and its legacies must necessarily bear all of the marks of its essential character. Although the government planners made continuing adjustments to their planning apparatus throughout the war, and they improved it enough to permit the production of an enormous outpouring of munitions, the essential character of the planning system remained as devoid of economic logic near the end of the war as it had been at the beginning. Eliot Janeway referred, for example, to “the 1944 production crisis that saddled the war economy with surpluses while leaving it short of critical items,” and he criticized “the fatal weakness in [Donald] Nelson’s setup” for operating the War Production Board, the chief planning agency.

In relation to the U.S. government’s capital formation during World War II, the upshot is that many resources were completely wasted from the
outset; construction costs were pushed “substantially above normal levels”; and many wartime investments proved to have little or no value after the war, despite the contrary impression that we might gain from an official time series of capital stock. For example, the Maritime Commission, which spent some $600 million (current dollars) to construct new shipyards, “decided to finance the emergency yards as if they were arsenals” because “it was believed that they would have little or no postwar value,” and in fact, at the end of the war, “shipyards were a drug on the market,” and “only a few found purchasers willing to pay even 12 per cent of what the yards cost” (Lane, 1951, pp. 108–9, 117). In addition, the Navy spent some $1.4 billion for shipyards, with similarly little to show for it at the end of the war (Lane, 1951, p. 397).

Simon Kuznets argued that when the government purchases durable military assets, “their survival beyond the initial year releases capital resources for other purposes, and while their services cannot be considered final product, the capital stock embodied in them, like other types of capital that serve a protective purpose, should be included” in estimates of overall capital formation (Kuznets, 1961, p. 470). It is difficult to see, however, how the mere physical survival of obsolete and permanently mothballed munitions, such as those thousands of otiose propeller-driven warplanes parked forever in the western deserts, “released” anything or contributed in any way to a valuable purpose. To suppose otherwise would seem to entail making a fetish of physical durability at the expense of keeping genuine economic value at the center of our economic analysis.

THE COMPOSITION OF WARTIME GOVERNMENT INVESTMENT

Although economists and historians have focused their analysis of the government’s wartime investment on its purchases of industrial plants and equipment, the preponderance of the investment took other forms. As table 4-2 shows, outlays to construct strictly military facilities—so-called command installations, as opposed to industrial facilities—gobbled up $13.9 billion from 1941 through 1945, in contrast to $8.6 billion spent on industrial structures. By the end of the war, the War Department alone had invested in 2,996 command facilities (Smith, 1959, p. 448).

These spanned a wide range of uses:

Some idea of the scope of the Army’s far-flung empire of command installations in World War II may be inferred from the following partial list of establishments within the zone of interior alone: Army posts, camps, stations, forts, training and maneuvering areas, artillery and other ranges for the Ground Forces; airfields, air bases and stations, bombing and gunnery ranges for the Army Air Forces; storage facilities—from remote ammunition depots to metropolitan warehouses—for all branches of the Army; repair and maintenance stations for all types of equipment; hospitals, convalescent and recreation centers; military police camps, Japanese relocation centers, prisoner of war camps; a network of harbor defenses and other installations throughout the entire
country for defense against enemy attack; holding and reconsignment centers, ports of embarkation, staging areas, and related facilities to mount the tremendous overseas expeditions of troops and supplies; local induction centers, radio stations, laundries, market centers, special schools and offices (including the $78 million Pentagon building); and, not to be overlooked, research laboratories, proving grounds, testing centers, and supersecret installations symbolized most completely by the atomic bomb. (Smith, 1959, p. 444)

Elsewhere, Smith also lists another category: 770 national cemeteries, occupying some 2,000 acres of land (Smith, 1959, p. 448). A similar itemization might have been compiled for the navy, whose bases, depots, repair yards, and other facilities spanned the globe.

Scanning the foregoing summary, one is struck by how many of the command facilities were highly specialized for aiding the operations of the wartime armed forces. Such facilities had little, if any, value for peacetime uses. Even those that the armed forces retained for strictly military purposes after the war proved grossly excessive, in view of the drastic reduction of military personnel strength after 1945. Small wonder that the Pentagon has spent more than half a century fighting (against local politicians and members of Congress, among others) to close bases still remaining from the massive base construction undertaken in the early 1940s to accommodate an armed force that eventually numbered more than 12 million men and women at its peak strength in 1945 (Twight, 1990; Edelstein, 2001, pp. 74–5). Even today, base closures continue to be made episodically, as political opportunities allow.
Industrial and military structures, together, account for less than one-fifth ($23.9 billion) of the total gross national defense investment ($128.7 billion) from 1941 through 1945 (see table 4-2). Clearly, the big gorilla of the government’s wartime investment program consisted of the purchase of equipment (column 7 of table 4-1 shows this fact directly as a cumulative net investment of $84.8 billion in equipment during the same years). Again, as we have seen in relation to command facilities, the bulk of this investment (at least 90 percent) took the form of highly specialized military assets—combat airplanes, tanks, warships, guns, ammunition, and other such purely military durable goods—that had little, if any, value for use in peacetime activities. In the workaday world, there’s just not much call for phosgene-filled mortar shells, mustard gas-filled bombs, and white phosphorus-filled munitions, not to mention the specialized equipment for producing atomic bombs.

Even the strictly military equipment, however, quickly became obsolete. Many readers will recall visiting or seeing photographs of the endless rows of aircraft parked in the western deserts or the scores of ships rusting peacefully at their moorage near the mouth of the Sacramento River in California. According to Kuznets’s estimates, annual military capital consumption, which had been nearly negligible before the war, reached $6.35 billion in 1945 (compared with $19.1 billion of depreciation allowed for the economy’s entire nonmilitary capital stock), and it continued to rise in the late 1940s, reaching $11.7 billion in 1950, as the wartime stock of munitions wore out, wasted away, or grew obsolete.

DISTORTION OF THE CAPITAL STRUCTURE

Notwithstanding the conventions of orthodox macroeconomics and the views of certain capital theorists, the actual capital stock is neither a homogeneous physical putty nor a financial mass of undifferentiated, fungible dollars. In a modern economy, with an extensive division of labor and highly articulated roundabout production, the capital stock consists of a vastly heterogeneous, intricately related collection of produced means of production. If the economy is to function effectively, the capital stock must assume a certain structure, so that the “planned chaos” I illustrated earlier does not cripple its operation. In general, whatever the usefulness of the government’s wartime investment program for the immediate purpose of gaining military victory, the government investments gave rise to serious distortions of the capital structure, and therefore they had less value for postwar productive purposes than the sheer amounts spent on durable assets during the war might seem to imply.

Even though manufacturing accounted for less than 28 percent of the national income in 1940 (U.S. Bureau of the Census, 1975, p. 239), approximately nine-tenths of the government’s wartime industrial investment flowed into that sector (Gordon, 1969, pp. 232–3), and within manufactur-
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ing, government investment went predominantly to a handful of industries: “aircraft, engines, and parts; explosives and shell loading; shipbuilding and repair; iron and steel and products; chemicals; nonferrous metals and products; ammunition, shells, bombs, etc.; guns; machinery and electrical equipment; petroleum and coal products; combat and motorized vehicles; and machine tools” (McLaughlin, 1943, pp. 100–9). As a contemporary analyst remarked, “In general, the proportion of public financing has been at a maximum for those industries whose expansions have been most disproportionate to probable postwar needs; . . . specialized war plants . . . possess questionable peacetime value; . . . [and] some of the special-purpose machinery will be worthless for peacetime operations” (McLaughlin, 1943, pp. 109, 114, 116). Some $12.2 billion of the government’s total spending for industrial facilities ($17.2 billion), or approximately 71 percent, went into the metals and metal products industries.14 According to a 1946 study by an analyst for the Board of Governors of the Federal Reserve System, “Prevailing opinion seems to be that about two-thirds of the Government owned war plants will not be adaptable to postwar production.”15

Before the war, for example, the productive capacity of the aircraft industry had been almost negligible, but after swallowing more than $3 billion of the government’s industrial investment outlays, the industry emerged from the war as a giant confronting only a tiny, ill-developed civilian market and a vastly shrunken government market for its products. Shipbuilding and repair experienced a similarly spectacular growth, and then a similarly anemic postwar demand for its products (U.S. Bureau of the Budget, 1946, p. 116; Smaller War Plants Corporation, 1946, pp. 43, 45–6; Lane, 1951, pp. 3–10 and passim; Hooks, 1991, pp. 158–60).

Besides producing unsustainable distortions in the sectoral and industrial composition of the capital stock, the government’s wartime investment program created distortions in the locational distribution of the stock (McLaughlin, 1943, pp. 110–13). To some extent, these distortions reflected wartime security concerns, as when ordnance facilities were located more than 200 miles from the coast. Some locational distortions emerged “naturally,” as reactions to other, unrelated government wartime actions that had brought about localized scarcities of labor, electrical power, or other resources. Some distortions arose from routine political pressures, especially by Roosevelt administration officials and by members of Congress, which continued to be exerted actively during the war (Jones, 1951; Eiler, 1997, p. 181; Lane, 1951, pp. 47, 96–7, 151–60, 190–201). As Glenn McLaughlin remarked in 1943, “Many war plants throughout the country will be physically appropriate for the manufacture of civilian products but geographically inappropriate” (McLaughlin, 1943, p. 117). Because the new industrial capacity that the government financed for war purposes did not conform to the locational pattern that would best meet the demands of the postwar market economy, standard accounting methods of computing its postwar value overstate its actual value.
“REAL” VALUES AND INSUFFICIENT DEPRECIATION

At places in the foregoing discussion, I have added the current-dollar values of certain variables for various war years, notwithstanding the fact that the purchasing power of the dollar was falling throughout the war. For the purposes I was trying to serve, not much harm was done to my argument by those summations, but for other purposes, such as the determination of the net result of the government’s wartime investment program, the use of current-dollar values will not suffice, and we must attend to the task of deflation. Unfortunately, wartime price indexes, in general, are unreliable, if indeed they have any validity at all (Higgs, 1992, pp. 49–52).

Matters are even worse in relation to the deflation of durable munitions, which, as we have seen, accounted for the great bulk of the government’s wartime investment, according to the NIPA data. All economic statisticians seem to have recognized the essential futility of trying to construct a reliable price index for munitions output during World War II. Having made such an attempt in his 1945 monograph *National Product in Wartime*, Kuznets later decided to abandon the effort in his 1961 treatise *Capital in the American Economy*, remarking: “with the inclusion of additional war and nonwar years, it became exceedingly difficult to adjust the cost of military construction and munitions to levels comparable with normal, peacetime output. Instead, it seemed best to accept the price adjustment used in the Department of Commerce national income accounts” (Kuznets, 1961, p. 471). Unfortunately, the Commerce Department accountants themselves had already admitted that they could not do the job. In 1954, they had confessed that their “method of deflating munitions expenditures” has “severe limitations,” in large part because “the price information relating to munitions is deficient, largely owing to the fact that there are insurmountable obstacles to the compilation of adequate time series on prices (or quantities) in this area which is characterized by extreme product change” (U.S. Department of Commerce, Office of Business Economics, 1954, p. 157). Therefore, the great bulk of the government’s official capital formation during the war—its expenditures for durable munitions—cannot be deflated reliably. Because “insurmountable obstacles” cannot be surmounted, we need go no further down this path, except to emphasize the permanent dark cloud that hovers over all data that purport to represent in any way the real value of munitions outputs or stocks over time, especially for periods that include World War II.

Matters may not be so desperate with respect to the deflation of the government’s wartime expenditures for industrial plants and equipment, in particular for the GOPO stock created during the war and, in part, sold to private owners during the immediate postwar years. Table 4-3 presents the most significant “real” data (expressed here in constant 1958 dollars), which are those pertaining to the private nonfarm business economy. In the Commerce Department report from which these data are drawn, four different estimates are given, based on two different deflators and two
different depreciation formulas, but the four series all show essentially the same profile, and one variant will serve our purposes here well enough.

As table 4-3 shows, “real” privately owned capital fell from 1941 to 1944, rose slightly in 1945, and then grew rapidly in each of the next five years. “Real” GOPO capital mushroomed from near zero in 1940 to a peak of $50.2 billion (in 1958 dollars) in 1945, and then began to decline rapidly, losing more than 60 percent of its value by 1949. The total privately operated stock of capital, shown in column 3 of the table, grew steadily from 1940 to 1945, fell slightly in 1946—a decline attributable entirely to the estimated decline of nearly 30 percent in the real value of GOPO capital, a substantial part of that decline representing the transfer of assets to private owners—and then grew steadily for the remainder of the decade. From 1940 to 1945, the estimated total stock increased by 20 percent and then, from 1945 to 1950, by 16 percent.

It is almost certain that the Commerce Department figures overstate the increase in the privately operated capital stock during the first half of the 1940s, because the standard formulas for computing depreciation fail to take into account certain extraordinary conditions during the war, especially “the accelerated depreciation resulting from intensive plant use and scarcity of replacement parts” (McLaughlin, 1943, p. 113). According to a War Production Board report:

> [P]lant utilization in the munitions industries increased sharply after Pearl Harbor. . . . [T]he average utilization of facilities in the metal products industries late in 1944 was about two-thirds above the prewar level, after having reached nearly twice the prewar level in the spring of 1943; the increase in the

### Table 4-3 Net fixed business capital (billions of 1958 dollars)

<table>
<thead>
<tr>
<th>Year</th>
<th>Privately owned</th>
<th>Government owned, contractor operated</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1940</td>
<td>192.0</td>
<td>0.8</td>
<td>192.8</td>
</tr>
<tr>
<td>1941</td>
<td>195.9</td>
<td>5.9</td>
<td>201.8</td>
</tr>
<tr>
<td>1942</td>
<td>190.1</td>
<td>21.0</td>
<td>211.1</td>
</tr>
<tr>
<td>1943</td>
<td>182.4</td>
<td>36.7</td>
<td>219.1</td>
</tr>
<tr>
<td>1944</td>
<td>178.9</td>
<td>44.8</td>
<td>223.7</td>
</tr>
<tr>
<td>1945</td>
<td>181.8</td>
<td>50.2</td>
<td>232.0</td>
</tr>
<tr>
<td>1946</td>
<td>194.5</td>
<td>35.6</td>
<td>230.1</td>
</tr>
<tr>
<td>1947</td>
<td>211.6</td>
<td>27.3</td>
<td>238.9</td>
</tr>
<tr>
<td>1948</td>
<td>228.2</td>
<td>23.2</td>
<td>251.4</td>
</tr>
<tr>
<td>1949</td>
<td>239.5</td>
<td>19.4</td>
<td>258.9</td>
</tr>
<tr>
<td>1950</td>
<td>251.9</td>
<td>17.9</td>
<td>269.8</td>
</tr>
</tbody>
</table>

*Note:* Variant calculated by using straight-line depreciation and “constant cost 1.” In these data, used assets acquired by business from government are valued at sales prices, not at the government’s original cost of production.

remaining industries, though smaller, was still substantial. . . . [T]he increased utilization of existing facilities contributed nearly as much to the increase of total industrial output during the war as did the construction of new facilities; though the contribution made by more intensive utilization was much more important in the earlier part of the period, particularly in 1940 and 1941, than it was in 1943 and 1944.\textsuperscript{16}

Double-shift and even triple-shift operation of plants became much more common during the war (U.S. War Production Board, 1945, pp. 31–2). For example, shipyard facilities, which had been worked at most one shift per day before the war, supported three shifts per day during the war (Lane, 1951, p. 232).

Recently, Lee Ohanian, citing a 1963 study by Murray F. Foss, also has noted that “capital utilization increased substantially during the war” (Ohanian, 1997, p. 33). Foss had reported, among other things, that in a comparison of conditions in 1934–39 and those in 1940–44, hours of usage per year increased by 53 percent for railroad freight cars, by 54 percent for freight locomotives, and by 34 percent for passenger locomotives (Foss, 1963, p. 15). Hours of usage per year per spindle in the cotton textile industry increased by about two-thirds during the war years (Foss, 1963, p. 9).

At the same time that the capital stock was being used far more intensively, the lack of replacement parts and repair materials kept producers from doing the normal upkeep on their property. In the housing sector, rent controls induced landlords to forgo ordinary repairs. For apartment houses and small structures, index numbers of repair and maintenance expenditures fell some 20 percent during the war (Rockoff, 1984, p. 156). The motor-carrier industry during the three peak war years obtained “only 195,000 new trucks and buses,” which amounted to “less than 10 percent of the number it would normally require for replacements and expansions,” while increasing its loads each year and thereby hastening wear and tear on its fleet of vehicles (Director of War Mobilization and Reconversion, 1945, p. 39). At the beginning of 1945, the Director of War Mobilization and Reconversion confirmed that “wear and tear on [industrial] plants has been far above normal, while repairs and replacements have been below normal” (Director of War Mobilization and Reconversion, 1945, p. 50).

We can gain a rough idea of the effect of this accelerated wartime depreciation by making some conservative adjustments to the Commerce Department’s capital consumption allowances. From the gross and net investment figures shown in table 4-1, we can infer that the official allowances for depreciation of the private capital stock during the five wartime production years were as follows, in current dollars: $9.0 billion in 1941, $10.1 billion in 1942, $10.1 billion in 1943, $10.4 billion in 1944, and $10.7 billion in 1945. If we adjust these estimates by adding just 10 percent in 1941, and 20 percent in each year from 1942 through 1945, the total additional depreciation for the entire wartime period comes to $9.1 billion, a far from trivial sum—consider, for example, that it offsets approximately 53 percent of the amount ($17.2 billion) that the government spent on new industrial facilities (structures, equipment, and reconversions) from July
1940 through June 1945. In addition, we may presume that the official depreciation formulas also failed to capture fully the actual wartime depreciation of government-financed industrial facilities, which were also operated at extraordinary intensity, probably more so than the private capital stock as a whole. Given that more than half of the government’s industrial investment had been completed by the end of 1942 (Smaller War Plants Corporation, 1946, p. 37), an allowance for extra depreciation of the GOPO industrial capital might easily add another $1 billion to the total adjustment for wartime understatement of actual depreciation, bringing that total to more than $10 billion in current dollars, or approximately $20 billion in 1958 dollars.

If we deduct just half of this amount—$10 billion in 1958 dollars—from the total net fixed (privately operated) business capital estimate shown in table 4-3 for 1945 (which represents only part of the nation’s total privately operated capital stock), the total falls to $222.0 billion. One implication, then, is that the total net fixed (privately operated) business capital stock increased between 1940 and 1945, not by the 20 percent implied by the official figures, but by just 15 percent. Moreover, given the new figure for 1945 (and a corresponding adjustment of the data for later years), another implication is that the total increased between 1945 and 1950, not by the 16 percent implied by the official figures, but by 17 percent. In my judgment, a complete and precise adjustment—which would require an enormous research effort to produce, if it is possible to produce at all, given the sorts of data that would be required—almost certainly would be greater than my crude, exploratory adjustment here.

By taking into account the undoubted measurement errors in the wartime depreciation allowed in the Commerce Department figures shown in table 4-3, which are caused by the inappropriate application of uniform, standard depreciation schedules, we may conclude that the actual drop in the privately owned net stock of capital was even greater than shown for the war years and that the increase in that stock during the second half of the 1940s was greater than shown. For the privately operated capital stock (GOPO capital being incorporated with privately owned capital), as for the economy’s real output (Higgs, 1992; Higgs, 1997; Higgs, 1999), the official data have misled us by making the wartime expansion appear bigger than it really was and the postwar expansion smaller than it really was.

CONCLUSION

Contemporaries greatly exaggerated the heroic achievements of the wartime socialization of investment. Their exaggeration reflected, in part, an unwarranted concentration of attention on the manufacturing sector. Although that sector undoubtedly played a central role in the production of munitions, it represented less than one-third of the entire prewar economy, and the other two-thirds got very short shrift indeed from the government’s wartime investment program. Even within manufacturing, the nonmunitions industries
suffered wartime privations of capital formation. Most important, of course, we must recognize that the great bulk (some 83 percent) of the apparent capital formation, as officially recorded (see tables 4-1 and 4-2), consisted not of industrial structures or equipment, but of military structures (some 14 percent) and durable munitions (some 69 percent)—weapons platforms, guns, ammunition, and auxiliary equipment and supplies. To have counted such military output as capital formation was always, at best, an extremely dubious practice, and the justifications for doing so that Kuznets and others have advanced are not convincing. If we take into account only those parts of the wartime capital formation that had value beyond their sheer immediate usefulness in winning the war, and if we give appropriate weight to the significant measurement errors that I have described, then we may conclude with reasonable confidence that, in fact, real capital formation during the first half of the 1940s was not proportionally greater than that during the latter half of the decade; indeed, it was more likely a good deal less. The wartime socialization of investment served a definite purpose in allowing the U.S. military-industrial complex to triumph over the nation’s enemies in World War II. Beyond that, its achievements had little, if anything, to recommend them.
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NOTES

2. Available online at www.bea.doc.gov/bea/dn/nipaweb/TableViewFixed.asp.
3. For periodized data from 1891 to 1989, see Edelstein (2000, pp. 390–1).
4. For an extended analysis of this generally misunderstood macroeconomic experience, see Higgs (1997). On the reconversion miracle itself, see Higgs (1999).
5. See Hooks (1991, p.140). On the most important of these bureaucrats, Under Secretary of War Robert P. Patterson, see Eiler (1997). I do not intend to suggest that civilian demands had no influence on the wartime planners. On the contrary, conflicts raged between civilian interests and military interests throughout the war period; those conflicts are what Hooks was referring to when he subtitled his book “World War II’s Battle of the Potomac.” Such conflicts arose with regard to price controls, taxation, materials allocations, rationing, and countless other matters. In addition to the works by Hooks and Eiler, see Polenberg (1972), Higgs (1987, pp. 196–236), Higgs (1993), Edelstein (2001), and the many primary sources cited in these works. My point here is that regardless of these expressed civilian demands, to which some government officials responded actively, the planners, absent unrestricted private property rights and the relative prices to which trading in such rights gives rise, had no means of making decisions in an economically rational manner. Whatever their desires about the division of outputs between civilians and the military, they had no way to know the true cost of anything.
Using “old” prices from the prewar economy was better than using random numbers, but using old prices was scarcely suitable for the achievement of an economically rational outcome, because the old prices could not possibly represent the actual underlying rates of substitution in consumption and production under the radically transformed demand-and-supply conditions of the wartime economy.

7. Janeway (1951, p. 353). For details about the continuing foul-ups that plagued wartime economic planning and the production program, see also, among many other sources, U.S. Bureau of the Budget (1946), Catton (1948), Novick, Anshen, and Truppner (1949), Lane (1951), and Eiler (1997).
8. For striking examples, see Jones, with Angly (1951, pp. 342–44), Lane (1951, pp. 627–36), and McCartney (1988, pp. 56–70).
9. Smith (1959, p. 502), citing evidence from the Truman Committee hearings; see also Lane (1951, p. 796).
11. Of the government’s total wartime investment (1940–45) in industrial facilities, $8.8 billion went for structures (data in my table 4-2, column 4). Government spending for industrial plants, equipment, and reconversions totaled $17.2 billion (as reported in Smaller War Plants Corporation [1946, p. 38], citing War Production Board data). Therefore, no more than $8.4 billion went for industrial equipment. This compares to $105 billion spent for all national defense equipment (calculated from my table 4-2, columns 2 and 3).
12. Items among those dealt with during the deactivation of the Huntsville Arsenal in the late 1940s; see http://www.redstone.army.mil/history/studies/viii.html.
13. Kuznets (1961, p. 499). I do not intend to suggest that none of the surplus military equipment left over in 1945 had any usefulness for subsequent military purposes, because some of it clearly did have such usefulness. Leebaert (2002, p. 97) reports, for example, that during the Korean War, some “ships had to be drawn from the two thousand vessels mothballed between 1946 and 1951” to carry supplies to U.S. troops in Korea. Also, some of the ammunition produced during the war must have been used during the post-1945 decade in military training and in the Korean War. If Kuznets’s assumption (1961, p. 498) of a nine-year life for munitions is accurate, however, the ammunition left over in 1945 must have been lost, for the most part, to consumption, age, or obsolescence by 1954. Later, during the 1980s, all four Iowa class battleships were recommissioned. Such subsequent usage, however, was definitely the exception to the rule. None of this, of course, has any bearing whatever on the government’s wartime contribution to the industrial capital stock, which is the more pertinent matter at issue here.
14. Smaller War Plants Corporation (1946, p. 38), citing War Production Board data.
15. Dirks (1946, p. 14); for a more optimistic judgment, see Smaller War Plants Corporation (1946, pp. 39–40).
17. Smaller War Plants Corporation (1946, pp. 37–38), citing War Production Board data.
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From Central Planning to the Market: The American Transition, 1945–47

At the end of 1946, less than a year and a half after VJ-day, more than 10 million demobilized veterans and other millions of wartime workers have found employment in the swiftest and most gigantic change-over that any nation has ever made from war to peace.

Harry S Truman, Economic Report, 8 January 1947

The complex, and often fitful, transition from central planning to the market in China and the Warsaw Pact countries has been a hot topic since 1989. Notably, the United States made a similar transition after World War II. Indeed, the reconversion from a wartime command economy to a market-oriented postwar economy, a transition accomplished with astonishing speed and little apparent difficulty, constitutes one of the most remarkable events in U.S. economic history. Nevertheless, economists and economic historians have devoted little attention to that episode, and their explanations of it are, on close inspection, extremely problematic. With few exceptions, scholars have not yet recognized the problems inherent in dealing with that great event. In this chapter, I consider some major issues of measurement and explanation related to the reconversion of the U.S. economy between 1945 and 1947, a transition that laid the groundwork for the prosperity of the following half century.

The Orthodox Story

To illustrate briefly the long-established view of the reconversion, I quote from the economic history textbook by Gary M. Walton and Hugh Rockoff:

It was widely expected that the Great Depression would return once the war was over. After all, it seemed as if enormous levels of government spending during the war were the only thing that had gotten the country out of the depression. Many, perhaps most, economists agreed with this analysis. . . . The
expected depression did not materialize. During the war, people had accumulated large stores of financial assets, especially money and government bonds. . . . Once the war was over, these savings were released and created a surge in demand that contributed to a postwar rise in prices and to the reintegration of workers from the armed forces and from defense industries into the peacetime labor force. Government policy also played a role in smoothing the transition. The so-called “G.I. Bill of Rights” . . . delayed the reentry of many former servicemen into the labor force and provided them with improved skills. ²

As this statement illustrates, the orthodox account maintains, first, that the economy did not revert to depression after the war boom and, second, that the expected postwar bust failed to materialize, primarily because consumers employed the financial assets accumulated as “forced savings” during the war to give vent to their “pent-up demand” for goods, primarily durables, whose supply had been restricted or prohibited during the war. Government policy played a lesser role in “smoothing the transition,” mainly by temporarily removing men from the labor force. ³

SPURIOUS PROSPERITY, SPURIOUS DEPRESSION

Notwithstanding the orthodox story, the economy seemingly did plunge into depression in 1946—at least, that is the conclusion one must reach if one takes seriously the official gross domestic product (GDP) data on which economists and historians normally base their accounts of macroeconomic fluctuations. As figure 5-1 shows, the economy began to contract in 1945, when real GDP fell by 4 percent from its wartime peak in 1944. Then, in 1946, the bottom fell out: Real GDP dropped by 20.6 percent, by far the largest annual fall ever in U.S. economic history, exceeding even that of the worst year (1932) of the Great Contraction. ⁴ Real GDP continued to fall slightly, by 1.5 percent, in 1947, before finally beginning to recover in 1948.

Before one dismisses the apparent postwar economic collapse as a misleading statistical peculiarity, one ought to recognize that the same system of economic accounts that gives rise to that oddity also generates the evidence of the “wartime prosperity” (figure 5-1), evidence that economists and historians alike have long credited. According to the official national product accounts, real GDP grew at astonishingly high rates—about 20 percent annually—in 1941, 1942, and 1943, and at the still remarkable rate of 8.4 percent in 1944. If we dismiss as spurious the GDP data that indicate a postwar depression, are we warranted as well in dismissing the GDP data that indicate a wartime boom? ⁵

A glance at figure 5-2 suggests that something may be askew in the data series indicative of wartime prosperity and a postwar slump. Figure 5-2 shows the annual percentage growth rates of the private portion of real GDP, that is, GDP minus government purchases of newly produced final goods and services. Comparison of those growth rates with the growth rates of total GDP in figure 5-1 shows that the differences were slight for the years 1930–40. In 1941, however, a large gap opened. The gap became enormous
Figure 5-1. Percentage growth of real (1987$) gross domestic product, 1930–50.  
Note: Data for all figures in this chapter are the author’s calculations from basic data in U.S. Council of Economic Advisors (1995, p. 406).

Figure 5-2. Percentage growth of real (1987$) private gross domestic product, 1930–50.
in 1942 and 1943, when private output fell sharply—by 10.6 percent and 3.7 percent, respectively—even though total output increased by 20 percent each year. After converging in 1944, the growth rates of total and private GDP diverged in the opposite direction in 1945 and 1946. In the latter year, while total GDP fell by 20.6 percent, private GDP leaped upward by an astonishing 29.5 percent, a growth rate never approached before or since. From 1948 to 1950, the two growth rates again tracked closely, as they had before the war. Figure 5-3 allows one to see at once how, and how greatly, the private economy and the total economy (that is, that including government purchases) deviated in their officially calculated growth performance from 1941 to 1947.

Despite the widespread and long-standing acceptance of official GDP data indicative of wartime prosperity from 1941 to 1945, those data have no sound scientific basis. Although the estimates have defects of various sorts, the fundamental problem is that meaningful national product accounting requires market prices, and the command economy of the war years rendered all prices suspect and many of them, especially the prices paid by the government for goods and services, manifestly arbitrary. To suppose that this problem can be solved by employing the market prices generated at another time or in another place is to lose sight of what a national product estimate is supposed to tell us—namely, the aggregate valu-

Figure 5-3. Percentage growth of real gross domestic product and real private gross domestic product, 1930–50.
ation placed on final outputs, with each output being valued at its existing margin of production by the people composing an economy that approximates a competitive equilibrium and operates with the resources, tastes, technologies, and institutions specific to its own time and place. Other difficulties, such as the index number problem and the gross inaccuracy of wartime price indexes, only compound the fundamental problem.8

Simply by sniffing the data for the years 1941–46, one ought to have smelled a rat. Consider that between 1940 and 1944, real GDP increased at an average annual rate of 13 percent—a growth spurt wholly out of line with any experienced before or since. Moreover, that extraordinary growth took place notwithstanding the movement of some 16 million men (equivalent to 28.6 percent of the total labor force of 1940) into the armed forces at some time during the war and the replacement of those prime workers mainly by teenagers, women with little or no previous experience in the labor market, and elderly men (U.S. Bureau of the Census, 1975, p. 1140; Ballard, 1983, pp. 129–30). Is it plausible that an economy subject to such severe and abruptly imposed human-resource constraints could generate a growth spurt far greater than any other in its entire history? Further, is it plausible that when the great majority of the servicemen returned to the civilian labor force—some 9 million of them in the year following V-J Day—while millions of their relatively unproductive wartime replacements left the labor force, the economy’s real output would fall by 22 percent from 1945 to 1947?9 The utter implausibility of such developments suggests that scholars have placed far too much weight on the metaphor of a wartime production “miracle.”

One way to gauge the trend of an economy’s capacity to produce is to connect the outputs achieved in peak years of the business cycle by a constant-rate-of-growth line. For example, by linking the outputs for the benchmark years 1929 and 1948, one can construct a capacity-trend line. Performing this exercise on the real GDP data shown in figure 5-4, one finds, not surprisingly, that the economy during the 1930s performed well below its capacity-trend line. But one also finds—mirabile dictu—that from 1942 to 1945, the economy performed far above its capacity to produce.10 Although one might speculate that various ad hoc events of the war years temporarily raised the economy’s capacity to produce, a far more compelling conclusion is simply that the apparent super-trend wartime boom in output was an artifact of an unjustifiable accounting system. No doubt Americans produced an abundance of munitions during the war: If one accepts the national-product estimates at face value, it transpires that nearly 40 percent of GNP consisted of war-related outputs from 1942 to 1945.11 But such national-product estimates should not be accepted at face value.

In brief, the war boom, as typically comprehended, did not occur; nor did the corresponding “crash of 1946” that is so evident in the standard GDP data. It is hardly surprising that contemporary Americans experienced 1946 as a gloriously prosperous year that had nothing in common with 1932.
Economists and historians, notwithstanding their reliance on faulty national-product data to describe the “wartime prosperity,” have properly disregarded such data when considering the postwar transition and correctly concluded that the much-feared postwar depression did not materialize. In light of the foregoing critique, let us now consider why the postwar transition took place so swiftly and smoothly.

**RECOVERY OF THE PRIVATE ECONOMY**

Returning to figure 5-4, note that a trend line connecting the values of (the logarithm of) private GDP for 1929 and 1948 shows that the private economy languished far below its capacity trend throughout the 1930s and the first half of the 1940s. Then, because of the spectacular 29.5 percent leap that occurred in 1946, the private economy reached the trend line and continued along it for the rest of the decade, except during the brief, mild recession of 1949. Clearly, the bulk of the postwar transition took place when the private economy made its magnificent recovery—a recovery that had been sixteen years in coming—during 1946.

**Why the Postwar Consumption Boom?**

Recall that the orthodox story of the postwar transition places heavy weight on the drawing down of accumulated liquid assets to finance consumers’
satisfaction of their so-called pent-up demands. In the words of Walton and Rockoff, quoted earlier in a longer passage, “During the war, people had accumulated large stores of financial assets, especially money and government bonds. . . . Once the war was over, these savings were released and created a surge in demand” (emphasis added). No doubt many people did urgently desire to purchase, among other things, new cars, household appliances, and houses, which had been unavailable or in tightly limited supply during the war. But the idea that postwar consumers paid for such goods by drawing down their liquid-asset holdings runs up against several difficulties.

The most serious flaw in that part of the orthodox story is that, in fact, individuals did not reduce their holdings of liquid assets after the war. Let us define liquid assets as currency held by the public, demand and time deposits in commercial banks, deposits in mutual savings banks, and deposits in the postal savings system. In November 1945, liquid assets, so defined, reached an all-time high of $151.1 billion. By December 1946, they had risen to $161.6 billion, and by December 1947, they had increased to $168.5 billion (Friedman and Schwartz, 1963, pp. 717–18). Every component of liquid assets, so defined, also increased during that two-year period. Of course, so long as the total amount of money was increasing, the public, as a whole, could not “draw down” its holdings: What one member of the public gave up, another acquired.

If people did not, indeed, could not, reduce their holdings of liquid assets, perhaps they tried to do so, thereby driving up the velocity of monetary circulation. Not so. Neither the velocity of money defined as M1 nor the velocity of money defined as M2 rose in those years. For the four years 1945–48, the velocity of M1 took the values 1.75, 1.52, 1.62, and 1.73, respectively; the velocity of M2 took the values 1.37, 1.16, 1.23, and 1.31, respectively (Friedman and Schwartz, 1963, p. 774). Thus, people were actually holding the average dollar longer during the three postwar years than they had during the war years.

Perhaps consumers were liquidating their bond holdings? No. At the end of 1945, individuals held $64.0 billion of the public debt; at the end of 1946, $64.1 billion; and at the end of 1947, $65.7 billion. It is true that the amount of federal debt outstanding declined between 1945 and 1948, but the decline occurred almost entirely because of reductions in the holdings of commercial banks and of corporations other than banks and insurance companies.

How, then, did consumers finance their surge of spending during the postwar recovery of the private economy? The answer is, in nominal terms, by a combination of increased personal income and a reduced rate of savings; in real terms, simply by reducing the rate of personal savings. Between 1945 and 1946, when personal consumption spending increased by $23.7 billion, annual personal savings dropped by $14.4 billion, and personal taxes fell by $2.2 billion; increased (nominal) personal income financed the balance of the increased consumption. Between 1946 and 1947, when personal
consumption spending increased by $17.3 billion, annual personal savings dropped by $5.2 billion, and personal taxes rose by $2.7 billion; increased (nominal) income financed the balance of the increased consumption. Between 1947 and 1948, when personal consumption spending increased by $12.9 billion, increased (nominal) personal income accounted for more than the entire increase, because personal taxes fell by just $0.2 billion and annual personal savings actually increased by $6.1 billion. Clearly, during the critical first two years after the war, the ability of consumers to spend more nominal dollars ($41.0 billion) for consumer goods depended overwhelmingly on just two sources: increased personal income (+$20.5 billion) and reduced annual saving (“$19.7 billion). 15

The potential for a reduction of the personal saving rate (personal savings relative to disposable personal income) was huge after V-J Day. During the war, the personal saving rate had risen to extraordinary levels: 23.6 percent in 1942, 25.0 percent in 1943, 25.5 percent in 1944, and 19.7 percent in 1945. Those rates contrasted with prewar rates, which had hovered around 5 percent during the more prosperous years (e.g., 5.0 percent in 1929, 5.3 percent in 1937, 5.1 percent in 1940). After the war, the personal saving rate fell to 9.5 percent in 1946 and 4.3 percent in 1947, before rebounding to the 5 to 7 percent range characteristic of the next two decades (U.S. Council of Economic Advisers, 1970, p. 194). After having saved at far higher rates than they would have chosen in the absence of the wartime restrictions, households quickly reduced their rate of saving when the war ended. Note, however, that they did not dissave. Even at the low point in 1947, the saving rate was 4.3 percent, not much below the prewar norm for relatively prosperous years.

Why the Postwar Investment Boom?
The postwar resurgence of the private economy rested on an investment boom as well as a consumer spending surge. In current dollars, gross private domestic investment leaped from $10.6 billion in 1945 to $30.6 billion in 1946, $34.0 billion in 1947, and $46.0 billion in 1948. Relative to GNP, that surge pushed the private investment rate from 5.0 percent in 1945 (it had been even lower during the previous two years) to 14.7 percent in 1946 and 1947 and 17.9 percent in 1948 (U.S. Council of Economic Advisers, 1970, p. 177). As a standard for comparison, the investment rate had been nearly 16 percent during the latter half of the 1920s, before hitting the skids during the depression (Swanson and Williamson, 1972, p. 55). Firms could finance their increased investment spending, in part, because, unlike individuals, they did unload some of the government securities that they had acquired during the war. Between 1945 and 1946, holdings of public debt by corporations (exclusive of banks and insurance companies) fell by $6.9 billion; they fell by another $1.2 billion in 1947, before rising by $0.7 billion in 1948 (U.S. Council of Economic Advisers, 1970, p. 255).

Moreover, thanks to a reduced tax liability—the Revenue Act of 1945 lowered the top corporate income-tax rate and repealed the excess-profits
tax—corporations enjoyed rising after-tax profits from 1946 through 1948. During the years 1941–44, after-tax corporate profits had held steady in the range of $10 billion to $11 billion annually. After-tax profits dropped to $9.0 billion in 1945, as the government canceled procurement contracts and many firms incurred extraordinary expenses to reconvert their production facilities. Then, after-tax profits rose to $15.5 billion in 1946, $20.2 billion in 1947, and $22.7 billion in 1948. Those postwar profits compared nicely with the $8.6 billion recorded in 1929, even after adjustment for inflation (which had diminished the value of the 1948 dollar by 37 percent relative to the 1929 dollar). With greater after-tax profits to draw on, businesses increased their retained earnings. Gross business savings increased from $15.1 billion in 1945 and $14.5 billion in 1946 to $20.2 billion in 1947 and $28.0 billion in 1948 (U.S. Council of Economic Advisers, 1970, p. 198). The additional retained earnings provided an important source of financing for the higher business investment after the war.

Corporations also returned to the capital markets in a big way. Stock and bond offerings, which only once had exceeded $3.2 billion in the years 1935–44 (the exception being $4.6 billion in 1936), jumped to $6.0 billion in 1945, $6.9 billion in 1946, $6.6 billion in 1947, and $7.1 billion in 1948. Public confidence in future corporate earnings also manifested itself in higher stock prices. The Standard & Poor’s index of 500 stocks, having fallen steadily from 1939 to 1942 before regaining the lost ground in 1943 and 1944, shot up by 21.6 percent in 1945, and then by 12.6 percent in 1947, before falling back to the 1946 level for the remainder of the decade (U.S. Council of Economic Advisers, 1970, p. 267). A price index of all common stocks, having reached a trough in 1942 before beginning a slow ascent, rose (fourth quarter to fourth quarter) by 31.1 percent in 1945. That index rose another 10 percent in the first half of 1946, before peaking and then retreating later in the year to a plateau, where it remained, still nearly twice its wartime low, for the balance of the 1940s (Balke and Gordon, 1986, p. 805). Purchasers of corporate bonds expressed their vote of confidence by keeping bond prices so high that the effective (nominal) yield remained in the narrow range of 3.0 to 3.5 percent between 1945 and 1949 (Balke and Gordon, 1986, p. 783).

In sum, the corporate investment boom of the postwar transition years received its financing from a combination of the proceeds of sales of previously acquired government bonds, increased current retained earnings (attributable, in part, to reduced corporate tax liabilities), and the proceeds of corporate securities offerings. Higher postwar stock market values and low effective yields on corporate bonds validated the optimism that underlay the investment boom. According to President Truman’s economic report of January 1948, “the extraordinary rate of business income in general allowed investment to proceed at record levels. Even greater expansion was prevented mainly by lack of material rather than by lack of intention to invest or lack of financial resources” (Truman, 1948, p. 25).
Real Private Sector Recovery Officially Underestimated

The data depicted in figures 5-1 to 5-4 and all of the “real” data to which I have previously referred in this chapter embody adjustments for changes in the price level that are based on the implicit deflators computed by the Commerce Department. Like the more familiar price indexes, the Consumer Price Index and the Producer Price Index, those deflators rest ultimately on price data collected by government agents. All scholars who have seriously considered the matter agree that during the war the more or less comprehensive price controls that were being enforced gave rise to substantial understatement of the actual inflation, especially for the private portion of the national product (Higgs, 1992, pp. 51–52). In the words of Milton Friedman and Anna J. Schwartz:

“[P]rices, in any economically meaningful sense, rose by decidedly more than the “price index” during the period of price control. The jump in the price index on the elimination of price control in 1946 did not involve any corresponding jump in “prices”; rather, it reflected largely the unveiling of price increases that had occurred earlier. Allowance for the defects in the price index as a measure of price change would undoubtedly yield a decidedly higher rate of price rise during the war and a decidedly lower rate after the war. (Friedman and Schwartz, 1963, p. 558)

One upshot of correcting for the biases of the official price indexes during and immediately after the war is that the estimated real growth of private product during the war is thereby diminished and the estimated real growth of private product after the war is thereby increased—the miracle of 1946 was even greater than the official data (depicted in figures 5-2, 5-3, and 5-4) indicate. According to the official implicit deflator for private product, the price level increased by 21.8 percent between 1945 and 1947 (U.S. Council of Economic Advisers, 1970, p. 1881). Friedman and Schwartz’s estimated deflator for net national product (NNP), which probably overstates the inflation for private product alone, increased by just 9 percent during the two-year period (Friedman and Schwartz, 1963, p. 125). Richard K. Vedder and Lowell E. Gallaway’s estimated deflator for GNP, which probably overstates the inflation for private product alone, increased by just 10.6 percent during that two-year period (Vedder and Gallaway, 1991, p. 155). If one assumes that the private-sector price level actually rose by 10 percent between 1945 and 1947, which may well overstate the true increase, then real private product increased during those two years by a mind-boggling 44.5 percent, rather than the 33.8 percent implied by the data underlying figures 5-2, 5-3, and 5-4 (taken from the Council of Economic Advisers’ 1995 report). No wonder nobody was complaining about a slump, even though the official GDP data depicted a Great Contraction in 1946. In reality—that is, when output is evaluated at prices validated by free consumer choice—1946 was the most fabulously expansive year in U.S. economic history.
LABOR MARKEThifts
Although the arbitrariness of prices and the suppression of voluntary re-
source allocation in a command economy preclude meaningful straight-
forward comparisons of wartime and peacetime national products, we can
gain some understanding of the postwar transition by examining the chang-
ing size, composition, and employment of the labor force in the 1940s. No
doubt, many scholars and laypersons alike have viewed the wartime eco-
omic conditions as prosperous because of the “full employment” that
prevailed. But that aspect of the so-called wartime prosperity also tends
to mislead us, because for the most part it reflected nothing more than the
buildup of a huge armed force, mainly by conscription.20 After V-J Day,
however, the armed forces demobilized rapidly, shrinking from 12.12 mil-
lion uniformed personnel in mid-1945 to 1.58 million in mid-1947. Simul-
taneously, civilian employment by the armed forces fell from 2.63 million
persons to 0.86 million, and military-related employment in industry
dropped from 11.0 million persons to 0.79 million. Therefore, total mili-
tary-related employment fell, in just two years, from 25.75 million (39.2 per-
cent of the total labor force) to 3.23 million (5.3 percent of the total labor
force) [U. S. Department of Defense, 1990, pp. 124, 126, 128].

Between 1945 and 1947, the civilian labor force increased from 53.9
million persons to 60.2 million. Nonetheless, civilian unemployment in-
creased only from 1.0 million persons (1.9 percent of the civilian labor force)
to 2.4 million (3.9 percent) [U.S. Bureau of the Census, 1975, p. 126]. Dur-
ing the same period, civilian nonmilitary-related employment increased
from 39.1 million persons to 55.4 million, an increase of 16.3 million (41.7
percent increase) in just two years (U.S. Department of Defense, 1990,
p. 126). After the war, the ratio of nonmilitary-related employment to ci-
vilian labor force reached a level indicative of private-sector prosperity for
the first time since 1929 (U.S. Bureau of the Census, 1975, p. 126). Whereas
the American economy had eliminated unemployment during the war by
reallocating labor resources to the production of military goods and services,
retained a low level of unemployment during the postwar transition be-
cause servicemen and munitions workers moved into nonmilitary-related
employment and because many people left the labor force. (The total labor
force, which comprises the armed forces and the civilian labor force, fell by
about 5.7 million.) It was no miracle to herd 12 million men into the armed
forces and to attract millions of men and women to work in munitions plants
during the war. The real miracle was to reallocate a third of the total labor
force to serving private consumers and investors in just two years. That event,
whose reality is unambiguous, is unique in U.S. economic history.

Vedder and Gallaway, who are among the few to have grappled seri-
ously with the problems of measurement and explanation that are at issue
here, maintain that the smooth labor-market adjustment during the post-
war transition occurred because the aggregate productivity-adjusted real
wage fell (Vedder and Gallaway, 1991, pp. 168–70). To demonstrate the robustness of that explanation, they calculate their wage index under a variety of assumptions about wages, price-level changes, and labor productivity. Unfortunately, every variant, including the indirect variant (labor’s share of income or product), requires that one treat wartime national product and postwar national product as directly comparable. As I have already argued, national product estimates for a command economy are essentially arbitrary. Therefore, the change of Vedder and Gallaway’s calculated wage index between 1945 and 1946 cannot bear the interpretative weight placed on it. Moreover, Vedder and Gallaway’s analysis rests on a model that assumes “labor supply is highly inelastic . . . [and] moves over time slowly and predictably with demographic and other trends”—assumptions that contrast starkly with the sharp changes in labor supply conditions that occurred from 1945 to 1947 (Vedder and Gallaway, 1991, p. 16). The model simply does not apply to the experience of the period 1941–47, as Vedder and Gallaway themselves come close to admitting at several points.21

All we can say with confidence is that, given the economic conditions that existed during the transition and the expectations held at that time by consumers, investors, and enterprise managers, firms appraised the value of labor services highly enough that, in the aggregate, they were willing to employ nearly all workers seeking employment at the prevailing wages. Whether the real wage as perceived at that time by actors in the labor market was higher or lower than what they perceived it to have been during the war had no relevance. Decisions to offer or accept employment are forward-looking, not retrospective.22 The wartime economy, with its Byzantine, constantly changing structure of prohibitions, priorities, scheduling, physical allocations, conservation and limitation orders, quotas, set-asides, subsidies, price controls, commodity rationing, credit rationing, interest rate pegging, conscripted and draft-exempted labor, and massive direct government investment in industrial facilities, was—or soon would be—a bygone. After the war, private decision makers looked to a future in which they would again have room to maneuver.

POSTWAR EXPECTATIONS

Although scholars sometimes refer to the expectation of a postwar depression as if they take it to have been widely entertained at the end of the war, in fact, that expectation prevailed most notably among the Keynesian theorists and econometricians who were newly ensconced in agencies such as the War Production Board, the Bureau of the Budget, and the Federal Reserve Board (Sapir, 1949, pp. 289, 340; Jones, 1972, pp. 129–30). Other economists, including W. S. Woytinsky and Rufus S. Tucker, turned out to have had a more prescient view of the postwar economy. Michael Sapir, himself a government forecaster, remarked later that “economists of an older vintage tended to do better because they relied more on history” (Sapir,
1949, p. 317). [History did not provide a perfect guide, however. People who, like the average business economist in Joseph Livingston’s survey, continued for years to expect a postwar deflation, probably did so because of what they knew had happened after previous wars, especially after World War I.]

For determining the actual course of events, the expectations of economists, right or wrong, mattered far less than the expectations of consumers and investors, especially the latter. Unless private investment recovered, no postwar prosperity could last long—after all, it was the failure of private investment to recover fully that had kept the economy from getting out of the Great Depression in the 1930s. Fortunately, as Sapir noted, “business men’s expectations about the economic climate were much more optimistic than those of the Washington economists whose views commanded most attention; and actual developments may constantly have exceeded even those expectations, thus leading to further upward revisions of investment plans” (Sapir, 1949, p. 297; Ballard, 1983, pp. 19–22).

In 1944 and 1945, the *Fortune* poll of business executives registered widely prevailing confidence about postwar economic conditions. In May 1944, a national sample of executives was asked: “In general, does it seem to you that after the war the prospects of your company will be better, or worse, or about the same as they were before?” Of the respondents, 51.2 percent said that prospects would be better, 8.5 percent said that they would be worse, and 36.8 percent said that they would be about the same (Cantril, 1951, p. 1121). In February 1945, a national sample of executives was asked: “How, in your judgment, will employment in your company after the war compare with wartime and with prewar employment?” Relative to their wartime employment, 33.9 percent expected greater employment and 26.7 percent expected less (39.4 percent did not answer the question); relative to prewar employment, 48.2 percent expected greater employment and 5.6 percent expected less (46.2 percent did not answer the question) [Cantril, 1951, p. 902].

Unlike the brash young Keynesian economists, businessmen in 1945 and 1946:

> could not believe that a serious “slump” was around the corner just because the government had stepped out of the market so fast—after all, they had a large and growing volume of unfulfilled orders for peacetime products. . . . Expectations of price increases, tax reductions, and large volume sales apparently far outweighed in business minds the impact of reduced government spending. (Sapir, 1949, pp. 320–1)

After two years of the postwar boom, businessmen remained confident. According to President Truman’s economic report for 1948, “business sentiment now appears to entertain the expectation of strong markets for as far ahead as it can see” (Truman, 1948, p. 43).

Sapir also noted that soon after V-J Day “a climate of expectations looking to much freer markets was implanted in business” (Sapir, 1949, p. 314).
He seemingly failed to appreciate, however, that those expectations arose, not only from postwar developments suggesting that the government would move quickly to abandon or loosen war-related controls, but also from a closely related factor, the altered character of the federal administration. During the war, businessmen and administrators who were friendly to business had largely taken over the management of the command economy, displacing especially the ardent New Dealers who had surrounded President Franklin D. Roosevelt from 1935 until the military buildup of 1940–41 (Higgs, 1987, pp. 203–4, 211–15; Higgs, 1993, pp. 186–94; Hooks, 1991, pp. 80–224; Riddell, 1990; Jeffries, 1990; Jeffries, 1996; Brinkley, 1995, pp. 175–200). After the war, with FDR dead and the federal administration in less hostile hands, businessmen perceived a much diminished threat to their property rights. Investors were then much more willing to hazard their private property than they had been before the war, as both survey data and financial market data confirm.

In 1946, the electorate gave the Republicans, who had campaigned for lower taxes and reduced government spending, a majority in both houses of Congress, thereby ensuring that even if the Truman administration were to move toward strengthening the New Deal, it would not get far. In pushing for lower taxes after the war, the Republicans hoped to starve to death at least some parts of the bloated federal bureaucracy that had grown up between 1933 and 1945. As Senator Robert A. Taft said in 1947, “the best reason to reduce taxes is to reduce our ideas of the number of dollars the government can properly spend in a year, and thereby reduce inflated ideas of the proper scope of bureaucratic authority.” That message came as music to the ears of potential investors, reassuring them that the federal government no longer posed the potentially disastrous threat to their property rights that they had perceived it to pose when it was controlled by the zealous, business-hating leaders and advisers of the Second New Deal. Passage of the Taft-Hartley Act in 1947 curtailed the ability of unions to interfere in the operation of business and allowed businessmen and investors to breathe even easier.

TOWARD A MORE DEFENSIBLE UNDERSTANDING OF THE POSTWAR TRANSITION

Having analyzed the reconversion and the failure of the government forecasters to come even close to predicting its actual macroeconomic contours, in the late 1940s, Sapir wrote, “Looking backward it seems incredible that we could have missed the signs so badly” (Sapir, 1949, p. 321). Even more incredible is that economists and economic historians, with few exceptions, have continued for fifty years to misunderstand what happened during the war and reconversion, relying on theoretically groundless government-product data and error-ridden private-product data for the command economy and continuing to represent the “wartime prosperity” as having validated the basic Keynesian model, but failing to notice that the events of the reconversion totally discredited such a model. Even Vedder
and Gallaway, who have explicitly recognized the entrenched errors and tried to avoid them, have failed to break completely free of them.

A basic reason for the continuing deficiencies of economic scholarship on the war and reconversion is that analysts have continued to think in terms such as “the 1944–47 business cycle experience” (Vedder and Gallaway, 1991, p. 158). As that expression reveals, scholars treat the events of the war and reconversion years as if they composed a segment, directly comparable with other segments, in a longer-running economic process. More specifically, economists and economic historians treat the macroeconomic events of the war and reconversion segment as if those events resulted from causal forces common to and reverberating through the longer-running economic process, thereby imparting to it certain dynamic properties (e.g., a characteristic “cyclical” movement). They fail to comprehend that the drastic institutional discontinuities of the wartime command economy rendered it sui generis and, hence, not directly comparable with either the prewar or the postwar economy. If it is to be understood, it must be understood on its own terms.

Retrospectively describing the wartime economic expansion, War Production Board economists in 1945 seemed to appreciate the nature of the beast, observing that:

This expansion is unique, not only because of its magnitude and the relatively high level from which it started, but also because of its institutional basis. To a much greater extent than during the peacetime cyclical upswings—or even the expansion during World War I—this expansion has depended upon Government’s readiness to provide most of the fixed and much of the working capital needed in war production; upon the existence of what amounts to a guaranteed market for anything that could be produced; and in general, upon Government’s initiative, support, guidance and control. (U.S. War Production Board, 1945, p. 4)

In short, as all contemporary sources attest, the American economy became essentially a command economy during 1941 and 1942; it operated as such during 1943, 1944, and 1945; and it made the transition back to a mainly market-oriented configuration between, roughly, mid-1945 and mid-1947.27 Of course, in various respects, the government never surrendered the powers that it had assumed during the war.28 The point here, however, is that by the latter half of 1947, the economy had reverted to operating as a market system about as far as it ever would, and at that time, it was far less subject to government control than it had been during the war. Between 1940 and 1947, the U.S. economy passed through an institutional cycle (market-command-market) and a corresponding output cycle (butter-guns-butter). Because of that extreme cycling of its institutional structure and its output composition, the economy’s performance during those years simply cannot be compared in any unambiguous manner with that of either the pre-1941 economy or the post-1946 economy. Nor can we justifiably impose any macroeconomic model on a long period that includes the years 1941–46 as a subperiod: Any model appropriate for analyzing...
the subperiod is inappropriate for analyzing the other years, and vice versa. Command economies and market economies do not—to employ a positivist figure of speech—obey the same laws. In the face of this fundamental analytical difficulty, we must recognize that some questions simply cannot be answered; at least, they cannot be answered if posed in the usual way (e.g., Was real GDP greater in 1944 or 1948?).

Still, we can make reasonable conjectures and bring pertinent evidence to bear as we strive to understand how the reconversion proceeded so quickly and successfully as gauged by, say, the low unemployment rate that prevailed throughout the transition. Some causes I have already suggested, including the impetus to private investment that arose from post-war reductions of taxes on corporate earnings. The government deserves additional credit for the speed with which it released men from the armed forces, canceled and settled extant munitions contracts, sold many government production facilities to private parties, transformed its budget deficit into a surplus, removed wartime controls, and assisted military personnel in making the transition to civilian life immediately after their mustering out.29

Under provisions of the G.I. Bill, which historians have often credited with helping to keep transitional unemployment low by paying veterans to attend college, the government did support some 800,000 veterans who enrolled as students in September 1946 (U.S. Office of War Mobilization and Reconversion, 1946, p. 62). Even if all of those enrolling veterans had instead been unemployed, however, they would have raised the unemployment rate by only 1.4 percentage points. Moreover, the law did more than simply remove veterans from the labor market. Historians have generally failed to appreciate that the G.I. Bill’s provisions for veterans’ unemployment benefits—$20 per week for as many as 52 weeks—amounted to an unemployment subsidy for veterans who were in the labor force and, therefore, caused measured unemployment to be greater than it otherwise would have been. In August 1945, about 900,000 veterans were counted as unemployed, constituting about 44 percent of the total number of persons who were unemployed (U.S. Office of War Mobilization and Reconversion, 1946, pp. 59–60).

Too often, however, even the government’s helpful transition measures have been seen either as ad hoc measures or as the fruits of foresighted government planning during the war. It is important to recognize that those measures were precisely the sort one ought to have expected to be taken by the men who controlled the administration, the Congress, and the war-specific economic agencies during the transition. As I have emphasized earlier and documented elsewhere, the upper reaches of the wartime command economy came under the control of men who were sympathetic to business, even before the United States became a declared belligerent (Higgs, 1993; Higgs, 1997). By the manner in which they exercised their power, those men—thousands of whom were themselves businessmen on leave from
their firms—transformed the climate in which investors and businessmen formed their expectations about postwar political and economic conditions. Therefore, even though the wartime administrators imposed extraordinarily pervasive and forceful controls on the economy, investors and businessmen confidently regarded those controls as temporary.

The speed with which the controls were removed—most of them in 1945 and most of the rest in 1946—validated that confidence and encouraged investors and businessmen to act, for the first time since the early 1930s, as if their property rights in their capital and the income it generated would remain reasonably secure. Without that outlook, which elsewhere I have called “regime certainty,” the other measures that tended to make the transition a success would have availed relatively little. Restoring the regime certainty of investors and business people was a necessary condition for the transition to a prosperous postwar economy; nothing could substitute for it, and without it, the economy probably would have fallen back into depression before long, if not immediately.

One interesting, empirically verifiable implication of the foregoing interpretation can be tested against the results of surveys of wage expectation. In November 1943, the American Institute of Public Opinion (AIPO) asked a national random sample of employed persons: “Do you think the wages now being paid in industries producing war materials will continue to be as high when these same industries produce peacetime goods?” Of the respondents, 9 percent said yes and 85 percent said no (6 percent had no opinion) [Cantril, 1951, p. 1013]. In May 1944, AIPO asked a national random sample of employers and employees who worked in war plants and planned to continue working after the war: “Do you think you will get the same rate of pay as you are now getting, or will you probably have to take less?” Of the respondents, 45 percent said that the rate of pay would stay the same, 39 percent said that it would be less, and 6 percent said that it would be more (10 percent had no opinion) [Cantril, 1951 p. 900]. In June 1945, AIPO asked a national random sample: “After the war, are you expecting the general level of wages to be higher, lower, or about the same as it is now?” Of the respondents, 5 percent said that it would be higher, 63 percent said that it would be lower, and 27 percent said that it would be about the same (5 percent had no opinion) [Cantril, 1951, p. 1014]. Clearly, the central tendency of wage expectations was that wages would be lower after the war.

That expectation probably inclined workers to accept more readily the lower wage rates offered to them after the war. Had they tended to expect the same or even higher wages, they would have been more likely to hold out for higher wage offers than they received after the war and, therefore, they would have been more likely to be unemployed. It is not difficult to imagine that, had the federal government been under the sway of politicians more closely allied with organized labor, as it had been between 1935 and 1941, workers would have anticipated and therefore held out for higher wages.
The CIO wanted an immediate 20 or 30 percent wage increase at the end of the war to make up for the elimination of overtime pay, and many old New Dealers, such as Commerce Secretary Henry Wallace and Robert Nathan of the Office of War Mobilization and Reconversion, considered such an increase essential to maintain living standards and avoid the long-feared postwar downturn. (Lichtenstein, 1989, p. 135)

Clearly, in the labor market, as in the investment domain, the character of the postwar regime helped to establish conditions consistent with a smooth transition to a high-employment civilian economy.

Indeed, the labor-market developments exemplify just one of the many areas in which the perceived temporariness of the wartime controls contributed to postwar behavior consistent with a smooth transition. In many other ways as well, the transition would have been far more painful had the government been dominated by the same “long-haired boys” who had occupied its upper reaches during the Second New Deal. Those men shared “the conviction that government must exercise an increased level of authority over the structure and behavior of private capitalist institutions”; even in the late 1930s, at the high tide of their policies, they believed that “the New Deal had not gone far enough.”32 Such devotees of government planning and control would have fought to retain many of the wartime controls, as, indeed, those who remained in the government actually did in 1945 and 1946.33 As Michael J. Lacey has written, however, “Truman and his Fair Dealers were generally reconciled to the existing structure of the economy. Feats of wartime production had restored the public image of business leadership, and a general willingness to concede economic leadership to the corporate sector reemerged” (Lacey, 1989, p. 5).

To sum up, the success of the transition hinged on the expeditious abandonment of the government’s command-and-control apparatus and the return to resource allocation via the price system. It required sufficient confidence in the future security of private property rights that investors would once again place high volumes of resources at risk in long-term projects. Such a transition could go forward successfully only under a regime that was far more dedicated to the market system than the dominant faction of the latter half of the 1930s had been. Ironically, the war had brought into power a coalition that was much more congenial to the market, and many of the most zealous New Deal planners had been pushed onto the periphery or completely out of the government. Though the postwar regime was, by no means, devoted to laissez-faire and the economy remained subject to a host of government restrictions, participants in the postwar market economy had enough confidence in the security of their property rights and enough room to maneuver that they could succeed in reinvigorating the private economy for the first time since the 1920s.
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NOTES


2. Walton and Rockoff (1994, pp. 580–81). I have no intention to single out Walton and Rockoff for special censure; most textbooks of U.S. economic history contain similar passages. I myself once wrote: “The immediate postwar period was prosperous not because of shrewd fiscal management by the federal government but because consumers, starved by years of depression and wartime restrictions on the production of civilian durable goods and bloated with bank accounts and bonds accumulated during the war, produced an expansive market and encouraged a private investment boom” (Higgs, 1987, p. 227). On the contemporary forecasts, see Sapir (1949).

3. For a well-documented account of the origins and perpetuation of the orthodox story, see Vedder and Gallaway (1997, pp. 161–64).


5. Since World War II, the relative price of munitions has tended upward. Therefore, each time the GDP deflator has been updated and the real GDP figures recomputed for the 1940s, the magnitudes of both the war boom and the postwar bust have become greater, as Vedder and Gallaway have illustrated (1991; 1997, pp. 150–75). That statistical phenomenon is interesting and, for certain purposes, important, but the main points I seek to make in this chapter are distinct, and they remain, regardless of the deflator employed. My critique rests more on a comparative-institutions foundation than on a merely statistical basis.

6. My argument for this conclusion, which builds on earlier critiques, especially that of Simon Kuznets, appears most fully in Higgs (1992, pp. 44–9).

7. As Ellen O’Brien has written, “the treatment of the government sector put in place in 1947 (which has remained standard practice in the US since that date) was initiated by estimators in order to assess the impact of the tremendous increase in war expenditures on the economy. While World War II may have focused attention on the role and finance of government spending, theoretical debates from the pre-war period continued through 1947 and were never fully resolved.” See O’Brien (1994, p. 242).

8. The conclusion that the low unemployment rates during the war evidenced wartime prosperity is similarly flawed. The buildup of the armed forces, overwhelmingly by conscription, accounts fully (and then some) for the decline of unemployment. See Higgs (1992, pp. 42–4).

9. “On VJ-day 2 million veterans were employed. Today more than 10 million of them have jobs.” About 900,000 were unemployed, and “about 1 million veterans—aside from those in school—have not yet started to look for work” (U.S. Office of War Mobilization and Reconversion, Director of War Mobilization and Reconversion, 1946, Eighth Report, 1 October, p. 60). On departures from the labor force, see Ballard (1983, p. 131).

10. Although the deflator is different and therefore the “real” values are affected somewhat, the trend real (1972$) GNP data computed by Nathan S. Balke and Robert J. Gordon derive from this technique and tell the same story. For their data, see Balke and Gordon (1986, pp. 782–3).

12. For graphic representations of how consumer spending for durables, nondurables, and services deviated from their prewar consumption functions during the war years, see Sapir (1945, pp. 304–5). Note, too, that during the first year of reconversion, “the phenomenal and quite unexpected rise in nondurable expenditures . . . [was] most striking” (p. 308, emphasis added).

13. Friedman and Schwartz speculate about “a continued fear of a major contraction and a continued belief that prices were destined to fall.” Hence, “the public acted from 1946 to 1948 as if it expected deflation. . . . [T]his fear or expectation . . . induced [the public] to hold larger real money balances than it otherwise would have been willing to” (Friedman and Schwartz, 1963, pp. 583–4). For evidence of expectations of deflation in the late 1940s, see the Livingston survey data in Gordon (1980, p. 112).

14. U.S. Council of Economic Advisers (1970, p. 255). Thus, consumer behavior accorded with the findings of the National Survey of Liquid Assets conducted for the Federal Reserve Board by the Bureau of Agricultural Economics early in 1946. According to Sapir (1949, pp. 312–13), that study tended “to support the idea that on the whole families did not intend and did not want to spend their liquid assets in 1946 on such things as automobiles, refrigerators, and consumer goods generally. Apparently people preferred if possible to buy out of income, or perhaps borrow on short-term (by means of installment credit).”


16. Repeal of the excess-profits tax was no small matter. From 1941 through 1945, net payments of that tax cumulated to $40 billion. See U.S. Bureau of the Census (1975, p. 1109).


19. U.S. Council of Economic Advisers (1970, p. 266). In addition, short-term funds could be borrowed at very low rates: 0.75 percent in 1945, 0.81 percent in 1946, and 1.03 percent in 1947 for 4- to 6-month prime commercial paper. Data source is Balke and Gordon (1986, p. 783). Even if the true rate of inflation was much lower than reported, those nominal rates of interest implied substantially negative real rates of interest.

20. See Higgs (1992, pp. 42–4). See also Vedder and Gallaway (1991, p. 168). (“The wartime unemployment rates of under 2 percent were low, at least in part, because the normal rules of noncoercive labor-market participation did not apply.”)

21. Vedder and Gallaway (1991): “these results . . . are highly suspect because the underlying data are almost certainly replete with significant distortions” (p. 152); “enormous distortions [were] associated with the substitution for market-valued economic activity of command-economy activity not formally measured at true market prices” (pp. 156–7); and “we have only limited faith in the estimates of falling adjusted real wages” (p. 170).
22. As Ludwig von Mises wrote, “the anticipation of future prices of the products . . . determines the state of prices of the complementary factors of production . . . The fact that yesterday people valued and appraised commodities in a different way is irrelevant” (Mises, 1966, pp. 336–7).
24. For an extensive presentation of evidence for this claim, see Higgs (1997, pp. 561–90).
26. Of the Second New Deal (that is, 1935–40) bureaucrats, James Burnham wrote in his book *The Managerial Revolution* (1941), “they are, sometimes openly, scornful of capitalists and capitalist ideas. . . . They believe that they can run things, and they like to run things” (quoted in Hayek, 1997, p. 251).
27. Many contemporary sources are cited in Higgs (1992, p. 54, fn. 40).
29. On all of these reconversion policies, see Ballard (1983).
30. See Higgs (1993, 1997). Rockoff has written about “a new macroeconomic regime” that, he argues, undergirded postwar prosperity, but his discussion applies not so much to the immediate postwar years as to the much longer postwar era. Indeed, prior to the Federal Reserve-Treasury Accord of 1951, the monetary regime continued to feature the same Fed subordination to the Treasury that had begun at the outset of the war. See Rockoff (1998, pp. 115–18). In any event, the “regime certainty” at issue here, essentially a political and property-rights phenomenon, differs from the “new macroeconomic regime” hypothesized by Rockoff.
31. Workers might have expected lower postwar wages simply by anticipating the effect of a drastic reduction of war-related work, which paid relatively high wages. According to Claudia Goldin (citing a 1946 study of women workers by the Department of Labor), “the earnings premium for war-related over consumer-related manufacturing was between 25 percent and 45 percent in 1944/45, depending on the war production area” (Goldin, 1991, p. 743, fn. 1).
32. See Brinkley (1995, p. 56). The “long-haired boys” were also known as “the liberal crowd” and, by association with their patron saint, Felix Frankfurter, “the Harvard crowd.” George Peek called them the “boys with their hair ablaze” (Brinkley, 1995, p. 51).
33. For example, Chester Bowles, among other prominent New Dealers, fought to retain price controls. See Goodwin (1989, pp. 90–9) and Lichtenstein (1989). See also Jones (1972, p. 130). As Brinkley has written, the hardcore New Dealers embraced government planning “with almost religious veneration” (1995, p. 47).

REFERENCES


The Cold War Economy: Opportunity Costs, Ideology, and the Politics of Crisis

Our government has kept us in a perpetual state of fear—kept us in a continuous stampede of patriotic fervor—with the cry of grave national emergency. Always there has been some terrible evil at home or some monstrous foreign power that was going to gobble us up if we did not blindly rally behind it by furnishing the exorbitant funds demanded. Yet, in retrospect, these disasters seem never to have happened, seem never to have been quite real.

General Douglas MacArthur, *A Soldier Speaks*

For four decades, the government of the United States waged the Cold War. Doing so brought about massive changes in the allocation of resources, with effects on many dimensions of the nation’s economic performance. Despite all that has been written by economists, historians, political scientists, and others about the Cold War economy, economic historians have given little attention to it as such. Most textbooks devote scant, if any, space to discussing it.¹ Now that it can be viewed as a distinct phase of U.S. economic history, an analytical survey is in order.

In the first part of this chapter, I present such a survey in the form of a statistical anatomy accompanied by a brief narrative of related political and military events. I deal with the magnitudes of defense spending, both absolutely and relative to national product, as well as the trends and cycles of those magnitudes. Next, I examine opportunity costs, identifying how changes in the military share of national product were related to changes in the private share or the government nonmilitary share, both from year to year and over the course of distinct periods of military buildup and cutback. Finally, I consider how the Cold War economy’s performance looks when we reconsider the measurement of national product along lines that I, among others, consider more defensible than the orthodox ones.

In the second part of the chapter, I turn more explicitly to issues of political economy. The Cold War economy derived from resource allocation by government. But in the context of American political institutions, the
government’s actions cannot be fully understood apart from the public’s preferences and the politics that connected the rulers and the ruled. Post-World War II American military affairs—preparation for as well as actual involvement in war—gave rise to characteristic political processes. In analyzing those processes, I focus on information and ideology. Who knew what, and who believed what, about national defense requirements and capabilities? How was the existing information used in the political processes that determined the broad societal allocation of resources? How stable were public preferences, and what made them change as they did? How were conflicts between the national security elite and the public resolved?

A STATISTICAL ANATOMY OF THE COLD WAR ECONOMY

Terms of Reference

To inquire into how the costs of Cold War military activities were distributed between the private sector and the government nonmilitary sector, I extend the familiar guns versus butter metaphor slightly, dividing the gross national product (GNP) into three exhaustive classes: government military purchases (G-M); all government—federal, state, and local—nonmilitary purchases (G-NM); and all private purchases, whether for consumption or investment (or net exports) [P]. This categorization permits us to view the societal opportunity costs of military purchases very broadly. The military purchases include only newly produced final goods and services, as designated under the “national defense” heading in the National Income and Product Accounts. Hence, at the beginning of the analysis, I am examining the division of the entire national flow of output, as conventionally measured.

To provide empirical terms of reference for the analysis, I consider periods of military mobilization to be defined by a rapid, uninterrupted, multiyear increase in real military outlays, and periods of demobilization to be defined by a substantial, uninterrupted, multiyear decrease in real military outlays. In the United States, during the Cold War, three mobilizations occurred, during 1950–53, 1965–68, and 1978–87, each followed by a demobilization.

An increase in the share of G-M in GNP can occur at the expense of the share of P, the share of G-NM, or both. For expositional convenience, let us employ the usual terms, calling G-M “guns,” and P, “butter.” G-NM will be called “roads.” A distinction may be drawn between “butter-sacrificing” mobilizations, when the P share declines, and “roads-sacrificing” mobilizations, when the G-NM share declines. Demobilizations may be viewed in parallel terms as “butter-enhancing” or “roads-enhancing.”

Military Spending: Magnitudes and Shares

World War II cast an enormous shadow over the years that followed in the United States. In addition to the immense economic consequences, the
war’s institutional and Constitutional legacies loomed very large. The ideological effects were also tremendous. Benjamin Page and Robert Shapiro, in their massive survey of public opinion data, describe World War II as “the most pervasive single influence on public opinion” in the entire period since the mid-1930s. Among other things, it “transformed American public opinion concerning virtually all aspects of foreign affairs” (Page and Shapiro, 1992, p. 332). In the dominant view that emerged from the war, “isolationism” and “appeasement” were completely discredited. Within the federal government, the president gained power and discretion, especially in foreign affairs—people would later speak of an “imperial presidency.” In these respects, important groundwork was laid for a greatly expanded American role in world affairs. In the latter half of 1945 and throughout 1946, however, the rapid demobilization of the awesome wartime military machine raised doubts as to whether the United States would possess the means to achieve its newly embraced global goals.

Culminating the demobilization, real military spending hit its postwar low in calendar year 1947 at $10 billion in current dollars, equivalent to about $45 billion in 1982 dollars, or 4.3 percent of GNP. (Henceforth, unless otherwise indicated, all dollar amounts are expressed in 1982 purchasing power.) But in 1947, relations with the Soviet Union were deteriorating, especially in the eyes of the president and officials at the Department of State and the newly created Department of Defense (Huntington, 1961, pp. 33–39). Already, Winston Churchill had warned that an iron curtain was descending between Soviet-controlled Europe and the West. For the people on Main Street, however, other concerns had priority. “Though the polls showed growing awareness of Soviet aggressiveness, most Americans were still not ready to undertake the dangerous, expensive job of opposing Russia. . . . The Republicans had gained control of Congress in November [1946] by promising a return to normalcy, not an assumption of Britain’s empire.” To convince the public, and thereby Congress, of the need for additional defense spending to implement the proclaimed Truman Doctrine of containing communist expansion around the world, the administration needed a more visible crisis. The confrontations over Greece and Turkey, which had flared up in 1947, could not carry the full burden of justification required.

Events came to the administration’s rescue when the communists took over the Czechoslovakian government early in 1948. Also, Lieutenant General Lucius Clay, military governor of the U.S. Zone in Germany, helped to create a war scare by sending a telegram, which was subsequently publicized, warning that war between the United States and the Soviet Union might occur “with dramatic suddenness.” In March, President Truman called for a supplemental defense appropriation of more than $3 billion (current dollars), which Congress quickly approved (Huntington, 1957, p. 425; Kolodziej, 1966, pp. 74–81; Mosley, 1985, p. 7). Hoping for a rally-around-the-flag response from the citizenry as he sought reelection, Truman gave a major speech that stressed the danger of war with the Soviets. He denounced their “ruthless action” and their “clear design” to dominate Europe.
With these events, the Cold War had definitely begun. Congress approved defense appropriations for fiscal year 1949 that were about 20 percent higher than those for fiscal year 1948 (U.S. Bureau of the Census, 1975, p. 1114). The Berlin crisis that began in mid-1948, the communist conquest of China, the Soviet nuclear test, and the formation of NATO in 1949, and the outbreak of the Korean War in mid-1950 ensured that the superpower rivalry and confrontation that came to be known as the Cold War—a state of chronic national emergency and sustained military readiness that was without precedent in American history—would remain the dominant reality of U.S. foreign and defense affairs for the next four decades, ending only with the breakup of the East Bloc and then of the Soviet Union itself in 1990 and 1991, respectively.

Notwithstanding the sharp jump in real military purchases in calendar year 1949, the first rapid multiyear mobilization of the Cold War era did not begin until after the outbreak of the Korean War (figure 6-1). Previously, administration officials had encountered stiff resistance from Congress to their pleas for a substantial buildup along the lines laid out in NSC-68, a landmark document of April 1950. The authors of this internal government report took a Manichaean view of America’s rivalry with the Soviet Union, espoused a permanent role for the United States as world policeman, and envisioned U.S. military expenditures amounting to perhaps 20 percent of GNP. Congressional acceptance of the recommended measures seemed highly unlikely in the absence of a crisis. In 1950, “the fear that [the North Korean] invasion was just the first step in a broad offensive by the Soviets proved highly useful when it came to persuading Congress to increase the defense budget.” As Secretary of State Dean Acheson said afterward, “Korea saved us.” The buildup reached its peak in 1953, when the stalemated belligerents in Korea agreed to a truce.

The ensuing demobilization lasted just two years, leaving annual defense outlays during the next decade nearly three times higher than they had been in the late 1940s (see figure 6-1). During the period 1947–50, real annual military spending never exceeded $60 billion; after 1952, it never fell below $143 billion, and usually was substantially higher (the average for 1956–65 was $168 billion). Samuel Huntington, a leading student of U.S. defense policy, speculated that, “without the war, the increase probably would have been about the size of that of 1948–1949,” that is, 20 percent, instead of nearly 200 percent (Huntington, 1961, p. 201).

During the period 1955–65, U.S. military policy underwent substantial recasting. First, the Eisenhower administration’s New Look put major emphasis on massive nuclear retaliation by the Strategic Air Command’s long-range bombers and intercontinental ballistic missiles; then, the Kennedy administration’s plan tilted toward flexible nuclear response, counter-insurgency, and forces tailored to limited wars. But these shifts had only minor impacts on overall defense spending, which fluctuated within a range of $143 billion to $163 billion. After JFK took office, a much-vaunted buildup raised spending by 11 percent between 1960 and 1962, but the decline dur-
ing the next three years brought the real spending of 1965 below the amount spent in 1957. Because the Kennedy buildup was so brief, so small, and so transient, I do not regard it as belonging in the same category with the three mobilizations identified earlier.

After 1965, the Vietnam War buildup carried real defense purchases to a mobilization peak in 1968, up by more than one-third. The ensuing demobilization is harder to date with certainty. I put its completion at 1971, when the military share of GNP had fallen below the premobilization share of 1965 (figure 6-2). After holding its own in 1972, however, the amount of real military spending continued downward until it hit bottom in 1976. (The G-M share of GNP hit bottom in 1978.) Despite this resumption of the decline that first began after 1968, it would be unwarranted to describe the decline that occurred between 1972 and 1976 as part of the Vietnam War demobilization as such. Although this latter phase of decline certainly reflected, in part, disillusionments and convictions engendered by the Vietnam experience, it applied more to the military establishment in general, especially the procurement accounts, than to forces in or supporting military action in Southeast Asia (Korb, 1979, pp. 53–4, 62–4; Gansler, 1980, pp. 21–2, 26). In January 1973, with only 30,000 U.S. military personnel remaining in Vietnam, the Nixon administration terminated the draft, and the Paris Peace Agreement provided for the withdrawal of all remaining U.S. forces from Vietnam (Stubbing, 1986, pp. 297, 310; Ambrose, 1985, pp. 234–5, 242–54). The bulk of the military retrenchment in 1972–76 reflected public and congressional revulsion against militarism and the Cold War, as evidenced by such events as the passage of the War Powers Reso-

![Figure 6-1 Real military outlays (billions of 1982 dollars), 1948–1989.](image-url)

Finally, after 1978, the Carter-Reagan buildup is obvious in the spending data (see figure 6-1). Between 1978 and 1980, real military outlays increased by $15.7 billion, or 10.4 percent; between 1980 and 1987, they increased by $84.4 billion, or 50.7 percent. For the entire nine-year buildup, annual outlays went up by $100.1 billion, or 66.4 percent. (Recall that these figures are expressed in 1982 dollars.) Not being associated with a major shooting war, this vast military spending surge had no precedent in American history.

Before proceeding, one should note two important points. First, I have computed the data on real military spending by deflating nominal-dollar defense purchases by the GNP deflator. (All data are for calendar, not fiscal, years.) Although this procedure does not permit one to claim that the resulting real spending series accurately portrays the growth of real defense "quantity"—whatever that might mean—it does permit one to approximate the opportunity cost of military spending in terms of real nonmilitary output forgone.10 Second, the military spending being analyzed here is for purchasing newly produced goods and services, including foreign military assistance. This component of the national income and product accounts is not the same as the budgetary outlays of the Department of Defense, which include substantial sums for transfer payments, such as military retirement
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**Figure 6-2** Government military shares (dark bars) and nonmilitary shares (light bars) of GNP, 1948–1989.
pay and purchases of land. Also, some defense purchases originate in other federal departments, for example, the Energy Department (previously the Atomic Energy Commission), which purchases goods and services to produce nuclear reactors and warheads for the armed forces.\textsuperscript{11}

For the entire Cold War period, 1948–89, real military purchases cumulated to a total of $7,051 billion—equivalent to nearly $13 trillion in 2005 dollars—averaging $168 billion per year. There was, obviously, substantial fluctuation: The standard deviation was $44.6 billion. The trend was slightly upward. A trend equation fitted to the data reveals a tendency for defense purchases to increase by $2.6 billion per year, on average.

From 1948 to 1989, real GNP increased at an average rate of 3.1 percent per year. (This rate and others given in this paragraph were computed from a linear regression of the logarithm of the variable on time.) Average growth rates of the component shares of the real GNP were as follows: real private spending, 3.0 percent per year; real government nonmilitary spending, 4.5 percent per year; and real military spending, 1.9 percent per year. Thus, while private spending, by far the largest component of GNP, almost maintained its share of the total, the share of G-NM tended to increase, while the share of G-M tended to diminish.

By focusing on the long-term trends of the shares, however, one overlooks the abrupt changes that occurred early in the period: The share of G-M jumped from 5.0 in 1950 to 13.1 percent in 1952 and to 13.2 percent in 1953, after which a gradual downward trend is clear (see figure 6-2); the private share, in contrast, fell from 86.5 percent in 1950 to 77.7 percent in 1953, recovered to 81.5 in 1955 (a private share never again reached), and then leveled off for the long term at about 80 percent. In short, one finds that the composition of real output, as conventionally measured, underwent a permanent once-and-for-all shift in the early 1950s, when the private share lost about six percentage points at the expense of, first, an abrupt increase in the government military share, and then a gradual, long-term increase in the government (federal, state, and local) nonmilitary share, which trended upward until the mid-1970s, and then leveled off at about 14 percent (see figure 6-2).

Table 6-1 shows that, in some respects, one’s description of GNP shares during the Cold War depends heavily on whether or not one includes the years 1948–50 in the long period. With those three years excluded, the private share shows no long-term tendency to decline, and its standard deviation is much smaller; the military share falls significantly faster, with the annual figures deviating much less from the trend line. In describing the long-term changes in the G-NM share, in contrast, it matters little whether one includes or excludes the years 1948–50. As a stylized description of the Cold War shares, one comes close to the truth as follows: P share = 80 percent; G-M share = 7.6 percent; G-NM share = 12.4 percent.

If one begins in 1948, the long-term tendency was for the G-NM share to gain at the expense of both the private share and the military share, with the military share absorbing almost two-thirds of the shift. (Because the
three shares exhaust the entire GNP, their trend rates of change must add to zero, which—except for rounding error—they do in table 6-1.) Excluding the years 1948–50 from the long term, one finds that the long-term tendency was for the G-NM share to gain exclusively at the expense of the military share, while the private share remained approximately constant over the long period from 1951 to 1989. Thus, if the United States during the Cold War was simultaneously a warfare state and a welfare state, it is clear that the welfare part expanded much more robustly than the warfare part after the initial military surge of the early 1950s.12

Given the overarching trends, one may proceed to ask whether increases in the G-M share during military mobilizations occurred at the expense of the G-NM share or the P share. The answer is clear. There was no systematic tendency at all for the G-NM share to fall when the G-M share rose during mobilizations. In fact, during military buildups, the G-NM share of GNP was more likely to rise than to fall. The G-NM share was higher in 1953 than it had been in 1950, and higher in 1968 than it had been in 1965. During the Carter-Reagan buildup, the G-NM share fluctuated in a narrow band, sometimes rising and sometimes falling, but the share at the end (13.88 percent in 1987) was nearly the same as it had been before the buildup began (14.06 percent in 1978). A regression of the annual changes in the G-NM share on the annual changes in the G-M share has a slope coefficient that does not differ significantly from zero ($t = 0.355$) and an $R^2$ of just 0.003, which shows that the annual changes in the two variables bore no contemporaneous linear relationship to one another.

### Table 6-1 Gross national product share characteristics for two long periods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Private share</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.803</td>
<td>0.798</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.020</td>
<td>0.010</td>
</tr>
<tr>
<td>Trend change per decade</td>
<td>–0.006</td>
<td>0.001</td>
</tr>
<tr>
<td>$R^2$ of trend equation</td>
<td>0.121</td>
<td>0.007</td>
</tr>
<tr>
<td>Government military share</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.075</td>
<td>0.077</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.022</td>
<td>0.022</td>
</tr>
<tr>
<td>Trend change per decade</td>
<td>–0.010</td>
<td>–0.016</td>
</tr>
<tr>
<td>$R^2$ of trend equation</td>
<td>0.332</td>
<td>0.733</td>
</tr>
<tr>
<td>Government nonmilitary share</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.122</td>
<td>0.125</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.022</td>
<td>0.021</td>
</tr>
<tr>
<td>Trend change per decade</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>$R^2$ of trend equation</td>
<td>0.780</td>
<td>0.736</td>
</tr>
</tbody>
</table>
The behavior of the private share was quite different. Changes in the G-M and P shares were almost exactly offsetting. A trade-off equation fitted to the annual changes during 1948–89 has a tight fit ($R^2 = 0.814$) and shows that the implicit cost of a one-percentage-point increase in the military share was a reduction of one percentage point in the private share: The regression slope coefficient is minus 1.004, with a standard error of 0.077; hence, one cannot reject the hypothesis that the slope equals one at any customary level of Type I error. (Deletion of the years 1948–50 from the data set has no effect on this conclusion.) Figure 6-3 plainly shows the two offsetting changes to be deviations from a horizontal line, representing a zero sum of the two changes. In short, during the Cold War, the private sector alone bore the full cost of annual increases in the military share of total output, as conventionally defined.

In the metaphors explained earlier, one may describe the buildup of 1950–53 as completely butter-sacrificing and the demobilization of 1953–55 as completely butter-enhancing. But because the magnitude of the military upswing greatly exceeded that of the subsequent retrenchment, over the full cycle of 1950–55 the net change in the private share was minus 5.1 percentage points. The buildup of 1965–68 was also completely butter-sacrificing. The ensuing demobilization was 50 percent butter-enhancing if it is considered complete in 1971, and 59 percent butter-enhancing if it is considered complete in 1976. Over the complete cycle of 1965–71, the net change in the private share was minus 1.4 percentage points; over the
period 1965–76, it was minus 0.4 percentage points. The Carter-Reagan buildup of 1978–87 was 89 percent butter-sacrificing: the private share fell by 1.5 percentage points, while the military share rose by 1.7 percentage points. During the Reagan portion of the buildup alone, from 1980 to 1987, the mobilization was 76 percent butter-sacrificing, because the private share fell by 1 percent, while the military share rose by 1.3 percent. The post-1987 demobilization continued as the Cold War came to an end.

**Cold War Economy: Unconventionally Viewed**

To this point, my analysis has proceeded by making use of the conventional categories of the national income and product accounts. I now take a different tack. In the conventional accounting framework, the government’s spending for national defense enters fully into GNP. The soundness of this accounting practice can be, and often has been, questioned. The challenges apply, in some cases, to the accounting treatment of all government spending (Spindler, 1982), and in other cases, to defense spending, in particular (Dumas, 1990). Some critics would deduct all government spending from GNP, and others, only a portion; likewise for defense spending alone. Whether or not one accepts the arguments of the critics, it is worthwhile to consider the grounds of the arguments and to assess how our view of the economy’s performance would be changed by adopting alternative accounting conventions. Among the several bases for rejecting the usual accounting conventions, the following may be noted.

First, because the prices paid for defense goods and services generally are not—and, in some cases, cannot be—determined within a competitive market framework, all such prices are suspect. What do they mean? Is there any reason to suppose that they approximate consumers’ marginal rates of substitution or producers’ marginal costs? If not, why should the actual prices paid be regarded as appropriate weights for the purpose of aggregating physically incommensurable goods and services? The prices paid for conscripted soldiers’ services are only the most incontestable example of a wide class of prices that deviate from competitive equilibrium levels. For many items procured, the government and the supplier compose a bilateral monopoly, and the prices reflect only the relative bargaining power of the transactors—not to speak of the supplier’s political pull.

Second, even if the pricing problem can be disregarded, defense purchases measure input, not output. Obviously, what people value is national security, not the mere devotion of resources to the ostensible production of national security. Because no one knows the production function for national security, and because under certain conditions (e.g., arms races), more military spending may be associated with less, rather than more, security, one may not suppose even that the relation between spending and security is necessarily monotonic; far less may one assume what the specific form of the function might be (Weidenbaum, 1992, pp. 124–5; Weida and Gertcher, 1987, pp. 46–50, 54, 164–5, 202–03). Moreover, how one might
aggregate individuals' valuations of security to arrive at a societal value for national security is problematic in theory, as well as practice.

Third, defense output, even if it were measurable, ought to be regarded as an intermediate rather than a final good, and on this basis, excluded from GNP. As James Tobin and William Nordhaus put it, extending an argument embraced earlier by Simon Kuznets, defense is a "necessary regrettable," not a source of final utility to anyone. If there were no external threat, all defense spending could be eliminated and no one would be the worse. To the extent that defense spending serves to preserve the social and economic framework within which nondefense production can go forward, its value is already incorporated into the market prices of civilian goods.13

Finally, following lines of argument that are familiar in public choice theory (bureaucratic behavior à la Niskanen and rent-seeking à la Tullock), one may argue that political and bureaucratic allocation of resources tends toward the dissipation of net value for all services provided by the government. Hence, at the margin, the observed defense spending amounts to transfer payments rather than payments for net additions to the real national product (Spindler, 1982). Students of the politics of maintaining obsolete military bases and other defense boondoggles have demonstrated that at least a substantial portion of defense spending makes no genuine net contribution to national security (Higgs, 1988; Higgs, 1989; Twight, 1990).

The preceding arguments, although not widely accepted within the mainstream economics profession, are scarcely the wild-eyed notions of crackpots. At least three Noble laureates in economic science (Kuznets, Tobin, and Buchanan) are on record as proponents of some or all of the preceding arguments, and many other respectable economists also have subscribed to them. Especially weighty is the position of Simon Kuznets in opposition to the now-standard way of treating defense spending in the national product accounts, because Kuznets was the acknowledged leader in the original development of the accounts. Except for World War II, which he treated as a unique event, Kuznets always insisted on using a "peace-time concept" of GNP.14

For assessing the long-run trend of real GNP during the Cold War, it matters little whether one examines conventional real GNP or real GNP*, the latter being real GNP minus all defense spending. The two series exhibit a similar upward tendency. Between 1948 and 1989, real GNP grew at an average rate of 3.10 percent per year, and real GNP*, at an average rate of 3.21 percent per year. (Again, growth rates are obtained from linear regressions of log output on time.) On the basis of this difference, one has little to choose, because the growth rate of orthodox total output and that of civilian output alone differed by just 0.11 percentage points per year.

Notwithstanding the similarities of their long-run trends, the two series moved quite differently in particular years and, on one occasion, over the course of a conventionally demarcated business cycle. Comparing the annual percentage growth rates of real GNP and real GNP*, one finds that they differed by one percentage point or more in six years, and in several
other years, they differed by enough to make a substantial difference in, say, the predictive performance of a macro model fitted to them. A linear regression of the growth rate of real GNP* on the growth rate of real GNP accounts for less than 80 percent of the variance ($R^2 = 0.796$) and has a standard error of estimate of 1.2 percentage points. So, how one defines GNP can make an important difference in one’s understanding of the patterns of real output fluctuations in the postwar era. Empirical macroeconomists appear to be oblivious to this issue.

As figure 6-4 shows, the differences tended to diminish with the passage of time. The early 1950s witnessed the greatest deviations between the growth rate of orthodox real GNP and that of civilian real GNP. The differences were considerably smaller from the mid-1950s to the mid-1970s, and then even smaller between 1974 and 1989. To some extent, the diminution reflected the diminishing share of military spending in GNP (see figure 6-2).

For the early 1950s, the choice of an output concept makes a major difference in the description of the business cycle (figure 6-5). The conventional concept gives rise to a description that shows an expansion from 1950 through 1953, a mild recession in 1954, and a strong recovery in 1955. Real
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GNP*, in contrast, shows a much slower pace of expansion in 1951 and virtually no growth in 1952. The year 1953 looks the same for both measures, but 1954 does not. Moving from real GNP to real GNP* transforms 1954 from a mild recession to a weak expansion—a minus 1.3 percent change becomes a plus 1.0 percent change. Both series show strong recovery in 1955, with civilian growth outpacing that of GNP, including the military component.

One may not wish to accept GNP* as a replacement for conventional GNP, but the point remains. Whether or not one wishes to exclude defense spending from the measure of total output, one must recognize that some years look good or bad merely because of variations in defense spending—a type of spending with a very tenuous relation to the well-being of consumers, investors, and the beneficiaries of governmentally purchased civilian goods and services. The year 1951 was far better for guns than it was for butter or roads. The year 1952 saw only minuscule growth of road output and actual decline of butter output; the year 1954, a bad one for guns, brought slight improvements in the rates of output of both roads and butter. What we call these differences matters little, so long as we are clear, but appreciating the existence of the differences is important for understanding and evaluating the actual performance of the economy during the Cold War.

THE POLITICAL ECONOMY OF THE COLD WAR

The foregoing evidence and analysis raise a variety of questions about the political economy of the Cold War, only a few of which can be considered
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here. I shall focus on issues related to ideology, information, and the conflict between governing elites and the public.

Consider first the profile of resource allocation to the military during the Cold War. One might ask: (1) What accounts for the unprecedentedly enormous base spending level, that is, the level when the nation was not involved in a shooting war? (2) What accounts for the deviations from that base, that is, for the buildups? Until the late 1970s, the answers seem fairly transparent. The high base level of spending resulted from the Cold War ideology of global anti-communism and the foreign policy doctrines and military commitments that flowed from that ideology. The spending deviations were associated with the extraordinary costs of engagement in two major shooting wars in Asia. The Carter-Reagan buildup is a different matter. Set in motion by a unique combination of external events, astute partisan political action, and information management, and kept in motion by executive determination and bureaucratic tenacity, it bore little resemblance to the two preceding buildups.

During the “normal” years of the post-Korean War period, 1955–65, and the post-Vietnam War period, 1972–78, when neither substantial mobilization nor demobilization was occurring, real defense spending fluctuated within a range of $144 billion to $166 billion. This contrasted with the $48 billion to $60 billion range of the years 1948–50. One may conclude that the establishment of the full-fledged Cold War regime caused real defense spending almost to triple. Shooting wars entailed marginal expenditures of another $20 billion to $60 billion per year. Even without the periodic buildups, the “normal” expense of a military establishment requiring $150 billion per year for forty years would have cumulated to $6 trillion (1982 dollars). This staggering sum is equivalent to the entire GNP of the United States in the two-year period 1977–1978.

From 1948 to the late 1960s, the dominant Cold War ideology and a bipartisan consensus on defense and foreign policy, focused on global containment of communism and deterrence of a Soviet attack on Western Europe or the United States, gave support to the unprecedented allocation of resources to the “peacetime” military establishment (Huntington, 1961; Liggio, 1972; Neu, 1987, pp. 91–2, 100–1; Rockman, 1987, pp. 18, 28–9). Having weakened somewhat under the strains of the Vietnam War controversy and its political aftermath, both the ideology and the consensus persisted, subject to a good deal of fraternal squabbling, notably within Congress. President Reagan’s rhetorical hostility toward the Soviet Union’s “evil empire” and the generally hawkish stance of his administration, especially during Reagan’s first term, gave renewed luster to the tarnished Cold War ideology. Despite the public’s waning enthusiasm for foreign military adventures after the near-hysteria of 1980, events such as the U.S. invasion of Grenada and the Soviet downing of Korean Airlines flight 007 in 1983 were “carefully managed and interpreted by the [Reagan] administration” and “proved crucial, at least long enough to save the weapons buildup” (Page and Shapiro, 1992, p. 273).
The ideological milieu was important, indeed essential, in maintaining high levels of resource allocation to defense, but it was not sufficient. Ordinary citizens, almost none of whom had any direct contact with conditions or evidence bearing on national security, easily came to suspect that the nation’s security did not really require such vast expenditures and that military interests, especially the uniformed services and the big weapons contractors, were using bogus threats as a pretext for siphoning off the taxpayers’ money. Countless political cartoons, featuring bloated generals bedecked with rows of medals, promoted precisely such an attitude. Citizens did not need to be natural cynics. The problem of creeping skepticism was inherent in the remoteness of the subject from their immediate experience. In addition, as Huntington remarked, “The longer a given level of military force is apparently adequate for deterrence, the greater is the temptation to assume that a slightly lower level might be equally adequate” (Huntington, 1961, p. 205).

Frequent newspaper and television reports of waste, fraud, mismanagement, and bribery fostered the public’s tendency, absent a crisis, to doubt what the defense authorities said. Popular books explained how the military-industrial-congressional complex formed an “iron triangle,” exploiting the taxpayers, distorting defense policies, and blocking progress toward multilateral arms reductions. As Gordon Adams explained, because no one knew the production function for national security, it was “difficult to correlate military expenditure levels to distinct improvements in national security. Citizens [could] only spend and hope.” But “the indeterminate nature of the need to spend,” along with the underlying Cold War ideology, created a potential for political leaders periodically to arouse the public’s slumbering apprehensions.

The tendency of chronic background threat to lose its efficacy in supporting high levels of military spending could be offset by episodic crises. In a perceived crisis, public opinion became volatile. Many people suspended their reason, critical faculties, and long-term judgment, reacting emotionally and with heightened deference to political leaders. As Senator Arthur Vandenberg observed when Truman was first attempting to persuade the public to support a policy of containment in 1947, gaining such support required that national leaders “scare hell out of the American people” (Ambrose, 1985, p. 87). Sometimes the outside world presented an inviting opportunity to take advantage of a crisis, as when the North Koreans crossed the 38th parallel in 1950 or when the Soviets invaded Afghanistan at the end of 1979. Usually, however, the world did not supply such clear-cut cases, and the national security managers had to take matters into their own hands.

During the Cold War, the authorities alerted the public to a series of ominous “gaps.” Just after World War II, U.S. leaders exaggerated Soviet force levels and offensive capabilities. Of the fearsome 175 Soviet divisions, a third were undermanned and another third were ill-equipped militia (Kolodziej, 1966, p. 77; Isaacson and Thomas, 1986, p. 503). Then
came a bomber gap in the mid-1950s and a missile gap between 1958 and 1961, followed within a few years by an antimissile gap and a first-strike missile gap. All were revealed in due course to have been false alarms. Meanwhile, the American people received an almost wholly fictitious account of incidents in the Gulf of Tonkin in 1964, which stampeded Congress into giving its blessing to what soon became a major war. Subsequent gaps were alleged with regard to bombers (again), thermonuclear megatonnage, antisubmarine capabilities, and missile throw weights. An influential group of Republican hawks, calling themselves the Committee on the Present Danger, declared the 1970s to have been a “decade of neglect” that opened a dangerous “window of vulnerability.” According to Secretary of Defense Caspar Weinberger, speaking in 1987, an “enormous gap” had “emerged since 1970 between the level of Soviet defense activities and our own,” though, fortunately, the Reagan administration had “managed to close much of this gap.” Still, as the Cold War passed through its waning years, government spokesmen were warning that the country faced a Star Wars gap that could be closed only by spending vast amounts of money.

Although not every gap scare led directly to a corresponding U.S. response, the drumbeat succession of such episodes helped to sustain an atmosphere of tension, distrust, and insecurity that fostered the maintenance of an enormous ongoing arms program. Claims about gaps placed the burden of argument on relatively ill-informed opponents of military spending. Among the general public, mood substituted for information—a situation that well suited the purposes of the defense establishment.

Throughout the Cold War, the national security elite, including the president; the National Security Council (NSC); the Joint Chiefs of Staff and a few other military leaders; a few congressional leaders; high officials of the State Department, the Defense Department, and the Central Intelligence Agency (CIA), plus the heads of other intelligence organizations; various aides, arms contractors, scientists, and consultants—altogether a small group of persons among whom only the president and vice-president held elective office—possessed a close hold on critical defense-related information. This situation sprang from origins in the National Security Act of 1947, which created the NSC and the CIA and “set in motion a cult of secrecy, a far more pervasive system of classifying information than had ever existed previously, and a growing executive determination to withhold sensitive information from the public and from Congress.” An NSC member once declared, “Policy decisions of the National Security Council are not a fit subject for public discussion” (Huntington, 1961, p. 183).

The need for a certain amount of secrecy was obvious to everybody, but many people suspected that, as Sidney Lens observed, “mostly, secrecy [was] used against the people of the United States.” Strategic decision-making was not the only area that was kept secret. A substantial portion of the spending for weapons development, intelligence gathering, and covert operations was financed from a “black budget” that, by the late 1980s, amounted to more than $30 billion per year. This budget
was entirely shielded from congressional and public debate. As Harvey Sapolsky noted, “what no one knows, no one can criticize.”

In view of their exclusive possession of critical information and their perceived need to “sell” their preferred policies to the public, the national security elite did not shrink from dissembling. As J. Russell Wiggins put it, “Our government repeatedly resorts to lies in crises, where lies seem to serve its interests best.” This easily documented observation, which may shock some citizens even in our own, less gullible times, does not surprise political scientists. Lance Bennett has observed that “Information about public issues is an inherently political commodity. It is concealed, revealed, leaked, released, classified, declassified, jargonized, simplified, and packaged symbolically according to the political interests of those ubiquitous ‘informed sources’ who have a stake in the outcome of the issue in question.”

Manipulation of information is central to what modern governing elites do. Senator Daniel Patrick Moynihan, himself no stranger to the inner sanctums of government power, observed that “knowledge is power, and the ability to define what others take to be knowledge is the greatest power.”

The national security elite’s close hold on critical information would not have been particularly noteworthy if the interests of the elite and the interests of the public had corresponded closely. But nothing in the workings of U.S. political institutions ensured that a close correspondence would always exist, and abundant historical evidence shows that it frequently did not. Plainly, leaders of the defense elite had interests of their own—personal, political, institutional, material, and ideological—interests that they could serve through strategic retention, dissemination, or misrepresentation of the information to which they alone had access.

They did not hesitate to exploit the advantages of their privileged access to information. The Iran-Contra affair and the Pentagon briberies and influence-peddling brought to light during the late 1980s were only two episodes in a long series of actions shielded by self-serving mendacity. “The entire sequence of decisions concerning the production and use of atomic weaponry,” for example, took place “without any genuine public debate, and the facts needed to engage in that debate intelligently [were] officially hidden, distorted, and even lied about.” Beginning in World War II, the government operated a complex of facilities for manufacturing nuclear materials and weapons. These operations caused a variety of radioactive and other toxic contaminations of the surrounding air, water, and soil; yet, the managers of the facilities repeatedly misrepresented and lied about the hazards to citizens living nearby. In at least one case of huge significance—the so-called “green run” at Hanford, Washington, in 1949—the operators deliberately released a large quantity of nuclear materials, including some 7,780 curies of iodine 131, onto the unwitting residents of the surrounding area, as part of an experiment.

Nothing in what I have just said means that the national security elite could do anything they wished. If they could have, retrenchments of the
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Certainly, the steep decline of 1968–76, especially its later phase, which defense interests stoutly opposed, would not have been so steep. The fact that the allocation of resources to defense did sometimes fall, and fall substantially, refutes radical arguments that allege the exercise of hegemony by the national security establishment. Although one must appreciate the tremendous political resources possessed by the defense elite, it is possible—and not unusual—to overestimate its strength. It lost some political battles, too. That is why, during the late 1980s, notwithstanding the preceding buildup, the defense share of GNP never exceeded 7 percent (see figure 6-2). Defense interests had the political savvy to appreciate that proposals or actions that were widely perceived as excessively grasping and strategically unjustified would be imprudent and counterproductive. More important, however, were the domestic factors that constrained the defense managers in spite of their unique control of information and their consequent ability to mold, rather than respond to, public opinion.

The biggest problem for defense authorities who were intent on exploiting ideology, controlling information, and molding public opinion arose from that proverbially inevitable duo: death and taxes. Those were the most evident forms taken by the costs of extensive commitments of resources to military purposes. Of the two, death was the more important. John Mueller fitted statistical models to public opinion data gathered during the Korean War and the Vietnam War, and he found that, in both cases, “every time American casualties increased by a factor of 10, support for the war dropped by about 15 percentage points” (Mueller, 1973, pp. 60–1). Robert Smith reported public opinion data showing that “complaints about taxes were high during the two limited wars and increased as the wars progressed.”

As Smith’s data illustrate, opportunity costs constantly constrained military activities throughout the Cold War. In the crisis of 1948, and immediately afterward, Truman resisted recommendations for a huge increase in military spending facilitated by either increasing taxes or imposing economic controls because “he was convinced that these courses were not economically or politically feasible” (Kolodziej, 1966, pp. 91, 119–20). In the wake of the Soviets’ Sputnik success, Eisenhower opposed the Gaither Committee’s recommendation for a big buildup because he had “a nagging fear that the American people would balk at paying the bill.”

Given this abiding popular resistance, it was only to be expected that, as Hugh Mosley noted, the Johnson administration “was reluctant to resort to increased taxes to finance the [Vietnam] war for fear of losing public support for its policy of military escalation.” Nixon was said to have “realized that for economic reasons (the war was simply costing too much) and for the sake of domestic peace and tranquility he had to cut back on the American commitment to Vietnam”; the retrenchment was “forced on [him] by public opinion” (Ambrose, 1985, pp. 242–3). Jacques Gansler observed that, during the 1970s, “the will of the people, who were fed up with the war in Vietnam, was to devote all available resources toward
improving the peacetime life of the nation.” Yet, at the same time, rising real marginal tax rates inspired tax revolts, limiting the capacity of government to supply more nonmilitary goods. Something had to give. Of the political factions struggling, in effect, over the three grand categories of GNP, the pro-military faction proved the weakest, at least until 1979.

When the national security elite lacked persuasive rationales to present to the public, they could only draw on the pool of patriotism. But that was not a bottomless reservoir, and without replenishment from sources that the public could understand and support, it tended to run dry (Rosecrance, 1986, pp. 38, 131, 158; Higgs, 1987, pp. 64–5; Ambrose, 1985, pp. 249–50). When it did, public opinion could not be effectively controlled by the authorities. As the opinion balance became strongly negative, it worked its way through political processes, reaching both Congress and the administration, to affect the allocation of resources to the military.

Figure 6-6, which is based on 193 comparable, nationally representative surveys in which people were asked whether they would prefer that defense spending be increased, decreased, or kept the same, shows a summary variable, opinion balance, which is defined as the percentage of respondents stating that they want an increase minus the percentage stating that they want a decrease. Despite the gaps in the record, the figure shows clearly the positive (but sometimes just barely positive) support for increased spending in the 1950s and 1960s (through 1967); the strong preference for reduced spending, at least from 1968 until the late 1970s; the strong support for increased spending from 1979 through 1981; and the substantial balance in favor of reduced spending thereafter.

Political histories also provide evidence that the wartime administrations reacted, with variable lags, to swings of public opinion. The Korean War made President Truman increasingly unpopular as it dragged on (Mueller, 1973, p. 199; Rees, 1970, pp. 386–87). Eisenhower gained election to the presidency in 1952 largely on the strength of his promise to end the war, a promise he hastened to keep (Huntington, 1957, p. 391; Cotton, 1986, p. 630). Johnson declined to seek reelection in 1968 because of mounting opposition to his war policy (Berman, 1989, pp. 176–203; Cotton, 1986, pp. 630–1; Russett and Graham, 1989, p. 252; Matusow, 1984, pp. 376–94). The Nixon administration devoted itself to winding down American participation in the fighting, ending the draft, and eventually withdrawing all U.S. forces from Vietnam, for which it was rewarded with a landslide reelection in 1972 (Cotton, 1986, pp. 631–2). At the very peak of the Reagan buildup, Secretary of Defense Caspar Weinberger complained that “new weapons can be developed by our adversaries . . . much more rapidly because [in the USSR] there are no funding restraints imposed by public opinion” (Weinberger, 1987, p. 16). Ultimately, not even the national security elite could control public opinion, which responded to the heightened opportunity costs of defense programs and actual warfare just as a rational consumer would move toward the northwest along a demand curve.
CONCLUSION

The Cold War era witnessed a new relation of military activity to the political economy of the United States. Before World War II, the allocation of resources to military purposes remained at token levels, typically no more than 1 percent of GNP, except during actual warfare, which occurred infrequently. Wartime and peacetime were distinct, and during peacetime—that is, nearly all the time—the societal opportunity cost of “guns” was nearly nil. The old regime ended in 1940. The massive mobilization of the early 1940s drove the military share of GNP to more than 41 percent at its peak in 1943–44. Despite an enormous demobilization after the war ended, in 1947, at the postwar trough, the military sector still accounted for 4.3 percent of GNP, three times the 1939 share. Following the Korean War, military purchases reached an unprecedented level for “peacetime” and, while fluctuating, remained at or above this elevated level ever afterward. During the period 1948–89, military purchases cumulated to more than $7 trillion (1982 dollars), averaging about $168 billion annually, or 7.5 percent of GNP. The trend tilted slightly upward for absolute real spending and slightly downward for spending as a share of GNP. Increases in the military share of GNP during the Korean War and the Vietnam War came entirely at the expense of the private share. The government nonmilitary share increased during the first two post-World War II military buildups, and remained approximately constant during the third. Examining
GNP*, defined as GNP minus all defense spending, one finds that this measure of national product often moved differently from conventional GNP. The largest discrepancies occurred during the early 1950s. These discrepancies suggest the desirability of reassessing the business cycle in its relation to economic well-being during those years. After the mid-1950s, the difference between the growth rates of GNP and GNP* tended to diminish, becoming nearly negligible during the 1980s.

The high base level of defense spending during the Cold War resulted from the dominant ideology of global anti-communism, which called forth various foreign policy doctrines (e.g., the Truman Doctrine, massive retaliation, the Reagan Doctrine) and military commitments (e.g., NATO, bilateral defense treaties, U.S. military “advisers” in Latin America). The ideology alone, however, was an insufficient prop, and episodic crises played an essential part in maintaining public support for vast military expenditures. The national security elite warned of one “gap” after another, most of which turned out to be exaggerated or nonexistent. Given the secrecy in which much defense-related information was held, it was inevitable that the national security elite would use its unique access to information to promote its own interests, which were sometimes in conflict with public preferences. There were limits, however, and in political struggles, military interests sometimes lost. The authorities could not always effectively mislead the citizenry, especially when many deaths and increasing taxes (including unanticipated inflation) were involved. But the constraints on policymakers, being subject to informational and ideological displacement and responsive to perceived crisis, were themselves elastic and manipulable.
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NOTES

1. On my own bookshelf I have ten textbooks on American economic history that were published between 1972 and 1990. Of these, none has a chapter or even a section on the Cold War economy as such, though one has two pages devoted to “Planning and Stability: The Role of Military Spending” and another has a two-paragraph section on “The Role of Military Spending” in relation to the postwar growth of government. Only one has an entry for “Cold War” in the index, but the reference is to a merely incidental mention. Most make only passing comments on the Korean War and the Vietnam War and no remarks at all on military activities or expenditures during the “peacetime” years since World War II.

2. I am not concerned in this chapter with how the opportunity costs of changes in the military part of GNP were divided between consumption and investment. For an analysis of this question, see Edelstein (1990). Edelstein’s conclusion that
private consumption, rather than private investment, absorbed the full cost of additional defense spending in the period from 1946 to 1979 is consistent with the conclusion of Murray Weidenbaum (1992, p. 115) and sources cited there. Because of the heavy debt financing that accompanied the Reagan buildup in the 1980s, I suspect that some crowding out of investment occurred then, even if not earlier.


4. The source of all basic data for GNP, its components, and the implicit GNP deflator, unless otherwise indicated, is U.S. Council of Economic Advisers (1991, pp. 286–90). Notice that here and hereafter in this essay national defense spending is defined rather narrowly, as in the national income and product accounts. Other analysts have included some or all of the government’s spending for space exploration, research, education, and veterans’ services, as well as the costs of the Department of State and foreign aid. For some purposes, it is appropriate to add some or all of these items. Because of the uncertainty with respect to how much of them ought to be considered “national defense” expenditures and because the narrower definition used here allows one to make a better grounded, more conservative case, these more problematical items are left out of the present analysis. For the same reason, I make no adjustment for the fact that a substantial part of military manpower was conscripted between 1948 and 1972. Obviously, conscription gives rise to an accounting understatement of the opportunity costs of military activities, but making a reliable estimate of the amount of the understatement would require research far beyond the scope of the present essay.


6. See Donovan (1977, pp. 357–61), Ambrose (1985, pp. 95–7), Kolodziej (1966, p. 72), and Page and Shapiro (1992, pp. 200–1, 206–9). Page and Shapiro (p. 209) conclude that “during the early Cold War [in the late 1940s], U.S. public opinion can be said, to a significant extent, to have been manipulated”—that is, deliberately misled by the authorities. This is not to say, of course, that the events propelling the United States into the Cold War were completely concocted—but then, as often thereafter, the foreign policy decision makers, perceiving a need to respond to threats, found it useful to exaggerate the threats when dealing with the public and Congress.

7. See Huntington (1957, p. 384), Huntington (1961, pp. 47–53), Mosley (1985), and Ambrose (1985, pp. 113–15). According to Morton Halperin, the authors of NSC-68 “made a deliberate decision to exaggerate possible dangers” (Halperin, as quoted by Schneider, 1988, p. 67). At the same time, they steered clear of revealing how great the costs would be. Secretary of State Dean Acheson instructed Paul Nitze, the principal author of NSC-68, not to mention costs in the report (Weiner, 1990, p. 30).


10. Mosley (1985, p. 29). Economic statisticians have identified serious shortcomings in the construction of deflators for defense purchases. Statisticians at the
Commerce Department’s Bureau of Economic Analysis, who created such an index at the request of the Defense Department, have themselves stated that the index is inappropriate for calculating reliable weapons-specific price changes. Existing indexes do not deal satisfactorily with quality changes in equipment, among other things. See Weida and Gertcher (1987, p. 63) and Smith (1989, pp. 350–1). Ziemer and Galbraith (1983, pp. 147–99) offer a more complacent view (the authors are employed by the Bureau of Economic Analysis), but see the comment by Manser that follows their essay.

11. For a discussion of the various sources and measures of military spending, see Mosley (1985, pp. 17–44).

12. Of course, the more characteristic type of spending of the welfare state, government transfer payments, increased even more enormously. But because these payments are not for immediate purchase of currently produced goods and services—that is, they are not components of GNP—they lie outside the scope of the present analysis. My analysis here and in the following three paragraphs disagrees fundamentally with the interpretation of similar data by Du Boff (1989, pp. 6–7).

13. In personal communications, Stanley Lebergott and Hugh Rockoff reminded me that many privately purchased goods also ought to be viewed as intermediate. Indeed, the approaches to consumer theory pioneered by Kevin Lancaster and Gary Becker proceed from precisely this understanding. One can grant this objection and still insist that national security differs so greatly from the typical private good in this respect as to present a qualitatively different case.

14. Ultimately, Kuznets seems to have concluded that GNP even for a period that includes World War II should be measured by a “peacetime concept.” For a discussion of Kuznets’s arguments, see Higgs (1992).

15. As Hugh Rockoff has told me, it depends on the question. For example, one might want to use standard GNP rather than GNP* in estimating the demand for money.


readiness to support defense spending . . . can be evoked and sustained by established authority figures” and that, although instrumental thinking is sometimes important, “ideology also contributes significantly to explaining variations in attitudes about defense spending.”


23. See Ambrose (1985, pp. 212–13); Lens (1987, pp. 73–4, 123); and Kwitney (1984, pp. 357–359). Page and Shapiro (1992, p. 227) call the Tonkin Gulf affair “a classic case of opinion manipulation.” They note that (p. 228) “the administration had made contingency plans for striking at North Vietnam and had prepared a draft congressional resolution for introduction at the appropriate moment.”


27. See Lens (1987, p. 44). For an insightful analysis of national security policymaking that proceeds from an explicit recognition of the distinction between the nation and the government that rules the nation, see Hummel and Lavoie (1990).


32. Friendly critics have pointed out to me that defense policy is not especially outstanding in these regards: any kind of political interest group, whether inside or outside the government, tries to control or slant information in the service of its policy ends. The distinction I insist on, however, arises from the unique capacity of defense policymakers to determine what information others can acquire about specific facts and to distort the public’s understanding of the context within which the policy will be implemented. In domestic policy, the closeness of the policy context to a variety of observers, some of whom are partisan opponents of the officials in power, makes information distortion and management much less rewarding for the authorities.


35. For arguments that strongly suggest, if they do not explicitly allege, that such hegemony was exercised, see Lens (1987), Adams (1977), and Cypher (1982).

36. On the resistance of public opinion to official manipulation, see Page and Shapiro (1992, pp. 274–81). These researchers observe that (p. 279) “when information is available that can support critical analyses, especially when elites differ, opinion manipulation is very difficult.”


38. Eisenhower, as quoted by Huntington (1961, p. 113). See also Neu (1987, p. 89).


42. Figure 6-6 is based on opinion survey data underlying the work of Higgs and Kilduff (1993). The figure indicates that public opinion tended to turn against support for further military buildup as each buildup proceeded, but it also shows that the three highest peaks of pro-military opinion all occurred in conjunction with a crisis: the North Korean and Chinese invasions in Korea in 1950, the Berlin crisis of 1961, and the aftermath of the Iranian hostage-taking and the Soviet invasion of Afghanistan in November and December 1979.

43. For an analytical survey of the extensive literature on the relation of public opinion to defense policy, see Russett and Graham (1989). The authors conclude that “governments lose popularity directly in proportion to the length and cost (in blood and money) of the war” (pp. 243, 245). Public opinion unquestionably affects policy, but the relation is complex. “Leaders in a real sense interact with public opinion, both responding to it and manipulating it.” See also Russett (1990, pp. 87–118). From a statistical and historical study, Cotton (1986, p. 632), concludes: “Over the past century war has had a significant, detrimental, and independent [electoral] effect on elected leaders of the ‘war party.’ The degree of the effect seems to have depended on the level of commitment of the nation’s resources to the war effort.” Finally, see Page and Shapiro’s extensive historical analysis of public opinion in relation to foreign and defense policy (1992, pp. 172–284 and passim).

44. For reasons discussed by Higgs (1992), the 41 percent figure can be taken only as suggestive. No genuinely meaningful national product accounting is possible in the institutional context of a command economy, which is what the United States had from 1942 through 1945.

REFERENCES


The U.S. national defense program is very expensive and notoriously plagued by waste, fraud, and mismanagement. Members of Congress, whose duty it is to oversee the program, often complain about it and take various actions, ostensibly to repair its flaws. Unfortunately, as Representative James Courter (R-N.J.) has said, “Congress is not the answer to waste. Congress is the problem.” Economist Herbert Stein, a member of the Packard Commission, has observed that major defense problems “are compounded when the decisions move to Congress.” The root of congressional misfeasance, says Stein, is that “hardly anyone [in Congress] feels a primary responsibility for the defense program as the safeguard of our national security. Too many are able to look upon the defense budget as a big pot of money from which they can serve their special interests.”

Analysts often dismiss this aspect of defense budget waste as “small potatoes.” But is it? In the 1980s, Assistant Defense Secretary Lawrence Korb estimated that the congressional pork barrel cost “at least $10 billion a year [for] things we don’t want, things we don’t need,” but which are put into the budget “to protect vested interest.” Richard Stubbing, a long-time defense specialist at the Office of Management and Budget, considers Korb’s estimate probably too low. The defense pork barrel looks small only in relation to the gargantuan total defense budget. In any other context, it looks like “real money.”

After presenting some facts and arguments pertaining to Congress in general, I shall tell the story of a congressional boondoggle involving the use of anthracite coal. It is one of the many “small potatoes” measures embedded in the defense program. Viewed in isolation, it lacks earth-shattering importance. Yet, it is instructive. Its elements, so visible and so utterly inexcusable from the standpoint of genuine concern for national security, show how and why in other, often more costly ways the members of Congress treat the defense program as a means to serve their own selfish, parochial, and wasteful ends.
CONGRESS: INCENTIVES, STRUCTURES, AND STRATEGIES

The first thing to notice about members of Congress is that they have a job. They have worked hard to get it and, with few exceptions, they want to keep it. Congress, as political scientists have shown, has become a career for many of its members. Because in modern times some 90 percent of members stand for reelection and about 90 percent of those who do are reelected, Congress consists mainly of people who have spent a long time in the job and who expect to spend many more years in it. Between 1969 and 1986, incumbents averaged about 11 years of service (Davidson and Oleszek, 1985, pp. 37–40; Fiorina, 1977, pp. 39–40, 60, and passim; Mayhew, 1974, pp. 5–6, 16, 49, and passim). They may be interested in contributing to good public policy—no doubt some are so interested, always according to their own ideological predilections, of course—but reelection must be their proximate goal. To achieve their policy goals, they must remain in the job. As a former congressman wrote, “All members of Congress have a primary interest in getting reelected. Some members have no other interest.”

Accordingly, they strive ceaselessly to gain the approval of a majority of those who will cast ballots in their districts at the next election. Representatives, in particular, are “always running.” But senators, whose longer terms give them more breathing room, cannot afford to grow complacent, because their probability of reelection is substantially lower than that of House members: 75 percent versus 91 percent for elections between 1946 and 1984; 75 percent versus 98 percent in 1986 (Davidson and Oleszek, 1985, p. 62; Jackson, 1988). Incumbents need not worry much about conditions or opinions elsewhere in the nation or the world. Retention of the job turns on satisfying a majority of voters in one’s electoral district.

In this quest, they might support measures that promote the public good at minimum cost to the taxpayers at large. Unfortunately, such behavior fails to win many votes. Voters recognize that a single vote in Congress rarely decides an issue. Even if it should, benefits that flow to others are heavily discounted. In assigning responsibility for laws and policies of national application, voters typically view the actions of a single legislator as inconsequential.

Most voters are realistic and self-interested: they are always asking, in Alben Barkley’s immortal words, “What have you done for me lately?” Public opinion surveys confirm that voters want their political representatives to “bring home the bacon.” In political scientist Morris Fiorina’s words, “Each of us wishes to receive a maximum of benefits from government for the minimum cost. This goal suggests maximum government efficiency, on the one hand, but it also suggests mutual exploitation, on the other. Each of us favors an arrangement in which our fellow citizens pay for our benefits.”

Understanding voters’ wishes, members of Congress promote themselves by establishing plausible claims to have channeled benefits toward and costs away from their constituents. They and their staffs spend much
time on “casework,” helping individual citizens cope with the terrors of government bureaucracy. Beyond casework, members of Congress strive to claim credit for “particularized benefits” that enhance the well-being of their constituents and are not available to everyone. Constituents especially value federal contracts and subsidies to local businesses; grants to local governments, schools, training programs, and sanitation facilities; federally funded dams and irrigation works; targeted loans and loan guarantees; military bases; and interstate highways and other construction projects in the district. Representatives and senators can make more politically valuable claims when they are able to point to apparently ad hoc federal largess. Political scientists disagree about the precise effect of particularized benefits on elections. But incumbents have no doubts. “The lore is that they count—furthermore, given home expectations, that they must be supplied in regular quantities for a member to stay electorally even with the board.”

Some members bring home more bacon than others. Much of the real action in Congress happens in committees and subcommittees, “small-group settings in which individual congressmen can make things happen and be perceived to make things happen.” So members need to belong to the committees that have jurisdiction over the sorts of particularized benefits that they wish to channel to their constituents. When a member seeks a minor favor, “the bureaucracy considers his accommodations a small price to pay for the goodwill its cooperation will produce, particularly if he has any connection to the substantive committee or the appropriations subcommittee to which it reports.”

One’s influence on committees expands with seniority. Despite the reforms of the 1970s and 1980s, seniority remains the most important qualification for advancement to committee and subcommittee chairmanship. In such commanding positions, one possesses a variety of ways to shape legislation. Lacking a chairmanship, ranking minority members frequently wield extraordinary clout (Davidson and Oleszek, 1985, pp. 39, 219, 222–3; Mayhew, 1974, pp. 104–5).

Besides the elevation of rank and influence that comes with seniority, members of long tenure gain the advantage of “knowing the ropes.” Congressional norms, precedents, and procedures are Byzantine. Newcomers must be utterly baffled, while “members who know the rules and precedents have an advantage over procedural novices in affecting policy outcomes.” Often, timing is crucial, and only those conversant with the intricacies of congressional procedure know when the most propitious moment occurs and how to seize a momentary opportunity.

Notwithstanding the considerable advantages of committee membership, chairmanship, seniority, and knowing the ropes, no member can get much done without support from others. Members spend much of their time constructing and maintaining alliances. The president can be either a fine friend or formidable foe. Accordingly, one must strive to enter into mutually beneficial political exchanges with the administration. In particular, one tries to obtain favorable treatment from the president and his cabi-
net in the assignment of particularized benefits to one’s district. The administration has much discretion in such assignments, so potential trades can often be arranged.9 In such dealings, members often find it advantageous to join forces with other members from their states, frequently without regard to party membership. As House Majority Leader Jim Wright (D-Tex.) said, “When a member has his chips on the line for something that affects his district, the others pretty much fall into line and help him.”10 Increasingly, informal alliances—many of them bipartisan—have emerged along issue, regional, or commodity lines. In the mid-1980s, there were, for example, a 55-member Congressional Coal Group in the House and a 39-member Coal Caucus in the Senate (Davidson and Oleszek, 1985, pp. 364–5; Lindsay, 1987; U.S. Senate, 1985, p. 579).

Given the members, structure, and alliances, there remains the strategy. The basic problem is that members want to channel benefits toward and costs away from their own constituents. This situation would appear to be the setting for a war of each against all, in a legislative Hobbesian jungle, where nothing but mutually exploitative behavior could be expected. But that is not how Congress works. Indeed, its actual workings are normally just the opposite. Despite their apparent conflicts of interest, members understand that what matters most for their electoral prospects are visible particularistic benefits and costs clearly associated with the actions of individual senators or representatives. If benefits and costs are not noticed or are ignored because they are small or are not clearly linked to the actions of the representatives for whom one votes, then for political purposes, they do not exist. Members of Congress, therefore, must devise legislative strategies that enhance the visibility of particularistic benefits, but that hide, obscure, or displace responsibility for the costs borne by constituents. Over the centuries, members have perfected several such strategies.

The most important strategy is logrolling, a form of vote trading that entails a tendency toward universalism: Vote for my boondoggle, and I’ll vote for yours (maybe now, maybe later). Each of us will then have something to take plausible credit for; and even though, in the aggregate, the costs may vastly exceed the benefits, the voters of any given district will perceive themselves to have received net gains, to have gotten their “fair share.” After all, the perceived alternative is to have borne a pro rata share of the costs of all of the other boondoggles nationwide, without any offsetting benefits whatever in one’s own district—clearly, a bad deal. Once members have positioned themselves on the committees of greatest serviceability for their reelection strategy, “observance of reciprocity is not very costly in terms of lost opportunities, and it is very profitable in terms of unfettered influence in an area vital to their continued reelection.”11 Representative Ronald V. Dellums (D-Calif.), chairman of the House Armed Services Subcommittee on Military Facilities and Installations, gave voice to the prevailing practice when he said that “as long as ‘powerful’ members can get their projects through it would be discriminatory to vote against anyone else.”12
Another important legislative strategy for facilitating the members’ diverse objectives is improvising a package deal. By attaching riders (that is, substantively unrelated provisions) to a comprehensive bill, such as the appropriation bill for an entire federal department, legislators are able “to execute a hidden ball play. The broader the scope of the measure, the more chance there is of its carrying along to enactment provisions that would otherwise stand no chance of being enacted into law.” Within omnibus bills—examples include appropriations measures covering funding for several departments, bills that may run to hundreds of pages and allocate hundreds of billions of dollars—riders occupying a few lines easily gain enactment with little effort by their sponsors. Nor do the sponsors of such riders need to worry about a presidential veto.”

An especially innocent-looking variant is the “limitation rider,” which restricts the use to which an agency may put appropriated funds. As political scientists Roger Davidson and Walter Oleszek note, however, such riders actually “make policy” under the guise of restricting expenditures. Recent defense appropriations acts, for example, contain dozens, sometimes scores, of limitation riders. Behind each of them, there is a story, usually a story of particularistic benefits conveyed to a special interest group by an individual member or a small group of members of Congress.

“The most pervasive attribute of electoral processes,” write Davidson and Oleszek, “is their local character. . . . The candidates, the voters, and often the issues and styles, are deeply rooted in states and districts.” And yet, “the aggregate of all these contests is a legislative body charged with addressing national problems and issues” (Davidson and Oleszek, 1985, p. 101).

The residents of the United States need, inter alia, national defense—not defense of merely the Second District of California or the state of Idaho, but national defense. Yet, no one in Congress has much incentive to promote the national defense. In fact, all members face incentives and constraints that push them toward support of measures that weaken the national defense by depleting the defense budget to finance particularistic benefits that do nothing to produce genuine national security. Worst of all, selling out the national defense apparently violates no political norm, at least no congressional norm. As a British writer has observed, somewhat aghast, “It would not be thought unusual or wrong for either senators or congressmen to argue for the interests of their state or district even if those interests appeared to the majority to be contrary to the national interest.”

Except when acting ideologically or seeking electoral gains from public position-taking, an individual member of Congress tends to regard national security and other essential collective goods as conditions beyond control, like acts of God, even though they are the result of the aggregate of actions taken by members of Congress. “It makes much more sense,” writes political scientist David Mayhew, “to devote resources to things over which they think they can have some control,” and for which they can claim individual credit during the next campaign (Mayhew, 1974, p. 32). Given the structure of our legislative institutions and the strategies of the legislators,
“the general, long-term welfare of the United States is no more than an incidental by-product of the system” (Fiorina, 1977, p. 49).

On the basis of analysis like that just presented, several political scientists have argued that the growth of the federal government, especially the expansion of the scope of federal activities, has led to a change in the mix of congressional activities: less attention to setting basic policies, more attention to casework and pork barreling. As one congressman put it, “The federal government has projected itself into every aspect of life, from cradle to grave; so people naturally go to Washington to solve their problems.” Because so many more people are now likely to have troubles with the federal bureaucracy and so many more opportunities exist to procure particularistic benefits from the federal government, the payoffs have been shifted for legislators. There are now more opportunities for them to take the sorts of actions that best promote their reelection, and they have responded accordingly.16

The analysis may be applied to the defense program in particular. Throughout the post-World War II era, the United States has maintained an enormous military establishment, requiring thousands of bases and other facilities, millions of workers, and a multitude of contracts for research, goods, and services supplied by private firms. The governmental allocation of these bases, jobs, and contracts involves great discretion. Members of Congress have recognized that post offices and rivers and harbors projects, the traditional pork barrel measures, are now small potatoes. As Representative Patricia Schroeder (D-Colo.) complained in the early 1980s, no doubt exaggerating somewhat, “If you want anything for your district . . . the only place there is any money at all is in the Armed Services Committee bill.”17 Since World War II, the U.S. Treasury has laid out more than $6,600 billion (in 1982 dollars) for national defense. The potential for pork barreling has become stupendous, and members of Congress have been alert to seize the opportunities, often in ingenious ways.

THE HARD-COAL CONSTITUENCY AND ITS CONGRESSIONAL SALVATION

Anthracite is the hard, shiny coal that burns hot, clean, and almost without flame. In the United States, it is found almost entirely in a small region of northeastern Pennsylvania. (For present purposes, it suffices to say that we are dealing with no more than four congressional districts.) The anthracite industry grew rapidly in the late nineteenth and early twentieth centuries, but after World War I, it began to decline. By 1960, the industry was a shadow of its former self, with output at 18 million tons (down 72 percent since World War I), employment at 20,000 workers (down almost 90 percent since 1914) (Miller and Sharpless, 1985; Pennsylvania Department of Environmental Resources, n.d., pp. 41–3; Powell, 1980; Congressional District Data Book, 1963, pp. 428–9). The hard-coal region became a classic economic backwater. But despite the unemployment, outmigration, and despair, not all was lost. The region still had congressmen.
The congressmen had influence with the administration, and they perceived that its management of the defense program might be turned to the advantage of the shriveling anthracite coal industry. The United States had hundreds of thousands of troops stationed in Europe, giving rise to a demand for a million metric tons of solid fuels annually to heat the barracks. Those fuels, bituminous coal and coke, were being purchased from European suppliers. Someone got the idea that substituting Pennsylvania anthracite for German coke could add substantially to the withering market for hard coal. Industry leaders Harry W. Bradbury of the Glen Alden Coal Company and James J. Tedesco of the Pagnotti Coal Company took the initiative in “creating a market where none had existed before.” They invested “large measures of tenacity, travel and tact and after six months of effort they prevailed.” Their Herculean efforts were not directed at producing or marketing coal; they were aimed at lobbying the state’s congressional delegation and the administration (“Impact of the Army Tonnage,” 1961, p. 2; “Defense Seeks U.S. Coal for Troops in Germany,” 1961, p. 45).

In May 1961, a meeting in Washington of all of the interested parties was arranged by the congressmen with constituents in the hard-coal region. In attendance were Pennsylvania’s Senators Joseph S. Clark and Hugh Scott and Representatives Ivor D. Fenton, Daniel J. Flood, William W. Scranton, and Francis E. Walter. Representing the Pentagon were Deputy Assistant Secretary of Defense Edward J. Sheridan, Director of Military Construction General J. B. Lampert, and other high officials of the Department of Defense (DoD) and the army. Representatives of the United Mine Workers and the anthracite producers rounded out the group. On the agenda were two items: (1) opposition to conversions from anthracite to alternate fuels by the army anywhere; and (2) a proposal that the army switch from German coke to Pennsylvania anthracite at its European posts. At stake was the potential opportunity to supply some 700,000 tons of solid fuel. The immediate outcome of the meeting was that Paul A. Mulcey, a consulting engineer connected with the Pennsylvania Coal Research Board, was dispatched to West Germany “to inspect and investigate the plants in question to ascertain whether there is any valid reason why Pennsylvania anthracite cannot be used as economically and efficiently as German coke.” As the summer passed, the people of the hard-coal region looked forward eagerly to an arrangement that might entail 318,700 man-days of work, $6,700,000 in wages, $7,700,000 in sales, and all of the multiplier benefits to “bolster the economy of the distressed anthracite producing region.” In anticipation of these benefits, the Bulletin of the Anthracite Institute gratefully recognized the congressmen’s “effective work in bringing about a new appraisal of anthracite” by the army and DoD; it expressed its great appreciation and extended “the industry’s sincere thanks” (“Army Tonnage,” 1961, p. 1).

The scheme was nonpartisan. Senator Clark was a Democrat, Senator Scott, a Republican. Representatives Flood and Walter were Democrats; Scranton and Fenton were Republicans. They had but one thing in common:
Each represented a voting district consisting in part of voters in the hard-coal region. Flood’s Eleventh District was Luzerne County; Walter’s Fifteenth District included Carbon County; Scranton’s Tenth District included Lackawanna County; Fenton’s Twelfth District included Northumberland and Schuylkill counties. Together, they covered virtually all of the hard-coal fields still being worked (Congressional Directory, 1962, pp. 139–41). Together, they packed considerable clout—and got results.

In October, the Pentagon announced that its forces in West Germany would purchase more than 485,000 net tons of Pennsylvania anthracite in the next eight months. The announcement was, according to the Bulletin of the Anthracite Institute, “the most exhilarating news that the industry and the producing region have received in a long time.” The new sales represented an amount equal to about 20 percent of the total production of stove coal and larger sizes. Beyond the benefits to the mining industry, the program promised substantial stimulus to the railroad and supplying industries. Some 8,660 extra carloads would be required to carry the European-bound shipments to tidewater piers, giving rise to some $118,000 in wages for railroad employees per anthracite working day. The beneficiaries were encouraged by getting the program going even though the army had already contracted for a portion of its fuel supplies in Germany earlier in the fiscal year. It seemed “not unreasonable to anticipate” that the Pennsylvanians would be in a “much more favorable position to obtain an even greater tonnage in the year beginning July 1, 1962” (“Impact of the Army Tonnage,” 1961, p. 2; “Ten Solid Trainloads of Anthracite Per Day,” 1961, p. 1).

Indeed, they would be, because a government program is an easy thing to start, but a hard thing to stop. Besides, this particular program could be clothed in a variety of plausible public interest rhetoric. It was said to express President John F. Kennedy’s interest in improving the nation’s balance of payments, raising the gross national product, aiding economically distressed regions, and decreasing unemployment. The only losers seemed to be the German coke suppliers, “who need no help at this point.” In April 1962, the Bulletin concluded: “This government business has done so much to further the President’s stated national objectives and coincidentally bolster the local economy, that it is clearly in the best interests of all parties that it not only be continued, but expanded for the year starting July 1st” (“Renewal of the Army Export Contract,” 1962, p.1).

And so it was. In July 1962, the DoD announced that it would award contracts to anthracite firms for about 500,000 net tons for shipment to West Germany. This time, ten firms shared the business and, with the benefits more widely spread, a deeper entrenchment of the program was ensured. Jobs, of course, would appear to be created. The contracts represented about 21 percent of annual production of stove coal and larger sizes and would require a minimum of two and a quarter weeks of union production. In addition, supply, service, and transport firms and their workers would gain. Some 120 more railroad workers would be needed to get the coal to
ocean ports, where U.S. flag vessels and their crews would begin to get their share. Everybody seemed to be better off. Not a word was spoken about the additional government outlays needed to conduct the program. Thereafter, it was extended year after year as a matter of course.

By the late 1960s, however, the Pentagon had wearied of this coals-to-Newcastle scheme. Military authorities proposed conversions of the aging, inefficient, and labor-intensive anthracite furnaces in Europe to more modern designs using alternate fuels, usually oil. They expected thereby to save more than $20 million a year. But the DoD’s requests for budget authority to convert the furnaces got nowhere in Congress. The proposal repeatedly failed to clear the Defense Appropriations Subcommittee of the House. Year after year, the mighty Pentagon met defeat at the hands of a single congressman. The defense officials should not be faulted too much, however, because their opponent was “the best congressman” (Stubbing, 1986, p. 100; Crile, 1975, p. 63).

THE BEST CONGRESSMAN: DAN FLOOD

Everyone agreed that Daniel J. Flood, the Democratic representative of the Eleventh District of Pennsylvania, was the best congressman. Most important, his constituents agreed. They elected him to Congress first in 1944 and—except in 1946 and 1952, when the Republicans enjoyed nationwide triumphs—reelected him at every election through 1978. Once, running unopposed in 1970, he received 97 percent of the vote. After he had entrenched himself, in the 1960s and 1970s, Flood routinely won by a large margin even when opposed. For 16 terms, he served as the “guardian angel” of the people of his district. He was an ombudsman, a father, a priest, an employment bureau, an entertainer, a fixer, and occasionally a savior. He was, in the words of one adoring constituent, “the next closest thing to God” (Crile, 1975, p. 61; “Flood, Daniel J[ohn],” 1979, p. 134).

Flood had what political scientists call a consummate “home style.” He understood the people of his district, and he knew what they wanted from him. His constituents—predominately members of white ethnic groups descended from hard-pressed immigrant miners, long isolated by occupation, ethnicity, and geographical remoteness from the mainstream of national political life—had little interest in matters beyond their Appalachian province. “Local, not national or international, issues mattered most to people. Voters wanted to know what a candidate could do for them—for their family, for their town, for their region of the country. The politician who did not understand this concern simply did not get elected.” Flood understood.

Fundamental to the power of this congressman, who “wield[ed] his power ruthlessly to channel untold millions of federal dollars into his district,” were seniority, advantageous subcommittee memberships, and rank. By the 1960s, he had become the second-ranking Democrat on the Defense Appropriations Subcommittee. In 1967, he became chairman of the Labor
and Health, Education, and Welfare Appropriations Subcommittee. In these two positions, he boasted, he was “identified with three-fourths of the whole federal budget. You can imagine what that means.” Spelling out his strategic advantages for reporter George Crile in 1974, Flood explained: “You get to be known, and while you don’t threaten anyone—they are very understanding people and very human. . . . It’s very technical and I use all of these opportunities, advantages, seniority, and all of this stuff for the purpose of helping whatever is left of the goddamn anthracite coal industry.” With his subcommittee positions and rank, Flood had a lot to trade. His congressional colleagues appreciated the potential for gains from trade. Said House Speaker Carl Albert (D-Okla.), “Flood’s in a position to accommodate a lot of members.”

And accommodate he did. Flood was as popular with his fellow members of Congress as he was with his constituents in the Eleventh District. As Representative Joe Waggonner of Louisiana put it, Flood was “a Congressman’s Congressman.” Representative Tom Steed of Oklahoma echoed Waggonner’s appraisal: “It’s true that I do more for Dan Flood than I do for other members of Congress. It’s because Dan Flood can do more for me than other members of Congress.” Flood became a horse trader supreme. His IOUs were distributed “throughout the power structure of the House, hitting every region and committee, and extending to both parties.” He viewed a plea for help from a colleague as “an opportunity rather than a burden.” If he needed to be paid back, as when in 1972 the Susquehanna River flooded much of Wilkes-Barre and other places in his district, he could say to his colleagues, “Now look, goddamn it, I’ve taken care of you before, now you get in line.” And they did.

When the Army proposed conversion of its European furnaces from anthracite to oil in the late 1960s, Flood used his strategic position on the Defense Appropriations Subcommittee to block the budget authority required for the conversion. “Hell, yes, I stopped it,” he bragged to Crile. “I did it by twisting arms and hammering heads. I’d break a few arms if I had to.” The former boxer was hyperbolic, as usual. In truth, he possessed far more effective means of getting his way than physical prowess. In 1972, he gave the anthracite industry’s captive military market even stronger protection by adding to the Defense Appropriation Act for fiscal year 1973 the following limitation rider: “None of the funds available to the Department of Defense shall be utilized for the conversion of heating plants from coal to oil at defense facilities in Europe.”22 Thereafter, the same provision—two-and-a-half innocuous-looking lines tucked obscurely into a bill with hundreds of complex sections—reappeared year after year. The U.S. Army, therefore, was stuck with its anthracite furnaces and had to continue buying, transporting, storing, and handling the hard coal to fuel them.

Over time, the anthracite program was costing the DoD—which is to say, the taxpayers—hundreds of millions of dollars in excessive heating costs. Why, a writer asked Flood, did the defense authorities let him get away with his costly obstruction? “They can’t be blamed,” he answered.
“After all, here’s Flood, a nice fellow, and he’s got a great reputation for being for defense appropriations—bang, bang, bang, and all that. Jesus Christ, suppose you were one of those goddamn generals or secretaries or deputy secretaries. What are you going to do? Jeopardize the Army materiel command with a son of a bitch like that for a couple of million dollars, for a couple of tons of coal? Bullshit.”23 Obviously, the congressman had the military authorities over a barrel. Having more important projects to promote and fund, they did not consider it worthwhile to antagonize a powerful member of the Defense Appropriations Subcommittee in order to save a few hundred million dollars consumed by his favorite boondoggle.

Flood eventually met defeat, not at the hands of his constituents, who loved him to the end, but in federal court, where he was charged in the late 1970s with a variety of offenses, including perjury, conspiracy, and acceptance of bribes. In a plea bargain struck in February 1980, he was found guilty of conspiracy to violate federal campaign laws. In consideration of his old age and ill health, he was given a suspended sentence and placed on a year’s probation. He resigned his congressional seat on January 31, 1980 (Orlofsky, 1979, pp. 239–40, 500, 685; “Flood, Daniel J[ohn],” 1979, p. 134; Orlofsky, 1981, p. 190).

THE SECOND-BEST CONGRESSMAN: JOE MCDADE

Joseph M. McDade is a dull man, in appearance, speech, and behavior the very opposite of Dapper Dan Flood. But politically, McDade has much in common with Flood, who represented an adjacent congressional district and with whom he worked amiably for almost two decades in the service of the anthracite region in general and the hard-coal industry in particular. Serving in his thirteenth term, McDade was the senior member of the Pennsylvania delegation. Though a Republican, he enjoyed the support of organized labor. His appeal was to members of both parties. Avoiding strong partisan and ideological positions, he had never received less than 60 percent of the vote since 1966. He was “a model casework congressman, the kind who sometimes seems to function as little more than an ambassador for his district” (Naughton, 1987, pp. C1–C2; Barone and Ujifusa, 1985, pp. 1167–8; Barone and Ujifusa, 1987, pp. 1031–2; Ehrenhalt, 1981, pp. 1043–5).

Given his seniority, what was most conspicuous about McDade was his inconspicuousness. But lack of publicity had not kept him from cultivating influence with congressional colleagues. “He is one of those guys who is very effective by learning the ropes and being a nice guy,” said Representative Morris Udall of Arizona. “I don’t know anybody who doesn’t like him.” According to Representative Don Young of Alaska, “He has the ability to put together packages that are acceptable to every man.” Unknown to the public outside the anthracite region, he made a deeper impression on his colleagues. Representative Jack Murtha of Pennsylvania said that “it would be difficult to have much more influence” than McDade had.”
Like Flood, McDade built his congressional career on seniority, committee membership, and rank—all employed in the cause of ample casework and generous infusions of particularistic benefits for the homefolks. He was, as one political guidebook puts it, “a creature of the Appropriations Committee” (Ehrenhalt, 1981, p. 1043). In 1985, he gave up his position as ranking minority member of the Interior Appropriations Subcommittee, where he “always fought for the interests of coal,” to become the ranking Republican on the Defense Appropriations Subcommittee. Like Flood, he “[wasn’t] bashful about funneling funds to General Dynamics and other Pentagon contractors with plants in his district”; nor was he “shy about shovelling federal money into the anthracite country or protecting the interests of coal.”

So, even after Flood had left the scene, that same limitation rider, forbidding conversions of European base furnaces from coal to oil, kept appearing in the defense appropriations bill, year after year. After all, the Eleventh District, like all the others, “[wanted] a piece of the military-industrial complex to call its own.”

With 25 years of experience in pork barrel politics, McDade expressed no shame about his sponsorship of the anthracite boondoggle. “I guarantee you,” he proudly told the New York Times, “that if we weren’t burning [anthracite] coal in Europe we wouldn’t be burning it anywhere. This is a way to keep the industry alive.” To clothe this domestic welfare program in a thin garment of military rationality, some supporters alleged that, in its absence, the German bases would be vulnerable to energy blackmail because of European dependence on Soviet natural gas or Persian Gulf oil and the possibility of terrorist attacks on the pipeline system. The argument is pathetic, and can be exploded by a moment’s reflection. U.S. Army officials rejected it, maintaining that district heat or oil-fired systems presented no greater security risk than coal-fired plants. Still, McDade was happy to trot out the discredited security argument. “I’ll be doggoned if I’ll tell the people that they’re going to heat their bases with Russian gas,” said the mock-patriotic congressman. “It’s not unseemly to ask that United States coal be burned on a United States base.”

In late December 1982, McDade and other congressional friends of coal added to the Defense Appropriation Act for fiscal year 1983 the following rider: “None of the funds available to the Department of Defense during the current fiscal year shall be used by the Secretary of the military department to purchase coal or coke from foreign nations for use at United States defense facilities in Europe when coal from the United States is available” (96 Stat. 1833 [1982] at 1863). The provision gave added assurance that the hard-coal industry would retain its captive military market.

DIPLOMACY AND ECONOMY VERSUS THE PORK BARREL

While Congress played games with taxpayers’ money, a diplomatic confrontation was steadily building in Germany. At its root were the old anthracite furnaces on U.S. bases. The furnaces caused a lot of air pollution...
in a heavily industrialized area that was already subject to severe air pollution. Damage to German forests accelerated rapidly in the early 1980s; by 1985, nearly half of the trees had been affected. The Germans reacted by imposing stringent antipollution standards, including requirements that existing boilers be retrofitted with scrubbers and, in some areas, that no coal be burned, regardless of the equipment. According to the DoD’s 1985 energy management plan, “German officials at all levels are unalterably opposed to the use of coal (any kind, from any country) where connection to a local district heating system is an available alternative. . . . The Department of Defense is becoming increasingly unable to comply with congressional direction on U.S. coal use in Europe and German law.” The Pentagon found itself, in the words of Jeffrey Jones, Acting Director for Energy Policy, “pinned between U.S. law and German law.”

In a letter surveying the problem, General Scott B. Smith, the Deputy Chief of Staff, Engineer, for the U.S. Army in Europe, cited a study that estimated that the army could save about $500 million over a 25-year life cycle of its heating equipment if congressional restrictions on conversions were removed. Further, removal of the restrictions “would greatly enhance the image of the U.S. Army in the eyes of the German government and its citizens.” Smith noted that “good relations with Host Nations are our greatest assurance of gaining their support for the fielding of new weapons systems, the construction of new facilities, and the needed cooperation in realizing other common aims.” High-level diplomatic communications underscored the seriousness of the irritation of German-American relations. The German Minister of Finance wrote Secretary of State George Shultz to point out “the importance of the heating issue for maintaining the good relations between the forces and the local population.” And the German ambassador, Gunther van Well, wrote Senator Barry M. Goldwater, chairman of the Senate Armed Services Committee, seeking support for legislation to drop congressional restrictions on conversion of European furnaces.

Faced with the excessive costs of continuing to operate the anthracite furnaces, including the prospect of some $385 million of additional defense budget outlays just to bring them into compliance with German environmental regulations, and the growing diplomatic flap with German authorities, Congress took action—and made the problem even worse.

The Defense Appropriations Act for fiscal year 1985, passed by Congress in October 1984, included the standard restriction on conversions of European furnaces from coal to oil; it also carried forward the requirement, first enacted in 1982, that all coal used on European bases be U.S. coal. Still open, however, was the alternative being pressed by the Germans that the bases switch to district heating, tapping into networks of surplus heat produced by nearby factories, mills, and utilities. Ever vigilant, Representative McDade slammed shut that door, too. Just before the defense appropriations bill left the House Appropriations Committee in September 1984, McDade attached an amendment providing that “none of the funds available for Defense
installations in Europe shall be used for the consolidation or conversion of
heating facilities to district heating distribution systems in Europe.”

The DoD, already engaged in negotiations with several local authori-
ties in Germany for just such conversions, protested the committee’s ac-
tion. In response, the Senate Appropriations Committee conceded “that
those facilities identified by the Department of the Army as of September
24, 1984, as being in advanced stages of negotiations shall be exempt from
such provision upon written notification to the Committees on Appropri-
tions of the House of Representatives and the Senate from the Department
justifying the conversion for each facility.” Offsetting its slight concession,
however, the Senate committee directed the Army to purchase an addi-
tional 520,000 metric tons of U.S. coal to build a one-year “strategic reserve”
in Europe. These reserves, according to General Smith, were “not needed.”
The Senate provision, subsequently enacted by Congress, would simply
add to existing, already sufficient reserves at a cost of $63 million to $75
million, with a cost of more than $17 million for transport alone. But the
sponsor, Pennsylvania’s Republican Senator Arlen Specter, was delighted
to announce the action and to characterize it as “good news for the anthra-
cite coal fields.”

Every Pentagon protest, every diplomatic difficulty, every additional
extraction from the taxpayer’s pocketbooks seemed only to whet the
congressmen’s appetite for more pork. McDade, as always, had “worked
closely with the anthracite industry.” Specter, facing a close race in 1986,
began to play a more prominent role in the diversion of defense funds to
the anthracite region. In appreciation, the National Coal Association and
its political action committee (Coalpac) designated him a priority candi-
date and contributed $2,000 to his campaign, out of a total of $15,750 given
to all Senate candidates between January 1985 and June 1986 (“Coals to
Newcastle,” 1985, p. 12; “Coalpac Supports Candidates in Four Key Sen-
ate Races,” 1986, p. 13). Political action committees sponsored by indi-
vidual coal companies and the United Mine Workers made additional
contributions. McDade, as expected, and Specter, with relief, easily won
reelection in 1986.

A cynic might well have viewed the campaign contributions from the coal
interests as a naked payoff for actions taken in Congress in 1985, when the
boondoggle reached its height. That year, seeking to escape from the unten-
able position in which conflicting German and American laws had placed
it, the DoD proposed a “Solomonic compromise.” In a letter dated August
30, 1985, the Assistant Secretary of Defense for Acquisition and Logistics
proposed to the Senate Defense Appropriations Subcommittee that in ex-
change for a lifting of the restrictions on furnace conversions in Europe, the
department would increase the use of coal for heating its bases in the contin-
ental United States. Coal purchases would be increased—indeed, more than
doubled—by 1.6 million short tons (including at least 300,000 tons of anthra-
cite) by fiscal year 1994 (Gruson, 1986, p. 26; “Defense Department Wants
to Stop Buying U.S. Coal,” 1986, p. 17; Copulos, 1986, pp. 1, 4; Congressional Record 132 [8 August 1986] p. S10844). When the conferees finished their reconciliations and the Defense Appropriations Act for fiscal year 1986 finally became law on December 19, 1985, it was the best Christmas present ever for the coal interests. It continued all of the previous restrictions on DoD energy use in Europe: no coal-to-oil conversions, no use of foreign coal, and no conversions to district heating, except at those bases the army had identified as of April 11, 1985, as being in advanced stages of negotiation and at Bad Kissingen (99 Stat. 1185 [1985] at 1205, 1207, 1210, 1214). So the DoD’s proposed deal had fallen through. But Congress did accept part of the proposal, the pork barrel part: It mandated increased use of coal on bases in the continental United States. To implement an amendment sponsored by Senator Robert C. Byrd of West Virginia, funds were provided to pay for conversion of furnaces on domestic bases from gas or oil to coal. Section 8110 of the act reads:

> Of the funds available in the Army Industrial Fund, $25,000,000 shall be available to be used to implement immediately, or to transfer to another appropriation account in this Act to be used to implement immediately, the program proposed by the Department in its letter of August 30, 1985, from the Assistant Secretary of Defense for Acquisition and Logistics, to rehabilitate and convert current steam generating plants at defense facilities in the United States to coal burning facilities in order to achieve a coal consumption target of 1,600,000 short tons of coal per year above current consumption levels at Department of Defense facilities in the United States by fiscal year 1994; Provided, That anthracite or bituminous coal shall be the source of energy at such installations; Provided further, That during the implementation of this proposal, the amount of anthracite coal purchased by the Department shall remain at least at the current annual purchase level, 302,000 short tons. (99 Stat. 1185 [1985] at 1222)

For the first time, a statute had actually prescribed a minimum tonnage of hard coal that the Pentagon must buy—it was micromanagement with a vengeance.

This legislation anticipated the conversion of heating systems to use coal at 37 installations in the continental United States. Estimates of the costs of the conversion varied widely, from about $1.4 billion, according to the DoD, to as much as $5 billion, according to analyst Milton R. Copulos, director of energy studies at the Heritage Foundation (Copulos, 1986, p. 6). Copulos placed the congressional coal scheme “among the most astounding examples of parochialism,” but he noted, with reference to the military authorities, that “no one wants to get the people [in Congress] who write your budget mad.” Congressman William E. Dannemeyer of California’s Thirty-Ninth District—an Orange County district conspicuously short of coal mines—expressed outrage at the program. “It’s a joke,” he declared, “a terrible, sad example of pork barrel politics”; but it exemplified “how our political process works.”31
It was either too good (for coal-state members of Congress and their privileged constituents) or too bad (for everyone else) to last. With the Pentagon still caught in the middle and with gas-state representatives in Congress bringing pressure to preserve gas sales to military bases in the continental United States, the scheme had to be altered; and in 1986, it was.32

Along the way, a revealing debate took place in the Senate.

In early August, as the senators were laboring through days of lengthy sessions to consider scores of proposed amendments to the defense authorization bill, Specter offered an amendment cosponsored by fellow Pennsylvania Republican John Heinz, Byrd and John D. Rockefeller of West Virginia, and Paul S. Trible of Virginia. The amendment called essentially for reenactment of the provision passed in 1985, requiring the DoD to implement the plan to increase its coal consumption by 1.6 million tons, including at least 300,000 tons of anthracite, in the continental United States by fiscal year 1994, by converting furnaces. Speaking in support of the measure, Specter, who faced an uncertain election just three months away, underscored the supposed lessons of the 1973 Arab oil embargo and the dangers of dependence on foreign energy materials. He stressed the importance of supporting domestic energy sources. By adopting his amendment, the Senate could continue its “commitment to the American coal industry” and ensure that “the U.S. coal producers, railroads, maritime industry, and our Nation’s security will not be jeopardized.”

Heinz then spoke in support of the amendment, noting that it was “the result of years of discussions and planning by the Defense Authorizing and Appropriations Committees in both Chambers.” He expressed “deep reservations” about letting the DoD off the hook in Europe and worried that the military authorities might manage their energy use to the detriment of the coal industry. “The amendment,” he declared, “would guarantee a livelihood to some 2,000 to 3,000 coal miners in Pennsylvania” and, by the by, avoid grave repercussions for national security “that can not be underestimated.” Byrd spoke briefly in support of the amendment, explaining that it would ensure that “there will be no misunderstanding or faltering by the Defense Department in the pursuit of this program in fiscal year 1987” (Congressional Record 132 [8 August 1986], pp. S10842–S10843).

Senator Strom Thurmond of South Carolina, the floor manager of the bill under debate, explained that Specter’s amendment should be viewed in the context of other provisions of the bill approved by his subcommittee. At long last, the Armed Services Committee had approved conversion of heating plants at defense facilities in Europe “from coal to district heat or gas or oil whenever it is cost effective or required by the host nation.” This would allow savings of $20 million to $40 million in operating costs and preclude the necessity of installing antipollution devices, at a cost of $385 million, to comply with German environmental regulations. Acknowledging the political swap being made, Thurmond characterized Specter’s amendment as part of “an orderly transition from using coal in Europe to
using coal in the United States.” His committee, having considered the new coal requirements, was “willing to make that concession in order to get the big plan approved.”

At that point, Senator Phil Gramm of Texas interjected some sour notes. He did not intend to oppose Specter’s amendment, he said, because it was “a step in the right direction.” But he reminded his colleagues that “in the name of domestic politics, we have literally been carrying coals to Newcastle . . . . It is absolutely absurd policy which cheats the taxpayer and creates tremendous problems with our allies.” The compromise being proposed “may be an improvement, but it is plain wrong as far as foreign policy and defense are concerned.” He called it “an absolute outrage” that ought to be stopped, and he promised that in the future he would not compromise on the issue. Senator Ted Stevens of Alaska agreed. He noted the opportunity cost of the coal program: “We are now buying more coal than we need,” and such purchases divert dollars from buying airplanes, research, and other things required for national defense. “This is an entitlement,” he concluded. “Let us make sure everyone understands” (Congressional Record 132 [8 August 1986], p. S10843). No doubt everyone did. Specter’s amendment was adopted by a voice vote (Congressional Record 132 [8 August 1986], p. S10846).

Later that day, when the Senate was debating another defense boondoggle—to use strategic stockpiling to create a de facto domestic subsidy—Senator Gramm reflected on what the Senate had done earlier with respect to coal:

Why did we do that? We did it because of the logrolling buddy system that somebody wanted to do something to help their region. It was only the taxpayer paying for it, so we all looked the other way. We created international problems with the Germans by forcing the burning of high-sulfur coal when they had low-sulfur coal. We created the absurdity of paying a higher price for coal, then paying huge transportation costs and coming over and burning it on the very site that we could have bought cheaper coal with no transportation cost and lower sulfur. And we did that because the Congress was micromanaging resources and we had political logrolling going on. (Congressional Record 132 [8 August 1986], p. S10865)

No one denied the charge.

Ultimately, Specter’s amendment was enacted as section 9099 of the 1987 Defense Appropriation Act, passed in October 1986. The section called for the 1.6 million tons (including at least 300,000 tons of anthracite) to be added to DoD purchases by fiscal year 1994, but provided that the fuel used in any new or converted heating system be the most cost-effective. Again, to make certain that anthracite kept its captive market during the transition, the law stipulated that the DoD buy at least 300,000 short tons of anthracite during fiscal year 1987 (100 Stat. 3341–83 [1986] at 3341–117 and 3341–118).

The 1987 Defense Authorization Act, passed in November 1986, consolidated the existing statutes regarding coal requirements on military bases and revised the U.S. Code (10 U.S.C., sec. 2690). The act stipulated that new
heating systems use the most cost-effective fuel. Further, military departments were forbidden to convert heating sources unless they determined that the conversion is either required by the host country or is cost-effective over the life cycle of the equipment. Departments must submit notification of conversions to Congress and wait 30 days before proceeding. Older, conflicting provisions were repealed (100 Stat. 3816 [1986] at 3971–72).

STILL NOT THE END

Late in 1986, press reports indicated that the Pentagon would stop shipping U.S. coal to Europe in 1987 (“U.S. Bases in Europe to Stop Using Pa. Coal,” 1986; “Pentagon Stops Shipping Coal to Overseas Bases,” 1986). The reports were incorrect. At the end of 1987, the DoD was still buying U.S. coal, including anthracite, for shipment to its European facilities. Several hundred conversions to district heat had been made—with large savings expected in life cycle costs—but American forces in Europe maintained hundreds of installations where such conversions were, for various technical and economic reasons, not feasible. The air force, in particular, because of the remoteness of its bases from cities, had few opportunities to connect to district heating systems. European stockpiles of coal were being drawn down, and shipments from the United States were being reduced. But projections made by the General Accounting Office in August 1987 showed that, in 1991, U.S. coal, including some anthracite, would still be used to heat U.S. bases in Europe. Congress had not repealed the requirement that all coal used by U.S. forces in Europe be U.S. coal, nor was it likely to do so.

In fact, section 8038 of the 1988 Defense Appropriations Act, wrapped into the omnibus Continuing Appropriations Resolution passed in December 1987, reenacted the requirement that the DoD use only U.S. coal “when available” (101 Stat. 1329–44 [1987] at 1329–69). The act also prohibited conversion of the DoD’s European heating plants from coal to oil, natural gas, or district heating, except as provided in 10 U.S.C. 2690 (101 Stat. 1329–44 at 1329–63, 1329–65, and 1329–85). (As indicated earlier, this section allows a conversion when it is either required by the host country or is shown to be cost-effective over the life cycle of the equipment, provided that Congress receives a 30–day notice.) These sections of the latest defense appropriations act, along with the reports of insiders, show that industry and congressional supporters of the boondoggle remained active.

So when the Wall Street Journal reported on April 5, 1988, that, this year, for the first time since the early 1960s, the Pentagon would ship no anthracite to Germany, one had reason to be suspicious (Wessel, 1988). The report, of course, was not quite accurate. According to Jeffrey Jones, the DoD’s director of energy policies, some anthracite might be, or might already have been, shipped to Europe in 1988. The Pentagon was attempting to minimize the shipments and planned to feed its European anthracite furnaces from stockpiles already built up in Germany in amounts sufficient to last
more than four years. But with or without the shipments, the DoD’s anthracite problem would continue.

The source of the problem should come as no surprise. Tucked into the DoD’s 1988 appropriations act, the one folded into the massive omnibus spending bill passed in a mad rush just before Christmas 1987, situated comfortably within a long list of limitation riders, is section 8113, which directs the DoD to achieve a rate of domestic coal consumption of 1.6 million tons by fiscal year 1994, including 300,000 tons of anthracite, and to purchase during fiscal year 1988 at least 300,000 tons of anthracite (101 Stat. 1329–44 at 1329–82). This provision was not in the House version of the bill. It appeared when Senator Stevens, the subcommittee chairman, as part of a deal with Pennsylvania’s Heinz and Specter, added it to the Senate’s bill as it passed through the Defense Appropriations Subcommittee. Once that deal was made, the big deed itself was effectively done, because the whole Senate never voted on the DoD Appropriations Act as such. There were no floor amendments. The whole Senate approved the measure only as part of the gigantic “Christmas tree” spending resolution of December 22. One would be hard pressed to find a better example of the “hidden ball trick.”

So the Pentagon was again purchasing anthracite coal it did not need and did not want, at a cost of more than $20 million per year, for the plain purpose of buying a few votes for a few members of Congress. The Pentagon planned to store the hard coal as close to its source as possible, to save at least some transportation costs, building a pile 20 feet deep over 45 acres in northeastern Pennsylvania, a place already blighted by slag heaps and other scars of its mining past. Senator Gramm said that the whole thing was “plain wrong,” but he did not represent the hard-coal constituency. Senator Specter made no apologies. “It is true that this coal is being stockpiled,” he admitted, “but it will be used.” Politically speaking, it already had been, and so had the American taxpayers.
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NOTES
3. Frank E. Smith (D-Miss.), as quoted in Mayhew (1974, p. 16). See also Representative Carl Vinson’s advice to a new congressman, as quoted in Reed (1984, pp. 234). For a clever test of the influence of ideology on defense voting in the Senate, see Nelson and Silberberg (1987). On the question of self-interest versus
ideology and most other matters discussed in this section, I am indebted to James Lindsay (1987, 1988, and 1990).


7. Fiorina (1977, p. 43); see also U.S. Senate (1985, pp. 570–80, 603–5); Reed (1984, pp. 240–41); and Lindsay (1987) for details on committee jurisdictions and power struggles in relation to defense.


10. Wright, as quoted in Davidson and Oleszek (1985, p. 362).


13. Gross (1953, p. 209). See also Mayhew (1974, p. 114), U.S. Senate (1985, pp. 588–89), and Weida and Gertcher (1987, p. 25). The omnibus spending bill for fiscal year 1988 was signed by President Reagan on December 22, 1987. It included the defense appropriation, had more than 2,000 pages, and appropriated more than $600 billion. Senator Daniel Evans (R-Wash.) recently wrote that on the evening of December 22, 1987, “I was speaking in the Senate about the impossibility of even knowing what we were about to vote on when the doors opened and a messenger from the House entered carrying a large cardboard box containing the 2,100-page bill. As he approached the presiding officer, the shouts of ‘Vote! Vote!’ forced me to end my remarks, and in less than half an hour the Senate had adopted a $604 billion budget that not one senator had fully read. Weeks later, we were still discovering special little provisos that members of the Appropriations Committee had inserted into the bill” (Evans 1988, p. 50; see also p. 91). One of those “little provisos” had to do with anthracite coal; see my concluding section below.


20. Quotations from Crile (1975, pp. 64–65) and Flood (1979, p. 133).
22. Flood, as quoted in Crile (1975, p. 63); 86 Stat. 1184 (1972) at 1203.
23. Flood, as quoted in Crile (1975, p. 63).

One wonders whether McDade’s 1985 move to the Defense Appropriations Subcommittee had anything to do with his receipt of $26,700 from the political action committees of the 20 top defense firms in support of his 1984 campaign. See Parry (1985). Announcing his intention to seek a 14th term, McDade boasted that his current term “may have been his most successful in bringing jobs and economic growth” to his district (“McDade Announces Bid for 14th Term,” 1988).


29. For the letters, see Congressional Record 132 (8 August 1986, pp. S10844–S10845).


33. Congressional Record 132 (8 August 1986, p. S10843). It has become increasingly popular for members of Congress to introduce floor amendments to defense authorization bills; by 1985, more than 100 were introduced in each chamber. See U.S. Senate (1985, pp. 589, 601, 610). As the Senate report (p. 601) points out, “This poses a dilemma for the floor managers. Fighting superfluous amendments would prolong the debate and add to its contentiousness. It is much easier to modify amendments to make them relatively benign and accept them on the floor, rather than fight them. This establishes a pattern, however, of yielding to almost any member’s wishes for the sake of expediency in securing adoption of the bill.” See also Lindsay (1988, p. 64).


35. Author’s interviews of Jeffrey Jones, 17 November 1987 and 18 April 1988; author’s interview of a member of Representative McDade’s staff, 17 November 1987.
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Hard Coals Make Bad Law: Congressional Parochialism versus National Defense


Airplanes the Pentagon Didn’t Want, but Congress Did

With regard to spending for national defense, we are accustomed to regarding some people as “hawks” and others as “doves.” These birds disagree sharply in their answers to the question, “How much defense spending is enough?” In the 1980s, a new bird, the “cheap hawk,” began to be sighted with growing frequency. This one wants a strong defense, may or may not want more spending for the military, but definitely wants more bang for the buck. He worries about weapons that don’t work as they are supposed to and about spending for purposes that deliver less military punch than other programs that are sacrificed in the budget process.

The advent of the cheap hawk pushed the defense budget debate beyond the old question of how much is enough and brought to the forefront the more important question of how we should spend whatever amount is available. Obviously, the nation’s security is not promoted simply by spending money under the heading of defense.

Unfortunately, a great deal of the budget is eaten up by items that masquerade as defense but actually make little or no contribution to national security. Many of these spending programs are, in effect, welfare programs—not for inner-city dwellers, homeless people, or other unfortunates, but welfare nonetheless.

In contriving and delivering this pseudo-defense largesse, another common defense bird enters the picture. Though informed bird watchers all know about this one, it has yet to receive an accepted name. I propose to call it the “pork-hawk.”

In Congress, the pork-hawk may appear to be a hawk, a dove, or a cheap hawk. You can’t tell by the plumage or the call. You have to check its nesting habits. You can generally identify it by its tendency to lie down very close to constituents and political action committees and by its constant twittering about reelection. If you observe its behavior in the defense field, you’ll find it pecking away at the tiniest details. The pork-hawk thrives on micromanaging the defense program, stipulating not only how much will be spent for certain broad defense purposes, but also how much will be spent for each of the several thousand line items in the annual defense budget and exactly how the Pentagon must manage that spending.

This chapter is reprinted (here in revised form) with permission from the June 1989 (Vol. 21, No. 2) issue of Reason. Copyright © 1989, The Reason Foundation.
THE A-7 STRETCH-OUT

The habits of the pork-hawk can be observed, for example, in the history of the A-7. This subsonic attack plane, produced by the Vought Corporation and first used in the late 1960s by both the navy and the air force for close air support, was an effective weapon in its day. By the mid-1970s, however, Pentagon planners considered it obsolescent. The navy wanted to start acquiring the F/A-18, and the air force, the F-16. In the late 1970s and early 1980s, the air national guard was the only military service that wanted any more A-7s, and even the guard wanted only the two-seat trainer.

Nevertheless, Congress continued to fund the program for years. Why? Because Dallas-based Vought, the air national guard, and the powerful Texas congressional delegation demanded it. Such a three-sided coalition is aptly described by political scientists as an “iron triangle.” The Texas delegation is one of the largest and most cohesive in Congress. At the time, it included the venerable George Mahon, a Democrat, who chaired the House Defense Appropriations Subcommittee for three decades, before retiring in 1979, and Republican Senator John Tower, a senior member of the Armed Services Committee and its chairman in the early 1980s. Whereas some senators are known to favor one weapon or another, one service or another, Tower was said simply to “favor Texas” (Liske and Rundquist, 1974, pp. 39–47, 76, 87). Of course, the Texans always claimed that the A-7 still had substantial military value.

The purity of the coalition’s motives was put to a test in the House of Representatives in July 1981. Representative Toby Moffett (D-Conn.) offered an amendment to the authorization bill that would switch funds from A-7s to more modern F-16s for the air national guard. The beauty of the proposal was that the guard would get its planes, better ones at that; it would get more planes, because thirteen F-16s, coming from a big production run, could be purchased for the same price as twelve A-7s from a small production run; and to top it off, the F-16 was also manufactured in Texas.

It was a deal that no one could refuse—unless, of course, the real issue was the fortunes of Vought and its congressional allies. Sure enough, the Texas delegation opposed the amendment, concerned that keeping Vought going had more political value than giving a bit more business to General Dynamics, which produced the F-16 at a Texas plant. Vought’s friends in Congress were joined by the guard, which was intent on fulfilling its plans for acquiring the A-7K two-seat trainer. (Several sources, including Defense Secretary Harold Brown, alleged that the guard wanted the A-7Ks because its commanders were too old to fly high-performance aircraft by themselves [U.S. House of Representatives, Defense Appropriations Subcommittee, 1980, p. 585]). Moffett’s amendment went down on a vote of 148–268.

Without doubt, the A-7s that were funded in fiscal years 1978–81 resulted from congressional micromanagement. (Arguably, many of the planes bought earlier also sprang from this source.) Altogether, the Pentagon got
fifty-six aircraft that it did not want—twenty-four A-7Es for the navy and thirty-two A-7Ks for the air national guard (Keller, 1981, pp. 1280–1).

Many defense commentators tend to dismiss such congressional micromanagement as “small potatoes.” They admit that many members of Congress, especially the chairmen and the senior members of key defense and appropriations committees, make their little grabs and carry the loot back to the home folks to buy votes. These experts believe, however, that the real action, the truly massive waste and mismanagement in the defense budget, lies elsewhere—in the millions that Litton Industries overcharged the Pentagon for military electronics products, for example, or in the several billion dollars required to fix the poorly performing B-1 bomber.

Yet, the A-7s procured by the pork-hawks cost the taxpayers hundreds of millions of dollars. Although it is difficult to identify the costs specifically attributable to adding the fifty-six unwanted planes to the inventory, it appears, from scattered information presented by the services to congressional committees, that the total cost was approximately $575 million—equivalent to nearly three times that much in 2006 dollars. Because those aircraft crowded out more effective weapons, their net contribution to the nation’s military might was actually negative. One can hardly say that such waste is small potatoes.

THE RISE OF CONGRESSIONAL DEFENSE MICROMANAGEMENT

Congressional micromanagement of the defense program, on the increase since the early 1970s, burgeoned in the 1980s. Within Congress, its sources included growing committee rivalries, fragmented power, and proliferating staff. The momentous shifts of the political landscape associated with the Vietnam War and the Watergate scandal added impetus to the growth of micromanagement. By diminishing the prestige of the military establishment and the executive office of the president, those forces gave rise to a more assertive and resourceful legislative branch. In the new environment, the pork-hawk soared.

Congressional micromanagement reveals itself in various forms. One is the requirement that the Pentagon take specific actions. Once, for example, Congress ordered the Department of Defense (DoD) to double its purchases from minority suppliers during the next year. On another occasion, Congress dictated how many European-made subsystems to include in the U.S. version of the Roland missile—not less than 350. At various times, Congress prohibited the Pentagon from developing a second source for M-1 tank engines, ordered the air force to maintain air transport that it didn’t want at McChord Air Force Base, and banned the army’s proposed relocation of helicopter maintenance from Pennsylvania to Texas. In several different years, it directed the DoD to purchase 300,000 tons of expensive anthracite coal—produced in Pennsylvania—for shipment to bases in Europe (Higgs, 1988, pp. 79–106). The variety of such actions makes them impossible to summarize, but without doubt, they increased tremendously.
In 1970, Congress required eighty-two specific actions; in 1976, 304; and in 1987, 807.1

An even more important development than specific mandates was Congress’s mounting compulsion to adjust the line items of the defense budget—such as appropriating funds for the fifty-six A-7s that the Pentagon didn’t want. Again, 1970 provides a base year for comparison. In that year, Congress made 830 adds or cuts to line items in authorization and appropriations acts. By 1976, the number had climbed to 1,254, and in 1987, Congress micromanaged 3,422 line items.2

This form of congressional involvement in the details of the defense budget doesn’t just add to spending. It can also undermine effective management at the DoD, the armed forces, and the contractors. Interconnected parts of the budget are thrown out of proper relation to one another. For example, Congress directs the Pentagon to buy additional M-1 tanks, but not more of the support vehicles that are needed to operate them; or additional aircraft carriers, but not more of the naval aircraft that use them. It slashes the ammunition budget in order to buy more guns. It stretches out the planned purchases of F-14s, and therefore Grumman’s production lines are no longer used at an optimal rate. Such juggling of the budget makes effective planning nearly impossible.

Although most of the micromanagement takes place in the armed services committees and the defense appropriations subcommittees, activity on the floor of the House and the Senate also escalated. Before 1969, the House usually considered only a handful of amendments to the authorization bill, and the Senate, none at all. By 1985, each house was considering more than a hundred amendments and spending more than a week debating the bill. Many of the amendments were position-taking actions on broad policy matters, such as nuclear weapons or arms control, but a look at the legislative history of the authorization bill for any recent year reveals that many of the amendments amount to pure micromanagement.

The pork-hawk flies over the entire defense field, including research and development and the procurement of major weapons systems. However, even if we look only at pork barreling in the “soft underbelly”—the construction, operations, and maintenance accounts—huge amounts of spending are at stake and up for congressional grabs.

Former Senator Barry Goldwater (R-Ariz.), one of the few recent members of Congress to speak frankly, was not afraid to take aim at the pork-hawk. He was uncommonly well informed about the military, and shortly after his retirement from the Senate in 1987, he wrote an article for Armed Forces Journal International blasting Congress for promoting “instability, inefficiency, delay, and confusion.” He pointed to “the increasing number of legislators who want to play ‘pork barrel’ politics with the defense budget,” and he warned that “their patronage appetites continue to grow” (“Overdose of Oversight and Lawless Legislating,” 1987, pp. 54, 56).

Even Senator Goldwater, however, had an ambiguous record. His role in another pork-hawk case illustrates that ambiguity.
THE A-10 STRETCH-OUT

The story of the A-10, another subsonic attack plane, resembles the story of the A-7 in important respects. After buying some 700 A-10s in the late 1970s and early 1980s, the air force decided that acquiring more of them was less important than purchasing other weapons, especially F-16s, which were adaptable to the same close air support mission, but capable of effective battlefield air interdiction as well. Of course, people with a stake in continued production of the A-10 fought to keep it going. The large New York delegation and its powerful committee heads—Democrat Joseph Addabbo, Chairman of the House Defense Appropriations Subcommittee from 1979 to 1986, and Democrat Samuel Stratton, Chairman of the House Armed Services Committee’s Subcommittee on Procurement—intervened to stretch out the procurement program. It was, observed journalist Hedrick Smith, “a case study in protecting pork for the home folks” (Smith, 1988, p. 178).

Addabbo, who represented a Queens district, was certainly no hawk, but he was manifestly a pork-hawk. Although he opposed many programs pushed by the Pentagon, he invariably promoted military installations and contractors, especially Grumman and Fairchild, located in or near his district. A New York Times reporter described him as “a champion of Long Island military projects,” and fellow congressman George J. Hochbrueckner, also a Democrat, praised Addabbo as “the big savior of Long Island” (Markoff, 1988). When Hedrick Smith questioned Addabbo about the apparent inconsistency of his dovishness and his support for military pork-barrel projects, he shrugged and responded, “Why not build them in your own area, the same as everyone else does?”

For a while, Goldwater, a senior member of the Armed Services Committee, gave the A-10 strong support, but in 1982, he abruptly turned against further acquisitions. Addressing air force witnesses at a hearing, he made an extraordinary statement. “I know what you are up against,” he told the generals. “You have the parochial problem of Massachusetts, New York, Pennsylvania, and Maryland, all wanting to keep that A-10 going just like they bought A-7s to keep Texas happy.” Goldwater, however, now thought that the time had come to just say no. “I know most of you [in the air force] think you don’t need them, but you come over here to tell us you do need them just to keep some people [in Congress] happy” (U.S. Senate, Armed Services Committee, 1982, pp. 2594–6).

Ultimately, Goldwater did use his influence to shut down the A-10 line, which received no procurement funding after 1982, despite the determined efforts of the New Yorkers and their allies, but the A-10 program staggered to its demise in a way that reflected credit on no one.

Through 1980, the program was defensible. It allocated resources to an important and neglected military mission. It was, in defense analyst Richard Stubbing’s words, “a rare managerial success—coming in close to cost and performing as well as promised” (Stubbing, 1986, p. 142).
The trouble arose when the plane approached the end of its planned production run. Members of Congress and contractors tried to prolong its life, and the stretch-out began. Unit costs soared. In 1980, the air force procured 144 planes for about $6.3 million each. The next year, when procurement fell to sixty planes, the cost jumped to $8.7 million per plane. By 1982, the Pentagon was down to twenty planes, each one costing $10.5 million. Only a modest fraction of the cost escalation reflected inflation. Had the friends of the A-10 succeeded in spending the $357 million appropriated, but, owing in large part to Goldwater’s opposition, not authorized in fiscal 1983, the unit cost would have been almost $18 million—for an airplane that a committee of military men believed could be replaced with a better attack plane that could be produced for less than $3 million.

Although the administration’s budgetary shifts and the gamesmanship of the air force contributed to the debacle, certain members of Congress deserve much of the blame. Addabbo, Republican Senator Alfonse D’Amato, and others in the New York coalition hardly bothered to conceal their attempt to turn the A-10 into a pure make-work program, but Goldwater’s actions also raise questions. In 1982, he was remarkably frank about the parochialism involved in prolonging acquisitions, but his own behavior had been erratic, swinging from emphatic support in 1981 to ridicule in 1983—a switch that lacked a compelling military rationale and seemed capricious.

THE T-46 DEBACLE

Whatever else one might say about the A-7 and A-10 programs, the planes did have some military utility. The same could not be said about the T-46 trainer aircraft program, which consumed several hundred million dollars and then sank in an ignominious denouement that featured contractor incompetence and congressional parochialism. After the T-46’s supporters had taken extraordinary measures to salvage the program even though it was manifestly not worth saving, a congressional compromise finally terminated it. Altogether, the T-46 line had brought forth only two prototypes and a single production-model aircraft.

Did the termination signify that lawmakers had spared the taxpayers some wasteful military spending? Not exactly, because the fix was itself a monument to congressional parochialism. The cure was only a little better than the disease.

The air force awarded the T-46 development contract to Fairchild in 1982, but the program never really got going. In 1985, air force examiners found that approximately 40 percent of the hardware was defective, and company inspectors were passing 24 percent of the defective items. Fairchild’s costs were running 80 percent above budget, and the project had fallen behind schedule. The examiners rated the company unsatisfactory in all eight areas of management and contract compliance that they

The air force expressed its displeasure by halving its progress payments to Fairchild and by asking Cessna how much the company would charge to upgrade the existing trainer fleet of T-37s. Under increasing pressure to restrain spending, the air force recommended that the T-46 be dropped from the service’s five-year budget plan or, alternatively, that the program be switched to another contractor. Congressional friends of the T-46 swung into action.

Not surprisingly, its chief proponents were the New Yorkers, especially Representative Thomas Downey, a Democrat, whose district included Fairchild’s plant on Long Island, where various military projects were winding down and thereby threatening to wipe out “the vast majority of the 3600 jobs”—and a corresponding number of votes (Congressional Record 132 [October 17, 1986], p. S16602; Smith, 1988, p. 178; “New York Legislators Ask for Fairchild Reprieve,” 1985, p. 18; Power in Congress, 1987, p. 71). Production of the T-46 would provide continued employment.

Downey exemplified the dove as pork-hawk. Like his colleague Addabbo, he often opposed the Pentagon’s favored projects, but he never failed to support military programs promising jobs and income for his constituents. A paradigmatic “casework congressman,” Downey was willing to ignore the national interest and to forget his ideology when it clashed with the demands of politically active constituents. Although the T-46 eventually went down, it went down with Downey fighting for it all the way.

On October 16, 1986, congressional conflict over the T-46 program came to a remarkable climax in the Senate. The coalition there included the two New York senators, the two Maryland senators (Fairchild had a facility at Hagerstown, Maryland), and Democratic Senator Dennis DeConcini of Arizona, where the Garrett Corporation was to build T-46 engines. Besides these five, each of whom had a transparent parochial interest in preserving the troubled trainer, only a handful of senators supported keeping the program alive. A few can often prevail, however, especially in the Senate, where the rules allow even a single member to perform miracles of obstruction that induce others to fall into line. Leading the opposition to the T-46 were Senator Goldwater and Senator Robert Dole, acting on this occasion as the senator from (Wichita-based) Cessna.

Goldwater fired the first shot, offering an amendment to prohibit spending money for the T-46 either from funds previously appropriated but withheld by the air force or from funds under debate for 1987. Opponents let loose a procedural barrage. The amendment also faced the impatience of senators who had no particular interest in it but just wanted to pass a spending resolution. The latest of four stopgap funding resolutions that had carried the government into the 1987 fiscal year would expire at midnight, and unless new appropriations were made, the gov-
ernment would have to shut down all nonessential activities and send its employees home.

In a last-ditch effort to save the T-46, Senator D’Amato, New York Democratic Senator Patrick Moynihan, and Senator DeConcini waged a filibuster lasting almost twenty-four hours, and the government did shut down. Federal workers were sent home on October 17 (Wehr, 1986, pp. 2584–5). It was estimated, at the time, that such shutdowns cost the government—that is, the taxpayers—some $60 million a day.

Finally, the staffs in the cloakroom arrived at a compromise. It provided that no 1987 money be spent on the T-46 and that the previously appropriated funds could be drawn on to pay for a “fly-off” in which the T-46, the T-37, and any other suitable trainers would compete for the air force’s contract (Congressional Record 132 [October 17, 1986], p. S16603). This gave the T-46 a faint hope of survival.

The air force subsequently appealed to Congress to release it from the fly-off requirement. Staging such a competition made no sense when the service no longer planned to procure a new generation of trainers in the next five years. In March 1987, the air force and Fairchild announced that they had reached an agreement whereby the service would cap its payments to the company at $159 million, approximately what had been paid already, and Fairchild would terminate its T-46 line. To cut its losses, Fairchild would close the Long Island plant. “A very black day for Long Island,” lamented Downey, “a human tragedy of the first order” (Carrington, 1986; Goodman 1987, p. 56; May 1987, pp. 1, 39).

In the spring of 1987, the Senate did release the air force from the obligation to conduct the fly-off, and this action survived in the final defense bill for 1988–89. The pork-hawks had extracted a price for their agreement, however: A total of $300 million, previously appropriated but not spent, for the T-46 was reallocated to navy aircraft programs—the EA-6B, the A-6, and the E-2C—all the business of the Grumman Corporation on Long Island. As a House source told Armed Forces Journal International, “The New York delegation is not concerned about the competition. What they were concerned about is what happened to the [T-46] money” (Ganley, 1987, p. 8).

What should we make of the T-46 story? The program was stopped, a lot of money was saved, and the air force was rescued from acquiring an airplane that it did not want. Still, several hundred million dollars went down the drain, including the costs of the government shutdown when the T-46 coalition’s filibuster held up passage of a funding act for the entire federal government. In the end, $300 million was reallocated from air force to navy aircraft in a fashion that, from a military standpoint, can only be called arbitrary and capricious.

Of course, the reallocation made perfect political sense, which is precisely the point. The whole story illustrates how different and conflicting are the dictates of congressional politics and the dictates of a sensible, economical national defense program.
IT'S TREACHERY, BUT NOBODY MINDS

Wise men say that complaining about Congress is as futile as complaining about the weather. For as long as anyone can remember, members of Congress have been plundering the public to finance the largesse that they trade for reelection. By now, they have nearly perfected their system, as almost all incumbents who seek reelection are reelected, especially in the House. We are talking about a ruling class that approximates a self-perpetuating group about as closely as one can imagine in a democracy. So, perhaps nothing can be done about the mismanagement and waste that attend congressional micromanagement of the defense program.

Some commentators have gone so far as to argue that we should be happy with the system as it is. After all, the guns do shoot some of the time. We do enjoy some national security. Moreover, given the institutional realities, it is impossible to imagine a reform that would improve on the existing system, because the reformers would face the same incentives and constraints that got us where we are now. Reforms could only make the situation worse (Lee, 1990, pp. 22–36). Maybe the pessimists are right. Their arguments are certainly weighty. My hunch, however, is that a slight chance exists to alleviate the ills associated with congressional micromanagement of defense.

A necessary condition for pork-barrel defense procurement is acceptance—by members of Congress and by the informed public—of what amounts to treachery. Members of Congress, with only a few exceptions, routinely betray the public’s trust. In pursuit of their very private interest in reelection, they sell out the national defense of the United States. They know that they are doing it; their colleagues know that they are doing it; and the public, if it pays any attention at all, knows that they are doing it. Yet, everyone accepts it.

When opinion leaders, and hence the public, start to view these acts of treachery as acts of treachery rather than as politics as usual, the incentives will change for members of Congress. They are sensitive to public opinion; they will not continue to act as they do when people view their actions as intolerably reprehensible and treat the guilty parties accordingly.

What I am contemplating would amount to ideological change on a fairly wide scale, so it is hardly likely, but ideological changes have occurred in the past, and they may occur again. Until they do, however, Congress will go on micromanaging the defense program for parochial purposes, and the resulting waste will continue. Doves and hawks will coo and shriek, while the pork-hawks bring home the bacon at taxpayer expense.

NOTES

2. Figures from Department of Defense, Office of the Controller, as printed in Lindsay (1988, p. 61).
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Do big defense contractors earn greater returns than other companies? The question has long been controversial, and despite numerous studies, the issue has remained unsettled (Gansler, 1989, pp. 253–4; Rogerson, 1989, pp. 1290–1). Most of the studies have been made by interested parties—the armed services or the Department of Defense. Some of the studies fail to meet professional standards; others are patently tendentious. But even the studies published in professional journals disagree widely.

The disagreement is hardly surprising, because the various studies are not comparable. They have considered different groups of firms and different periods, and they have employed different measures of profitability.

There are two basic types of profitability measure: accounting rate of return and stock market rate of return. Most previous studies have examined some variant of the accounting rate of return. In this case, one calculates net income (annual revenues minus annual costs) as a percentage of a book value of capital invested. Return on investment (ROI) and return on assets (ROA), which we define later, are the most common measures of this type, although reports of return on equity or some other accounting measure are not uncommon.

Unfortunately, various problems associated with accounting data, such as differences between book values and market values, render accounting measures of profitability highly suspect. In the view of some analysts (Fisher and McGowan, 1983), accounting rates of return are virtually worthless as indexes of economic profitability, in any event. Studies comparing returns for the defense business and the commercial business within firms have had to contend with additional intractable accounting problems: attribution of common costs to the different portions of a firm’s operations, as noted by Willis Greer and Shu Liao (1986, p. 1261), and “certain [intrafirm] externalities of defense business,” as noted by Douglas Bohi (1973, pp. 722–3).

One study, by George Stigler and Claire Friedland (1971), sidestepped these accounting complications and considered a large group of leading
defense contractors over an extended period. Stigler and Friedland’s approach was to compute the total market rate of return (MRET) to investors owning stock in the firms (that is, annual dividends paid to shareholders plus stock price appreciation, the sum being divided by the initial value of the stock and the quotient expressed as a percentage). Note that whereas accounting rates of return, such as ROI and ROA, are measures of the profitability of the firm, MRET is a measure of profitability to the shareholder of the firm. There is no necessary relation between the accounting returns and the market returns in a particular year. Consider, for example, a firm that had an extraordinarily large ROI in 1980. If investors in 1979 had expected that impending profitability, they would have bid up the price of the stock in anticipation, and as a result, the MRET of shareholders would have increased for 1979, but not for 1980.

Stigler and Friedland calculated shareholders’ MRET for a set of top defense contracting companies and compared this return over two periods, 1948–61 and 1958–68, with the comparable return to investors in all companies listed on the New York Stock Exchange. They found that during the first period, the defense firms outperformed the market by a large margin, and during the second period, the difference was negative or positive, depending on whether the investor held stock in the defense firms that were ranked high in defense contracting as of the beginning of the period or in the defense firms that were ranked high in defense contracting as of the end of the period.

Controversy over the profitability of defense contractors has continued to flare from time to time, but no one has updated the Stigler-Friedland study for the 1970s and 1980s. To do so is our principal objective in this chapter. For completeness, we also present findings for two accounting measures of firm profitability, ROI and ROA, which are often discussed, notwithstanding their potential flaws, in the literature of business and defense economics. Like Stigler and Friedland, however, we focused our analysis on the stock market rates of return. We also evaluated whether relatively greater firm dependence on defense was associated with greater stock market returns to investors and whether the risks borne by defense investors differed from those borne by investors in other companies. Finally, we computed the cumulative market return to investors in leading defense firms over a long period and compared it with the cumulative return to investors in the overall stock market.

COMPANIES ANALYZED AND DATA

For each fiscal year, the Department of Defense publishes a list of the 100 companies receiving the largest dollar volume of prime contract awards. Our procedure for selecting the “top” defense contractors was to accept the rankings on this list. It should be noted that prime contract awards are not the same as income from defense sales in the same year. Prime contract awards often give rise to sales revenues stretching over a period of
years. Also, many prime defense contractors receive defense dollars indirectly, by acting as subcontractors, and some defense sales are concealed in a secret “black budget.” Despite these qualifications, it is not unreasonable to use the published list of prime contractors to identify the firms that tend to do the most business with the Department of Defense. Stigler and Friedland, as well as many other investigators, used this approach. Besides, no alternative ranking exists, because many companies do not ordinarily report their defense and nondefense sales separately.

To gauge the financial performance of the leading defense contractors, we employed data provided to us by Standard & Poor’s Computstat for the period 1970–89. We have adjusted the data so that each company’s performance is shown on a calendar-year basis, even though its fiscal year may be different. The Computstat data have some gaps, usually because firms disappeared in mergers. If gaps existed in the data for a period that we were analyzing, we reported the arithmetic average performance for the firms that remained in the specified group. Also, our analysis included only publicly traded U.S. corporations. The few top contractors that are foreign, are not publicly traded, or are not-for-profit institutions were excluded.

FINDINGS ON FINANCIAL PERFORMANCE

To assess the average financial performance of the top defense companies, we present in table 9-1 our findings for companies ranked among the top fifty and the top ten prime contractors. The figures are arithmetic averages of annual values for the periods indicated. Findings for the 1970s, the 1980s, and the two decades combined, are given separately. Findings are presented for three different measures of financial performance: return on investment (ROI), return on assets (ROA), and total market return (MRET). Return on investment is defined as net after-tax income, as a percentage of the sum of long-term debt, preferred and common stock, and minority interest, all as evaluated by the accountants. Return on assets is defined as net after-tax income as a percentage of total assets, again as evaluated by the accountants. Note that, by accounting conventions, assets are valued at book values rather than market values, and any government-owned equipment or buildings used by the firm (not uncommon in the defense industry) are not counted among the firm’s assets. Total market return is defined as the sum of the year’s capital gain or loss (the December closing price of a company’s shares minus the previous year’s December closing price) and the year’s dividends per share, divided by the previous year’s December closing price of the shares, with the quotient being multiplied by 100 to express a percentage rate of return. MRET is the annual percentage increase of the wealth of a shareholder who holds the stock for the duration of the year. We use the Standard & Poor’s 500 stocks as our comparative standard, which we call the overall market, or simply, “the market.”
Table 9-1 Average financial performance of top defense contracting companies, 1970–1989

<table>
<thead>
<tr>
<th>Performance period and firm group</th>
<th>Performance Measure (% per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROI</td>
</tr>
<tr>
<td>1970–1979</td>
<td></td>
</tr>
<tr>
<td>1969 top 50 contractors</td>
<td>7.71</td>
</tr>
<tr>
<td>1969 top 10 contractors</td>
<td>8.27</td>
</tr>
<tr>
<td>1979 top 50 contractors</td>
<td>8.50</td>
</tr>
<tr>
<td>1979 top 10 contractors</td>
<td>7.49</td>
</tr>
<tr>
<td>Standard &amp; Poor’s 500</td>
<td>8.23</td>
</tr>
<tr>
<td>1980–1989</td>
<td></td>
</tr>
<tr>
<td>1979 top 50 contractors</td>
<td>9.19</td>
</tr>
<tr>
<td>1979 top 10 contractors</td>
<td>12.13</td>
</tr>
<tr>
<td>1989 top 50 contractors</td>
<td>10.20</td>
</tr>
<tr>
<td>1989 top 10 contractors</td>
<td>12.88</td>
</tr>
<tr>
<td>Standard &amp; Poor’s 500</td>
<td>7.68</td>
</tr>
<tr>
<td>1970–1989</td>
<td></td>
</tr>
<tr>
<td>1979 top 50 contractors</td>
<td>8.85</td>
</tr>
<tr>
<td>1979 top 50 contractors (D/S &gt; 5%)*</td>
<td>9.51</td>
</tr>
<tr>
<td>1979 top 10 contractors</td>
<td>9.81</td>
</tr>
<tr>
<td>1979 top 10 contractors (D/S &gt; 5%)*</td>
<td>10.14</td>
</tr>
<tr>
<td>Standard &amp; Poor’s 500</td>
<td>7.96</td>
</tr>
</tbody>
</table>

*(D/S > 5%) denotes firms for which prime defense contract awards (average for 1981–1983) divided by sales in 1983 exceeds 5%.

Note: ROI is the firm’s average return on investment; ROA is the firm’s average return on assets; MRET is average stock market return to stockholders of the firms. For full accounting descriptions of how these rates of return are measured, see text.

Source: Computed from basic financial data supplied by Standard & Poor’s Compustat, Inc.

Like Stigler and Friedland, we present two sets of findings for each decade. Thus, one can see whether an investor, knowing only which companies rank high in defense business at the beginning of the decade, would have done better or worse than an investor with the foresight to predict which companies would rank high in defense business at the end of the decade.

In the bottom third of the table, we present comparisons for the entire period 1970–89 between the 1979 top fifty contractors as a whole and the top fifty contractors minus the firms for which prime defense contracts (1981–83 average) equaled less than 5 percent of total sales in 1983. The dates used for this division of the firms reflect the availability of data compiled for these dates by Linda Shaw, Jeffrey Knopf, and Kenneth Bertsch.
(1985, pp. 198–9), but the partition would surely be similar for other dates near the middle of the period, because the relative dependence of the top contractors on defense business normally changes little from year to year.

For the 1970s, the top defense contractors performed about the same as the market in terms of ROI, somewhat better than the market in terms of ROA, and much better than the market in term of MRET. On the last measure, the poorest performing contractor group in the table had 1.71 times the average annual MRET of the market, and the best performing group had 2.62 times the average annual MRET of the market. The top ten firms showed mixed results relative to the top fifty firms on ROI and ROA, but performed substantially better in terms of MRET, the difference being about 31 to 32 percent.

For the 1980s, the top defense contractors performed substantially better than the market in terms of ROI and ROA, and about equal to the market in terms of MRET. The top ten firms consistently outperformed the top fifty firms on ROI and ROA, although the differences were not great, while the two groups differed little in terms of MRET.

As the bottom third of table 9-1 shows, for the two decades combined, the top defense contractors outperformed the market substantially, by all three measures. The 1979 top fifty firms surpassed the Standard & Poor’s 500 by 11 percent on ROI, 46 percent on ROA, and 30 percent on MRET. For the whole period 1970–89, the top ten firms did slightly better than the top fifty on ROI and MRET and slightly worse on ROA, but in no case was the difference greater than 11 percent. Firms with a relatively high reliance on defense business performed slightly better than the others on five of the six comparisons and slightly worse on the remaining comparison.

Stigler and Friedland reported a significant correlation ($r^2 = 0.295$) between MRET and the ratio of defense to total sales for top contractors in the 1950s, but no such correlation for the 1960s ($r^2 = 0.00008$). Our comparisons from the table for the top fifty contractors show little difference between the average annual MRET in the group with relatively high reliance on defense business (16.72) and the average annual MRET of the entire group (16.24) during the period 1970–89.

As a further, and more exacting, test of this relation, we regressed the average annual MRET (1970–89) on the ratio of defense awards (1981–83 average) to total sales (1983) for the cross-section of the 1979 top fifty contractors. Gaps in the Compustat data reduced the set of companies in this test to 40. The slope coefficient of the regression is 4.08, with a $t$ statistic of 0.82. Thus, the data display a positive relation, but one having virtually no statistical significance ($r^2 = 0.018$).

Inspection of the data shows, however, that a single firm, Ling-Temco-Vought (LTV), was an extreme outlier from the estimated relation and that the empirical relation was nonlinear. If LTV is deleted from the data set and a second-degree polynomial is fitted, the result is:
MRET = 13.04 + 34.63 D/S – 40.65 (D/S)^2  
\[(11.79) \quad (14.78)\]

\[R^2 = 0.19, \ SE = 5.40, \ N = 39\]

where D/S denotes the ratio of defense awards to sales, and the standard errors are shown in parentheses. The equation shows that there was a statistically significant nonlinear relation between the top firms’ relative dependence on defense business and their total market return during the period 1970–89.

Setting the first derivative of the regression equation equal to zero and solving for D/S, one finds a maximum at 0.426. Only seven firms had D/S values of greater than 0.426, namely, Grumman (0.873), General Dynamics (0.816), Todd Shipyards (0.676), McDonnell Douglas (0.665), Lockheed (0.522), Martin Marietta (0.476), and Sanders Associates (0.471). For the shareholders of these firms, the firms’ heavy specialization in the defense sector seems to have been too much of a good thing.

**FINDINGS ON RELATIVE RISK**

The finding that over a period of twenty years, investors in the top defense contractors received a far better total market return than investors in the overall market raises the suspicion that the market returns of the defense firms might have been riskier. Stigler and Friedland assessed the riskiness of the defense contractors in their study by correlating the variability of total sales over time and the defense share of sales. Finding coefficients of determination of 0.337 for 1950–57 and 0.245 for 1958–63, they concluded tentatively that investment in defense contracting companies was riskier. Stigler and Friedland did not compare the riskiness of the contractors as a group with a set of comparable nondefense firms.

To assess the relative riskiness of investment in the defense contractors, we follow the now-standard approach of computing the beta coefficients of the Capital Asset Pricing Model. In this model, \( \beta \), which is a measure of systematic risk (i.e., risk that cannot be diminished by diversification), is defined as the slope coefficient in a time-series regression of a firm’s rate of return on the market rate of return. If a firm’s returns are more (less) variable than market returns, \( \beta \) is greater (less) than one.

We have computed the \( \beta \) values of MRET for the period 1970–89. For the 1979 top fifty contractors, \( \beta \) is 1.25; for the 1979 top fifty firms with relatively high dependence on defense business, it is 1.27; and for the 1979 top ten contractors, it is 1.22. Although the \( \beta \) values all exceed unity, which may have some importance in the eyes of investors, none differs significantly from unity (the market \( \beta \) value, by definition) at any conventional test level: No estimate of \( \beta \) differs from unity by more than 1.314 times the standard error of estimate. Hence, we conclude that investors in the group of defense contractors analyzed here were not subject to significantly
greater risk than investors in the overall market. No risk adjustment is necessary or justifiable in making the comparisons of MRET that we made earlier.

DIFFERENCES IN CUMULATIVE RETURNS

For total market return, the difference between defense investments and the overall market after 1970 arose entirely from the difference during the 1970s; there was virtually no difference during the 1980s alone. From 1970 to 1989, however, an investor who maintained a portfolio of the 1979 top fifty defense firms would have increased the value of his holdings by a multiple of 14.78, versus a market multiple of 8.19 for the Standard & Poor’s 500. By holding only the 1979 top fifty firms with a relatively high dependence on defense business, the investor would have done even better (16.18), and by holding only the 1979 top ten contractors with a relatively high dependence on defense business, better still (19.22).3

By linking the two periods studied by Stigler and Friedland, one can determine the cumulative market return to stockholders of the top defense companies over the period 1948–69. (We extended Stigler and Friedland’s results one year beyond the terminal year of their study, 1968.) We linked the cumulative MRET for their 1950–57 top fifty-four defense contractors over the period 1948–61 (12.573-fold) with the cumulative MRET for their 1969 top forty-eight defense contractors over the period 1961–69 (1.981-fold). For the whole period 1948–69, the cumulative MRET equals 24.9 times the original investment for the defense investors, compared with 16.1 times the original investment for investors in the overall market as proxied (following Stigler and Friedland) by the New York Stock Exchange.

Linking the cumulative returns for Stigler and Friedland’s top contractors during the period 1948–69 with the cumulative returns we have computed for the period 1970–89, one arrives at an overall cumulative multiple of defense MRET for the period 1948–89 of about 331, compared with a cumulative multiple for the overall market, which we proxy by linking the Standard & Poor’s 500, of about 137. Thus, an investor who stubbornly insisted on holding a portfolio of top defense firms over this period of more than four decades would have had at the end a sum about 2.4 times larger than that of an investor of an equal initial amount who held a diversified market portfolio.

CONCLUSIONS

For the period 1970–89 as a whole, by every measure, the top defense firms outperformed the market by a huge margin. On average, the difference ranged from 11 to 27 percent for ROI, from 38 to 50 percent for ROA, and from 30 to 41 percent for MRET, depending on the specific contractor group considered. Given the potential frailties of the accounting rates of return,
we have elected not to inquire deeply into the reasons for their apparent excessiveness, although the defense firms’ subsidized use of government-owned capital is an obvious possible explanation, especially for the defense firms’ extraordinarily high ROA (Gansler, 1980, pp. 88–9; Weida and Gertcher, 1987, pp. 140–2). The elevated MRET of defense investors, however, cannot be denied, and it cries out for an explanation.

The claim that investment in defense companies was riskier than investment in the overall market is not compelling. For the 1950s and 1960s, Stigler and Friedland found only weak evidence of risk differences among the defense contractors themselves and presented no evidence that an investor in the defense contractors as a group bore greater risk than an investor in the overall market. We found that the systematic risk, as measured by $\beta$, borne by an investor in the top contractors as a group did not differ significantly from the risk borne by an investor in the overall market during the 1970s and 1980s.

These findings establish that the financial performance of the leading defense contracting companies was, on the average, much better than that of comparable large corporations during the period 1948–89. The findings do not justify a normative conclusion that the profits of defense contractors were “too high,” particularly in the case of the accounting rates of return (Fisher and McGowan, 1983). By themselves, the findings tell us nothing about why the difference existed, and our efforts (not reported here) to explain the time-series variation of differential MRET during the period 1970–89 have met with limited success. The huge discrepancy in total market return does establish, however, that defense investors, over the long term, were receiving rates of return that were far greater than those of investors in comparably risky nondefense companies. Either (a) the Capital Asset Pricing Model does not capture some relevant risk perceived by investors in defense firms or (b) investors persistently guessed wrong, leaving defense stocks undervalued over very long periods.
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NOTES

1. For devastating criticism of the major study by the Department of Defense, see U.S. General Accounting Office (1986).
3. Performance of the 1989 top firms over the same long period, not reported here, was virtually identical; that of the 1969 top firms was somewhat poorer, but still much better than that of the overall market.
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Public Opinion: A Powerful Predictor of U.S. Defense Spending

Robert Higgs & Anthony Kilduff

Many analysts have tried to explain variations in U.S. defense spending. In a survey article, Robert E. Looney and Stephen L. Mehay (1990) listed nine types of variables believed to have had an influence. They also noted (p. 13) that “single theories have not been particularly accurate in . . . accounting for past spending patterns.” Their own econometric contribution, like those of many other analysts, proceeded on the assumption that domestic economic conditions and the Soviet threat were the important variables explaining changes in military spending. They remarked (p. 33) that several other possible causal factors, including public opinion, are not subject to empirical testing because of deficiencies in the data.

Notwithstanding Looney and Mehay’s observations, many empirical studies in political science have assessed the connection between public opinion and defense spending. Although the political scientists who have studied public opinion have usually concluded that it has played a part in determining the size of the defense budget, they have not defined the public opinion variable operationally in a manner that exploits all of the information contained in the responses to public opinion surveys. Some analysts have used as an operational variable either the percentage of poll respondents favoring increased defense spending or the percentage favoring decreased defense spending (Kriesberg and Klein, 1980; Russett, 1989; Russett, 1990). Others have lost much of the information contained in the survey responses by transforming them into dichotomous variables (Ostrom, 1978; Ostrom and Marra, 1986).

The research findings that we report here show that with a simple statistical model, one can explain a high proportion of the variance of the annual rate of change of U.S. defense outlays from the mid-1960s through the 1980s. Public opinion can be measured in a way that exploits all of the genuine information in the polls, and a single public opinion variable, with
several lags and a proper control, is the only one required for an accurate prediction of annual changes in defense outlays. When this statistical explanation is considered in light of information about how the defense budget process operates, it suggests that defense spending was influenced by the effect of public opinion on both the executive branch and Congress. Notwithstanding the close relationship between public opinion and defense budget decision-making, however, we argue that it would be unwarranted to conclude—a la simple democratic theory—that defense spending policy was simply a case in which “the public got what it wanted.”

MEASURING PUBLIC OPINION

Political scientists and political sociologists have long employed public opinion survey data with sophistication to analyze attitudes, opinions, and ideologies (Bennett, 1980; McClosky and Zaller, 1984; Page and Shapiro, 1992). Defense economists occasionally cite such data (Stubbing, 1986, p. 13; Weida and Gertcher, 1987, p. 78), and one economist has attempted to use the data in estimating demand functions for defense (Hewitt, 1986, p. 480). We shall exploit public opinion data in a new way.

From various published sources and from data supplied to us by the Roper Center for Public Opinion Research and by researchers Thomas Graham and Thomas Hartley at Yale University, we have compiled a total of 193 comparable national surveys, taken from 1949 to 1989, regarding opinion about defense spending.2 We have used the survey information only if the question put to the respondents allowed them the alternatives “spend more” and “spend less” and was specifically about spending, not about whether the armed forces should be enlarged, whether the nation’s defense is adequate, or other matters not explicitly about spending. Although the questions vary slightly in wording, we have used only those that seem identical in substance and devoid of cues that might bias the response (e.g., introductory statements referring to “the president’s plan” or calling attention to the federal deficit). Typical wording is: “There is much discussion as to the amount of money the government in Washington should spend for national defense and military purposes. How do you feel about this? Do you think we are spending too little, too much, or about the right amount?” (Gallup poll, July 1969).

Altogether, 24 different polling organizations generated the evidence that we analyzed, although most of the data came from the large, well-known polling organizations (Gallup, Harris, Roper, NBC, CBS, ABC, and the National Opinion Research Center). All of the polling organizations appear to use similar methods and to produce results with similar degrees of sampling reliability, typically with standard deviations of about 2 percent. Between 1953 and 1965, there were several years without a survey asking a comparable question about defense spending. Because our statistical methods required a continuous series of data, we did not analyze the pre-1965 data. From 1965 onward, there was at least one usable survey each
year; after 1970, there were at least three per year, and often ten or more. When multiple surveys were available, we collapsed the results into a single number by simply averaging. Altogether, the time series on public opinion analyzed here contains information from 181 national surveys.

From the surveys, we have constructed a variable that compresses two responses into one. Our procedure creates an “opinion balance” variable (OPBAL) by subtracting the percentage of respondents favoring less defense spending from the percentage favoring more. For example, if 30 percent of the respondents favor more and 20 percent favor less, the opinion balance has a value of plus 10. In this way, we compress into a single variable all of the survey response information related to the public’s preferences for a change in defense spending.

Notice, however, that the opinion balance variable alone does not capture all of the information in the surveys that is potentially of interest to policymakers. Obviously, particular values of opinion balance can arise in many different ways (e.g., 20 – 10 = 10; 33 – 23 = 10; 51 – 41 = 10). Given a particular level of opinion balance, the “residuum” (OPRES), which contains all those who either favor the existing level of spending or express no opinion, can be a greater or smaller percentage of all respondents. We do not think it serves any purpose to distinguish the two components of the residuum. Many of those who express a preference for the existing level of spending surely do so because they have little information about, or interest in, the matter; hence, in reality, they do not differ from those who explicitly respond with “no opinion.” In any event, whether a respondent actively prefers the existing level of spending or has no opinion, the effect on policy decisions (if any) is the same—preservation of the status quo. However, the effect (if any) of a particular opinion balance can be presumed to vary with the size of the associated residuum: The greater the residuum, the smaller the effect of a given opinion (im)balance on spending decisions, because the residuum encourages policymakers to maintain the status quo.

In statistical models, one can deal with the problem of the residuum simply by including it as a variable, along with the opinion balance variable, in the regression equations. OPRES then serves as a control variable that allows one to interpret the effect of variations of OPBAL in a straightforward manner. OPRES itself has no a priori relation to the rate of change of defense spending; hence, we advise against attempts to interpret the sign or statistical significance of its estimated regression coefficient.

WHAT HAPPENED?

Figure 10-1 shows how the opinion balance (OPBAL) moved from 1965 to 1989. During the first three years of the Vietnam War, the opinion balance remained positive, although it declined by 18 points between 1966 and 1967. The year 1968 witnessed the peak of U.S. engagement in the war as well as the Tet offensive, which occurred early in the year and transformed many former supporters of the war into opponents (Russett and Graham, 1989,
In 1968, the opinion balance plummeted 38 points, to reach minus 33. During the next two years, it fell to even lower levels, with a trough of minus 39 in 1970. (Of course, given the sampling variance, changes of a few points cannot bear much weight.) After 1970, the opinion balance began to increase monotonically, slowly at first, and then more rapidly during the late 1970s. It first achieved a positive value (+7.5) in 1977. At its peak, in 1980, the opinion balance stood at 46.7. It then fell for five years, with a huge drop of more than 45 percentage points in a single year, 1982—surely no statistical artifact. From 1986 to 1988, the balance remained virtually unchanged at about minus 15, roughly where it had been back in 1975, before falling another 10 points in 1989. Scanning the series, one gathers the distinct impression of cyclical change, with a peak in 1966, a trough around 1970, steady increase toward another peak in 1980, and then a quick decline to a low plateau in the second half of the 1980s.

Our defense spending variable is real national defense purchases of goods and services, as measured in the national income and product accounts (U.S. Council of Economic Advisers, 1991, p. 287). This standard measure of defense spending, which is calculated on a calendar-year basis, does not include military pensions, purchases of previously produced assets, or other transfer payments. Because the deflator constructed by the Commerce Department for defense expenditures is problematic in several
respects (Weida and Gertcher, 1987, p. 63; Smith, 1989, pp. 350–1), we used the gross national product deflator to reduce the nominal spending figures to constant 1982 dollars (U.S. Council of Economic Advisers, 1991, p. 290). This deflator is actually more appropriate, in any event, if one thinks of defense spending in terms of its societal opportunity costs, that is, as necessarily entailing sacrifices of generalized national product.

In part because the level of real defense spending was highly autocorrelated during the years under investigation \((r = 0.91\) for the one-year lag; \(r = 0.76\) for the two-year lag), for statistical modeling we employ a transformation, namely, the annual proportional rate of change (OUTLAY GROWTH). Employing this transformation also makes sense theoretically, because it allows us to examine empirically the exact relation at issue, that is, the relation between the intensity of the public’s preference for change in defense spending and the actual rate of change.

The OUTLAY GROWTH series, shown in figure 10–1, also gives one an impression of cyclical movement, although the pattern is not quite as smooth as that of the opinion balance. After reaching the Vietnam War peak in calendar year 1968, real military outlays began to fall. During the next eight years, the annual rate of change varied but remained negative in every year. (Note that the small local growth-rate peak in 1972 was at least partly spurious, reflecting the stringent price controls in effect throughout the year, which caused the reported gross national product deflator to rise by less than the actual rate of inflation, much of which was concealed in 1972 and then revealed in 1973. Correction of the data for this mismeasurement, which is beyond the scope of this chapter, would produce a smoother change of our series between 1971 and 1974.) Between 1973 and 1982, OUTLAY GROWTH rose haltingly but substantially, reaching a peak of 8.4 percent in 1982. It then diminished, finally becoming negative in 1988 and 1989.

Scanning figure 10-1, one suspects that the two series might have some relation. During the period 1969–76, the opinion balance was always negative, as was the annual change of real defense spending. In 1977, when the opinion balance first became positive again, real defense spending increased for the first time since 1968. In 1979 and 1980, both series increased, and in the latter year, the opinion balance reached a maximum. After 1981, however, the opinion balance plummeted, becoming negative again in 1982. The rate of change of defense outlays did not begin its descent until after 1982, and did not become negative until 1988. All in all, there seems to be a connection here, but without a more systematic analysis, one has no way to know whether a causal relation existed and, if so, in which direction it ran.

PREDICTIVE ANTECEDENCE

An obvious statistical technique for examining these questions is Granger causality testing (Freeman, 1983; Kinsella, 1990). Although econometricians have concluded that this technique alone cannot establish the presence of
causality in the substantive sense—that is, exogeneity in a structural model—it can be used to refute claims of exogeneity. To apply a formula stated by Thomas Sargent to the present case, there will exist an equation expressing OUTLAY GROWTH as a one-sided distributed lag of OPBAL, with OPBAL strictly exogenous if, and only if, OUTLAY GROWTH fails to Granger cause OPBAL. So, the absence of Granger causation tells us something, while the presence of Granger causation is merely suggestive. Following David Kinsella (1990, p. 300), we employ Granger causality testing only as “an appropriate first step in structural modeling . . . when theoretically derived restrictions are lacking or when equally persuasive but opposing causal arguments need assessing.” (John Freeman [1983, p. 329] also views Granger causality testing as only a useful first step in model-building.) If the Granger test indicates predictive antecedence in one direction but not the other, then further testing is appropriate, with the postulated exogeneity as indicated by the Granger causality tests.

Contributors to the literature have considered the possibility that the causal relation between public opinion and defense spending might run in either direction (Russett and Graham, 1989, pp. 241–3; Hartley and Russett, 1992). To test for Granger causality running from opinion to spending, we estimated the parameters of an equation in which the rate of change of defense outlays (OUTLAY GROWTH) was regressed on itself lagged once, twice, three times, and four times, as well as on correspondingly lagged OPBAL and OPRES. We then tested the hypothesis that the coefficients of lagged OPBAL are jointly zero—that is, there is no Granger causation running from opinion to the growth rate of spending. We also performed a similar test for Granger causality running from the rate of change of defense spending to the public opinion balance. This test differs in the number of lags employed. The estimated equation also includes the contemporaneous value of OUTLAY GROWTH as well as lagged values.

The two tests yielded different results. In the equation estimated to identify Granger causality running from the rate of change of defense spending to the public opinion balance, the null hypothesis—no Granger causality—cannot be rejected at any customary level of type I error ($F[2,15] = 2.14; p = 0.151$). In contrast, the result of the test for Granger causality running from the opinion balance to the rate of growth of defense spending is consistent with rejection of the null hypothesis at a level of type I error just over 8 percent ($F[4,8] = 3.07; p = 0.083$).

Employing Sargent’s formula again, we conclude from these tests that there probably does exist an equation expressing OUTLAY GROWTH as a one-sided distributed lag of OPBAL with OPBAL strictly exogenous, because the test results indicate that OUTLAY GROWTH probably did not Granger cause OPBAL, but—at a fairly high level of confidence—OPBAL did Granger cause OUTLAY GROWTH. However, Granger causality testing cannot take us beyond this limited conclusion.
THE STRUCTURE OF CAUSATION

Because of the nature of the hypothesis tests associated with the Granger technique (i.e., tests that the coefficients are jointly zero), one cannot identify which lagged value of OPBAL might have been associated, and how much, with changes in the rate of change of real defense spending. To answer these questions, we have estimated several variants of equations in which the dependent variable is OUTLAY GROWTH and the explanatory variable is OPBAL with one or more lags (and each OPBAL with its corresponding lagged OPRES). Three of these estimated equations appear in table 10-1.12

The most remarkable aspect of the results is that these simple equations explain a high proportion of the variance of the dependent variable.13 Using only OPBAL(–1)—that is, one-year-lagged OPBAL (along with the corresponding OPRES)—one accounts for 65 percent of the variance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Equation 1</th>
<th>Equation 2</th>
<th>Equation 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>–0.0743</td>
<td>–0.0474</td>
<td>0.0620</td>
</tr>
<tr>
<td></td>
<td>(–1.4285)</td>
<td>(–0.8490)</td>
<td>(0.8042)</td>
</tr>
<tr>
<td>OPBAL(–1)</td>
<td>0.0023</td>
<td>0.0011</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6.1895)</td>
<td>(2.5592)</td>
<td></td>
</tr>
<tr>
<td>OPBAL(–2)</td>
<td>0.0018</td>
<td>0.0013</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.6229)</td>
<td>(2.1171)</td>
<td></td>
</tr>
<tr>
<td>OPBAL(–3)</td>
<td>–0.0002</td>
<td>–0.0002</td>
<td>–0.3877</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4.6229)</td>
<td>(–0.3877)</td>
</tr>
<tr>
<td>OPBAL(–4)</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.6683</td>
</tr>
<tr>
<td>OPRES(–1)</td>
<td>0.0024</td>
<td>0.0008</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.0934)</td>
<td>(0.8812)</td>
<td></td>
</tr>
<tr>
<td>OPRES(–2)</td>
<td>0.0016</td>
<td>0.0009</td>
<td>1.1234</td>
</tr>
<tr>
<td></td>
<td>(1.2815)</td>
<td>(1.1234)</td>
<td></td>
</tr>
<tr>
<td>OPRES(–3)</td>
<td>0.0010</td>
<td>0.0010</td>
<td>1.1097</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.1097)</td>
<td></td>
</tr>
<tr>
<td>OPRES(–4)</td>
<td>–0.0035</td>
<td>–0.0035</td>
<td>–4.4165</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(–4.4165)</td>
<td></td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.649</td>
<td>0.518</td>
<td>0.889</td>
</tr>
<tr>
<td>Adjusted (R^2)</td>
<td>0.616</td>
<td>0.470</td>
<td>0.815</td>
</tr>
<tr>
<td>SEE</td>
<td>0.040</td>
<td>0.042</td>
<td>0.023</td>
</tr>
<tr>
<td>D-W</td>
<td>1.204</td>
<td>1.514</td>
<td>1.554</td>
</tr>
<tr>
<td>F</td>
<td>19.447</td>
<td>10.471</td>
<td>11.997</td>
</tr>
<tr>
<td>Years predicted</td>
<td>66–89</td>
<td>67–89</td>
<td>69–89</td>
</tr>
</tbody>
</table>

Note: For variables OPBAL(i) and OPRES(i), \(i\) is the number of years the variable is lagged. Parenthetical numbers beneath the regression coefficients are Student’s \(t\) statistics.
Using just OPBAL(–2) instead (along with the corresponding OPRES), one obtains a somewhat lower $R^2$ but still explains more than half of the variance. With four lags of OPBAL entered simultaneously (along with corresponding OPRES variables), one can account for a high proportion of the variance ($R^2 = 0.89$). To achieve such a high degree of statistical explanation of the rate of change of defense spending by using only a single explanatory variable (along with its control) is extraordinary. After all, analysts have attributed changes in defense spending to a large number of variables (Looney and Mehay, 1990; Schneider, 1988). Although our findings, by themselves, do not necessarily refute any claims regarding the causality of other variables, they demonstrate that one can, with considerable precision, account for changes in defense spending from the mid-1960s through the 1980s with reference to public opinion data alone. What are we to make of this remarkable finding?

**INTERPRETATION**

Defense spending in a particular year is the final outcome of a sequence of actions by various institutionally situated actors, who act with greater or lesser influence at various stages of the budget process. The actual change in defense outlays from calendar year $t - 1$ to calendar year $t$ reflects mainly the appropriations legislation enacted by Congress late in calendar year $t - 1$, which sets expenditures for fiscal year $t$. The detailed budget proposals presented to Congress by the president in January of year $t - 1$ were composed within the executive branch during the course of year $t - 2$. Even earlier, armed forces personnel were making plans, with an eye to the future budgetary requirements of research and development for new weapons systems, procurement of existing weapons, changes in force levels and troop deployments, and many other aspects of managing the military establishment.14

Our findings indicate that public opinion in both years $t - 1$ and $t - 2$ affected, more or less equally, the rate of change of real defense outlays in year $t$. This finding would seem to show that public opinion influenced both the executive branch, as it composed its future budget requests during year $t - 2$, and Congress, as it reacted to the proposals, generally cutting the requested amount of funding, to some extent, during year $t - 1$. But one ought to be skeptical of such a simple view of the process. The mere fact of congressional cuts of presidential requests during year $t - 1$, for example, is insufficient to establish that the estimated effect of public opinion during that year reflects solely a congressional response to public preferences at that time. Nor is the existence of a two-year-lagged effect necessarily indicative of simply an executive branch response to public preferences at that time ($t - 2$).

At no time were decisions by one branch of government independent of what was being sought by the other. In reality, the executive branch normally entered into a political arrangement with Congress, whereby each
side could better achieve its important aims. The armed forces got the resources they wanted most urgently, and Congress got political credit for slashing a “bloated” defense request. Building “cut insurance” into the president’s request was the key to this deal. As described by Richard Stubbleing (1986, pp. 96–97), a veteran defense analyst for the Office of Management and Budget, the process worked as follows:

[E]ach year the executive branch anticipates the congressional need to lower defense spending and therefore includes in its request extra funds for removal by the Congress. . . . [I]n the back rooms DoD and congressional staff are working out mutually acceptable lists of reductions which will cause little or no damage to the program DoD really wants to pursue. These “cut insurance” funds can then be slashed from the defense-budget request by the Congress, permitting members to demonstrate their fiscal toughness to their constituents without harming the defense program. Almost all the so-called “cuts” are simply deferred to the next year’s budget, and the overall total is never cut below the minimum level acceptable to the military leadership.

Similarly, the president’s proposal normally omits or underfunds certain items (e.g., equipment for the reserves and national guard). The executive branch makes its proposals with full awareness that Congress will “add on” funding for these items and then take political credit for the supplements with the ostensibly favored constituents.

It would be unwarranted, however, to interpret our findings simply as follows. Indirectly, the mass public decides how the defense budget will be changed, by expressing its preferences to the pollsters. The executive branch, with some preliminary congressional input and provision for “cut insurance,” responds to the polls as it crafts the proposals that it will present to Congress the following January. Afterward, both Congress and the executive branch, jointly responding to the more recent polls, make the mutual (and partly spurious) adjustments that immediately precede the autumn enactment of appropriations legislation. This view, though an improvement over the usual depiction, is nonetheless still unacceptable, because it takes the public’s opinions themselves to be autonomous or spontaneous.

Such autonomy is implausible. In the extreme opposite case, as described by Russett and Graham (1989, p. 257), “policymakers might first form a new opinion and then persuade opinion leaders in the media, who in turn persuade the mass public so that, finally, the very people in government who initiated the change can then ‘respond’ to public opinion.”15 In countless ways, the president and other leading political figures, including those in charge at the Pentagon, try to sway public opinion. One may argue about the extent to which, and the conditions under which, they succeed in molding public opinion. There is substantial evidence, however, that their efforts often have some effect (Ginsberg, 1986; Page and Shapiro, 1992). Hence, one cannot view public opinion as independent of the desires of the very officials toward whom the public’s preferences for governmental actions are directed.
Although surprising at first, the finding that public opinion alone is a powerful predictor of changes in defense spending seems, on reflection, exactly what one ought to have expected. Despite how defense (and other) analysts normally conceive of public opinion—as one element in a long list of commensurable influences (Looney and Mehay, 1990; Schneider, 1988)—public opinion actually stands conceptually on a plane by itself. It is a different kind of variable. Public opinion expresses people’s preferences regarding policy action. Other “causes” that are normally advanced by analysts (domestic economic conditions, perceived foreign threats, and so forth) do not directly determine changes in defense spending; rather, they determine what decision makers and the public prefer with regard to changes in defense spending. Once public opinion has revealed itself in the polls (or in other ways), government officials, especially those immediately concerned with reelection, face a constraint. They must either act in accordance with public opinion or bear the political risk inherent in deviating from it.

There is, however, a way to loosen the constraint. Politicians who, for whatever reason, do not want to act in accordance with public opinion can argue their case. They can try to mold as well as merely react to public opinion. Clearly, a contest for the determination of public opinion goes on ceaselessly, becoming especially active or noticeable from time to time. This contest is at the very heart of the political process. Although certain facts, such as the government deficit or the rate of inflation, cannot be denied, many other “facts,” such as the detailed military capabilities and intentions of potential adversaries, are known—if, indeed, they are known at all—only to members of the national security elite. Given their capacity to control access to important information, defense leaders and insiders have disproportionate ability to mold public opinion. They can also exploit their positions of authority to try to change the meaning or weight that the public attaches to known, indisputable facts. Clearly, however, their power is far from absolute, as shown the large fluctuations of public opinion, and particularly its movement, at times, in a direction obviously disfavored by the national security elite.

Once public opinion has been deflected as much as possible by defense policymakers, whether in Congress or the executive branch, they have substantial incentives to match their defense spending decisions more or less closely with the public’s ultimate preference—hence, the close association reported here. We emphasize, however, that important aspects of the defense budget process are: (1) the status of public opinion as a single proximate cause, incorporating and expressing a variety of more remote determinants of spending decisions, and (2) the ceaseless contest among rival interests, within as well as outside the government, to move public opinion in a desired direction.

CONCLUSION

Public opinion survey responses regarding the desirability of changes in defense spending can be compressed into a single variable, the public
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opinion balance, which, when accompanied by a control variable measuring the proportion of responses in the “residuum” (no opinion or keep the status quo), permits an accurate prediction of subsequent changes in the rate of change of defense outlays from the mid-1960s through the 1980s. In a model with four lags of OPBAL, 89 percent of the variance in OUTLAY GROWTH can be statistically explained. Public opinion lagged one year and public opinion lagged two years had roughly the same influence.

One is not justified, however, in regarding public opinion as entirely autonomous or spontaneous. There occurs a ceaseless contest over the determination of public opinion, and in this contest, defense policymakers, whose preferences may differ from those of the mass public, occupy a powerful position. Hence, even after finding a strong association between OUTLAY GROWTH and lagged OPBAL, we remain uncertain of the extent to which public opinion about defense spending was independent of the desires of government officials and, therefore, may be viewed as an important autonomous determinant of spending decisions. Future modelers and interpreters of defense spending would do well to take into account this more complex and realistic view of defense budget policymaking.

NOTES


2. The authors will provide on request a list of the raw data and their sources.

3. Bishop (1987, p. 229) reports that a status quo option “usually attract[s] a substantial number of people who may be ambivalent about the other alternatives presented to them.” Hartley and Russett (1992, p. 907) remark that “with the problem conceptualized in terms of change, those with no current interest could either fail to express an opinion or simply support the status quo.”

4. Page and Shapiro (1992, p. 233) describe the “Tet-induced drop in the proportion of hawks” as “one of the largest, most abrupt opinion changes” ever measured by opinion surveys.

5. Inspection of the individual surveys shows that the collapse of the opinion balance began well before the end of 1981. Unfortunately, seven of the nine usable polls in 1981 took place during the first four months of the year.

6. The appendix gives the complete series for OPBAL and OPRES.


9. For OUTLAY GROWTH, four lags are optimal in that they minimize Akaike’s final prediction error (FPE) criterion. Given four lags of OUTLAY GROWTH, Akaike’s FPE tends to decline as more lags of OPBAL and OPRES are employed, up to six lags. We cannot use so many lags, however, given our small sample size and the consequent scarcity of degrees of freedom. The use of four lags of OPBAL and OPRES is a reasonable compromise.

10. For OPBAL and OPRES, Akaike’s FPE is minimized by the use of two lags. Given two lags of OPBAL and OPRES, the use of one lag of OUTLAY GROWTH minimizes the FPE.
11. Conceivably, the current rate of change of defense outlays could influence current public opinion concerning the desired rate of change of defense outlays. However, it is quite unlikely that the current public opinion balance could affect the current rate of change of defense outlays, because the latter has been largely predetermined by policymakers during previous years.

12. To test the sensitivity of the estimates to the sample period 1965–89, each of the equations in table 10–1 was estimated for a sample period without the first three years (i.e., 1968–89) and for a sample period without the last three years (i.e., 1965–86). The results are essentially the same as those reported in table 10–1.

13. Because the correlogram of autocorrelation and partial autocorrelations suggests the possibility of a first-order autoregressive error, we also made estimates using the Cochran-Orcutt technique. The results are broadly similar to the OLS results in table 10–1.


15. For an extended argument that something akin to this course of events has become the rule rather than the exception in the politics of modern liberal democracies, see Ginsberg (1986).

16. This restriction of knowledge was especially the case during the Cold War era, when the Soviet Union was an isolated, tightly controlled society, with a very secretive government.

17. For example, in 1987, Secretary of Defense Caspar Weinberger complained that “new weapons can be developed by our adversaries . . . much more rapidly because [in the USSR] there are no funding restraints imposed by public opinion” (Weinberger, 1987, p. 16). For extended discussion of the molding of public opinion by the authorities and the limits of such actions, see Page and Shapiro (1992).
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