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Preface

I once interviewed a man called ‘Tony’ about how he did his job. He worked in a national communications organization and had recently taken up a position as a liaison officer after his previous job as a truck driver. The job required him to liaise between the shopfloor, of which he was a member, and management. His story (later indirectly corroborated by executives) told of secret meetings with management, staged performances at union meetings (throwing chairs etc.), and other extraordinary actions and hidden communications with either the manager or union leaders. His phone bill, which covered long late-night conversations with troubled shopfloor workers about family or work, was astronomical. Tony controlled and managed everything. However, he was paid only for his shopfloor liaison officer job despite having informal responsibility for the efficient running of his unit, the pastoral care of the workers, and the propping up of management. Tony contrived to appear on the side of the union and the shopfloor, and although never appearing to support management (at meetings, he made the manager the butt of jokes), secretly colluded with management in order to bring about productive organizational outcomes. Both sides knew he was a power broker, but it was never spoken about. Tony was an altruist at heart. He saw that someone had to step in and take charge of things and, with little education (he hadn’t even finished high school) and no management experience, he did a terrific job. This was the way things got done in the organization – to avoid strikes, to compensate for an inexperienced and incompetent manager in charge of 120 staff, and to help workers who lived in constant fear of losing their jobs because of it. Furthermore, according to executives, this case was repeated across at least six other units in this national organization.

This is just one example of organizational dysfunction and the coping that took place to keep things going. There are surely a myriad of other cases like this that we all can bring out, stemming from our own work experiences.

Tony taught me a lot. I also began to realize that other people must also know of organizational dysfunction, perhaps derived from a more systematic perspective. As a consequence, the idea for this book emerged.

Organizational dysfunction, then, characterizes a facet of today’s workplace that is often hidden or ignored. While this aspect of organizational life may be evident to insiders, there are few systematic treatments of the dynamics of such dysfunction that capture the complexity of both its insidious nature and its powerful consequences – for employees, families, customers or for the firm as a whole. Our book offers such an examination and more. That is, in a modest way, it is also a testimony to the life of many unsung workplace heroes or heroines who, on a daily basis, must cope with such challenges as inefficiency and incompetence; people suffering from a disorder or a disposition, or the effects of these on people around them; people doing things they have to do and don’t want to do; organizational systems that don’t work well, make work and must be circumvented, and who make it all appear . . . normal!

When approached, authors of international repute enthusiastically embraced the idea of the book. Hardly anyone turned down the opportunity to write a chapter on their
dysfunction topic of choice. These outstanding authors come from diverse backgrounds including clinical psychology, organizational psychology, management and business, entrepreneurship and from consulting. We, as editors, are very grateful for their enthusiasm, generosity and wonderfully interesting and well-written chapters.

Consequently, we believe that the resulting collection of chapters brought together for this volume will be invaluable for a wide variety of readers: researchers from different disciplines – workplace health, psychology, commerce, management. Although we already know a great deal, as is made clear throughout the volume, there are still many issues or applied problems that need further investigation. Similarly, consultants and professionals-in-training will be better prepared to offer high-quality service delivery if they take to heart the many lessons already learned as presented throughout our text. And of course, those responsible for ensuring the effectiveness of work organizations, including managers, supervisors and HR professionals, should gain useful insights on how to improve the design of human resource policy and practices as well as how best to create the kind of progressive workplace culture that most of us desire.

We are grateful to Jo Betteridge of Edward Elgar, our publishers, and to Edward Elgar himself, who loved the idea of the book because of his own experiences! Cary, Richard and I wish to thank them for their assistance. Without it, this book would never have been published.

Janice Langan-Fox
November 2006
This book delves into the ‘underbelly’ of organizations. It’s about subversiveness, counterproductive behaviour, psychological disorders, and nearly every other aspect of an organization that could become dysfunctional. To be sure, organizational dysfunction has always existed in one form or another. Moreover, it is often at the heart of works of fiction or tabloid exposés. However it has only recently become a focus for systematic investigation and a field of research. Thus you, the reader, should find the content of this volume novel, exciting and, we predict, useful. Our treatment of dysfunction is extensive and detailed. The authors of the volume discuss the features of dysfunction – what they are, what they do to an organization, what research has been conducted and what was found. They also describe what happens when ‘toxic issues’ become comfortably bedded down and institutionalized. But then they go on to make recommendations for interventions and improvements. They give us hope for the future.

The book is organized around two themes: ‘Barriers to productive work’ and ‘Managing organizational mayhem’. The first theme explores organizational dysfunction as it concerns individuals, and the second examines broader issues of dysfunction and the effects involving teams, managers and organization-wide systems.

Contributors responded to a broad class of variables related to the ‘dysfunctional organization’. Rate and Sternberg (Chapter 1) address what they see as a crisis of courage in corporate boardrooms. They state that up to two-thirds of people currently in management positions fail and that groups of people collude to overlook the negative actions of colleagues, resulting in a failure of courage. Focusing on behaviours such as intentionality, deliberation, risk, good purpose and personal fear, the authors show that organizations can develop programmes to enhance courageous behaviour.

Adrian Furnham (Chapter 2) examines the pathology of senior managers ‘who create and maintain a toxic culture epitomized by mistrust, dishonesty and lack of equity’. Adrian pursues the idea that many ‘successful’ bosses may have psychopathic, narcissistic and histrionic personality disorders which, although they may sometimes help them in business settings, will eventually result in a dysfunctional workplace for others.

Kyrios, Nedeljkovic, Moulding and Doron (Chapter 3) focus on one disorder, obsessive-compulsive personality disorder (OCPD), which represents a common problem affecting workplace performance. By examining the aetiology, assessment and workplace effects of individuals with OCPD, engagement in work tasks, and their workplace relations, Kyrios et al. reveal that the negative aspects of the disorder can be controlled and managed.

Workplace bullying is one aspect of organizations that is difficult to control and manage. Langan-Fox and Sankey (Chapter 4) explain how the problem emerges, develops and eventually ‘grips’ the life of the victim. The chapter reviews the literature to date, reporting both empirical and theoretical work, and details crucial elements of the organization that facilitate bullying, as well as strategies that can be taken to prevent recurrence.

Glen Kreiner (Chapter 5) depicts how the ‘struggle for self’ emerges in dysfunctional ways in the workplace by examining eight dysfunctions that stem from imbalanced
identity boundaries and suboptimal identification states, and concludes by suggesting ways that can reduce the impact of these dysfunctions.

Shapiro and Von Glinow (Chapter 6) ask the question – what happens when leaders are in fact the disruptive force in their organization? In developing a new theoretical framework that helps illuminate ‘bad leadership’, they convey the dynamics associated with employees’ hierarchical status and how stature is associated with sources of power that enable senior employees to remain in post long past it is appropriate to remove them.

Schabracq and Smit (Chapter 7) ask what good leadership is, and how it relates to ethics and integrity. The authors scrutinize the influence of values in acting as a guideline and control for behaviour at work.

Loss of employee trust in management (Chapter 8) has many negative outcomes for a business. Roger Mayer discusses how multiple workplace dimensions from referents of trust, sources of risk, and past behavioral performance affect employees’ trust in management. Based on classical conditioning, he argues that in severe situations replacing the leader may be the only practical option to restore trust.

Workplace deviance, the subject of Becker and Bennett’s chapter (Chapter 9) is highly costly and unfortunately not much is known about how misbehaviour might be reduced. Various antecedents have been suggested, but the authors believe that one promising route to understanding employees’ social contexts lies in the phenomenon of employee attachment.

Chapter 10 (Burke and McAteer) reports on research into workaholism and long work hours, and found that the old saying, ‘hard work never killed anybody’, was supported. But theirs is not just good news, as they go on to show that it is not ‘how hard you work, but why, and how you work hard that matters’, when it comes to negative consequences.

Cleveland, Lim and Murphy (Chapter 11) identify the characteristics of individuals, organizations and situations that can lead to the success or failure of performance appraisal and feedback systems. In summarizing their review, they conclude that rather than relying on formal systems of appraisal, self-evaluations can prove highly useful, and attempts should be made to improve relationships between supervisors and subordinates.

Anandakumar, Pitsis and Clegg (Chapter 12) illustrate how dysfunctional workplaces are typified by divergence in emotions towards one’s workplace, co-workers and management. Their work in a neo-natal intensive care unit illuminated the importance of managing emotions at work, and the need for management training in people management skills.

Wood, Beckmann and Pavlakis (Chapter 13) discuss the negative side of humour as a manifestation of dysfunctional behaviour. They then go on to relate such forms of humour to such things as failure-producing team cultures and individual censure, including the exclusion of individuals from groups (sometimes referred to as being ‘sent to Coventry’). The authors are concerned that research to date has concentrated all too much on humour as a positive force to the neglect of its potentially dark side, which is more common in organizations.

Joshi, Anand and Henderson (Chapter 14) spotlight four practices: organizational compensation and rewards; organizational structure; ethical codes of conduct; and systems and procedures for handling the discovery of corrupt acts. They explain how these practices can either help induce, or be used to prevent, what they term the ‘normalization’ of corruption.

Brown and Robinson (Chapter 15) believe that eliminating territories at work would not be possible, and even if it were, it would only undermine commitment to the organization.
But protecting territory has certain costs. The authors provide insights on how to harvest the benefits of territoriality without incurring its dysfunction.

Hershcovis and Barling (Chapter 16) review workplace aggression and stress the value of focusing on the relationship between the perpetrator and victim. This is because in their research they have found that the nature of the relationship affects such things as the onset of aggression by perpetrators and how aggression is experienced by victims. Their research also identifies predictors and consequences of aggression, and the constraints that have to be overcome for a thorough examination of the perpetrator/victim relationship.

Managers who are thinking of suing or sacking their employees for theft need first to read Chapter 17 by Tomlinson and Greenberg! They argue that there are many cases where employees guilty of theft are merely 'righting a wrong' and that where a more constructive approach to obtain justice is not available, theft provides an alternative route. The authors elaborate how a key to preventing theft is for managers to understand how employees form perceptions of fairness and then go on to create a workplace culture that people see as just.

Team-based organizational structures are becoming a common feature of the contemporary workplace. The next three chapters clearly demonstrate that this nominally progressive development also can have a dark side. The difficulty of working together as a team is addressed by Sims and Salas (Chapter 18), who argue that it is all too common to undermine team performance through failing to effectively manage a set of key factors, for example team leadership. These authors also outline the characteristics of effective teams.

Johnson and Hollenbeck (Chapter 19) believe it is easier for individuals to learn from their experience than it is for work teams. Consequently teams suffer from motivation and coordination losses that are unique and related conditions that they characterize as involving interpersonal, 'between-minds' information processing. On a more affirmative side, they give us insights into how organizations need to address such challenges if team learning is going to occur.

Judge and LePine (Chapter 20) reflect on the ‘downsides’ of traits generally deemed positive, especially in a team setting. Even a quality thought to be attractive in a person, such as extraversion, has a negative side. For example, extraverts are predisposed to accidents. They also discuss ways in which generally desirable personality traits of team members will have negative effects on team functioning. They conclude with advice on improving our personnel selection systems as a way to address some of these issues.

Grant (Chapter 21) argues that the personality characteristics of managers help determine the development of managerial styles. The author considers ‘adaptive’ and ‘mal-adaptive’ behavioural styles for their impact on the manager, on other employees and on the organization, and presents various interventions that could be considered.

Hisrich and Lutz (Chapter 22) outline how small entrepreneurial firms must tackle the problem of employing good staff in order to succeed, and how this needs to be done in a timely fashion. More importantly, they illustrate how appropriate motivation and compensation systems need to be in place so that mistakes can be avoided.

At a more macro level Worrall, Cooper and Mather (Chapter 23) set out to construct a multidisciplinary, multi-level understanding of workplace stress and organizational dysfunction and to dissect how organizational contexts are changing and filter through to
affect workers’ perceptions and experiences. The authors use a large time-series data set developed out of the Quality of Working Life project, to explore a ‘best of times–worst of times’ theme. Their goal is to help the reader to better understand and manage changes in the workplace so as to reduce the negative consequences that are often observed otherwise.

Anderson and Gasteiger (Chapter 24) write about the pressures promoting innovation in organizations. They point out that what has typically been thought of as a positive set of forces in organizations can also become problematic, and document their disruptive effects on individual creativity and work group innovation. In illuminating such problems, the authors review the empirical and theoretical literature that relates to the ‘dark side’ of innovation.

In the final chapter of this volume Lewicki, Greenberger and Coyne (Chapter 25) explore why subcultures develop and how these subcultures come to fit into the context of the larger organization. They ask whether some organizational cultures are more fertile in cultivating subcultures, and when and where these subcultures come to be labelled as dysfunctional. The authors debate whether it’s actually possible for organizations to use subcultures to enhance themselves and increase adaptability, engagement and trust among organizational members.

Collectively, the 25 chapters touch on critical themes that we think will be highly useful in stimulating ideas for future research in this unusual area of the dysfunctional organization. Happy reading!
PART I

BARRIERS TO
PRODUCTIVE WORK
1 When good people do nothing: a failure of courage

Christopher R. Rate and Robert J. Sternberg

A stark reality haunts the halls of business management – American corporations, among others worldwide, are shaking and suffering from crises of courage. Abraham Maslow (1954), one of the founders of Humanistic Psychology, once spoke of the consequences of people frozen in fear, and of the blunders that follow in fear’s wake: ‘it seems that the necessary thing to do is not to fear mistakes, to plunge in, to do the best that one can, hoping to learn enough from blunders to correct them eventually’. All too often, however, people fail to ‘plunge in’ and ‘learn’. All that remains are the blunders.

A growing body of research indicates that up to two-thirds of people currently in management positions fail (Dotlich and Cairo, 2003; Hughes et al., 2002). Blunders abound. Managers find themselves fired, demoted, or moved to less influential and visible positions, or, in extreme cases, imprisoned (Charan and Colvin, 1999; Hughes et al., 2002; Lomardo et al., 1988). For example, one of the largest business scandals (Enron Corp.) in US history came to a close as former CEOs Kenneth Lay and Jeffrey Skilling were convicted on 25 counts of conspiracy and fraud. Their convictions carry sentences of up to 45 years and 185 years in prison, respectively (‘Enron’s Lay and Skilling Found Guilty’, 2006).

How does derailment of this magnitude happen? Individuals in these management positions (such as Lay and Skilling) are almost always highly intelligent, well-educated, savvy and highly experienced business people with proven, successful track records. It is paradoxical that leaders like these orchestrated spectacular blunders and scandals – fiascos that led to several major US corporate collapses – Adelphia, Arthur Andersen, Global Crossing, HealthSouth, Tyco, WorldCom and others (Sternberg, 2005). Spectators of corporate mayhem find CEOs such as Lay and Skilling convenient scapegoats for business failures and for the vast devastation left in the wake of their actions. What is going on?

Management derailers

Conceptualizing a failure of courage

Despite recent headlines detailing corporate malfeasance and governmental corruption, many of us still expect, albeit naively, that our leaders will do the right thing; we expect them to act honorably, and to act in accordance with organizational and institutional values and ethics. In a word, when bad things happen, we expect these leaders to act with courage. But when our leaders fail us, we are often left wondering who should be held accountable. Does the blame for dysfunctional management reside solely with senior management, or does accountability more appropriately belong to the entire organization? If, in fact, the entire organization is culpable, then who will stand up to the leaders when they do not perform as expected? Who will assume the risk of challenging inappropriate organizational behaviors? Who will make the ‘right’ choice, particularly when that might mean losing one’s livelihood? Who will act with courage?
One might posit that to ask ‘who’ will act is not quite the appropriate question. Rather, one should consider ‘why’ and ‘how’ someone acts or fails to act. Or, perhaps, all these questions need to be asked. For the purpose of our current discussion, an investigation of ‘why’ and ‘how’ one fails to act courageously within an organizational context is required. Unfortunately, the investigation of courage is noticeably absent in the management literature (Beyer and Nino, 1998; Cavanagh and Moberg, 1999; Harris, 2000).

When good people do nothing, institutions (government, private, non-profit) experience serious consequences. When *entire* groups of good people collude to overlook, deny, or manage around the negative actions of their fellow employees, senior executives and others, they demonstrate a failure of courage. Dotlich and Cairo (2003: 149) underscore this phenomenon: ‘We have witnessed the demise of once great companies such as Enron, Kmart, Global Crossing, Tyco, and others – realizing far too late that one factor in their failure was the fact that no one could tell the emperor the truth’. *Why?* Simply stated, those around the ‘emperor’ lacked courage.

When good people do nothing (i.e. when they fail to act when the situation necessitates an *appropriate* action), there is a failure of courage. This failure is not necessarily the same as *cowardice*, or in today’s vernacular, *spinelessness, gutlessness*, or other words of similar meaning. The bottom line, though, is that failure to act courageously, especially during a time of organizational change or crisis, can have catastrophic effects on the entire organization. Not only is it the responsibility of organizational leaders to step up and behave in a courageous manner when the situation necessitates such action, but it is also the responsibility of all individuals within an organization to do the same.

Although a failure of courage has its price, acting courageously can also be costly. When individuals choose to behave courageously by addressing failure or corruption within an organization, these individuals are often socially and organizationally *ostracized*, and they may experience long-term economic harm and psychological injury (Rothschild and Miethe, 1999). Avoiding such negative consequences can be a compelling basis for failing to act courageously and, instead, for ‘minding one’s own business’ and for being a proponent of the status quo. It is the responsibility of the collective organization to create and sustain an atmosphere and culture where courageous behavior can be developed and exercised, thereby reducing retributive sanctions on the part of the organization.

**Other conceptualizations of dysfunctional management**

Other constructs might also be considered in understanding the issue of dysfunctional management and management failure (McCauley, 2004). Management failure is arguably a function of individual behavior and a culture that tolerates it. It is not happenstance, nor is it solely the result of a declining economy, natural disaster, or other event over which we have little or no control. For this reason, researchers of ‘dark side’ management typically focus on individuals’ characteristics, traits or behaviors (Dotlich and Cairo, 2003). Managers fail because of how they act in certain situations. They tend to rely on specific ways of thinking, speaking and acting that ultimately cause them to fail.

The phenomena of managerial derailment and dysfunctional management have been described and conceptualized in a variety of ways. Van Velsor and Leslie (1995), focusing on managerial skills and abilities, identified four categories of deficiencies that consistently predict derailment: (1) problems with interpersonal relationships; (2) failure to build and lead teams; (3) inability to change or adapt during a transition; and (4) failure to meet
business objectives. Following this line of inquiry, Mumford et al. (2000) highlight problem-solving capabilities needed by organizational leaders that enable them to successfully engage in the complex issues they face (e.g. creative problem solving, social judgment skills and organizational knowledge). Focusing on the personality of the manager, Conger (1999) and Hogan and Hogan (2001) identify personality components and undesirable characteristics that correlated with managerial success or failure. Dotlich and Cairo (2003), in their interesting book, *Why CEOs Fail*, expand upon the Hogan and Hogan (2001) discussion of 11 undesirable behaviors and add pragmatic advice to help managers recognize and positively address these behaviors.

Finkelstein (2003), in his book, *Why Smart Executives Fail*, addresses the personal characteristics that have the potential to create catastrophic corporate collapse. For example, Finkelstein asserts that managers fail when they choose not to cope with innovation and organizational change; misread the competition; or cling to inaccurate forms of reality. Sternberg (2005) suggests that some smart people (i.e. CEOs, senior executives and leaders in general) simply act foolishly. Foolish behavior is due, in part, to fallacies in smart people’s thinking processes. The preceding sample of studies is not exhaustive, but is illustrative of research in this business domain. However, once again, the construct of courage is not considered.

Courage is an understudied phenomenon, yet critical in a world with continued failures of it. It allows us to function as individuals and as a group in the face of moral, psychological, social and physical obstacles. Despite its importance, we do not have a clear understanding of the concept. Therefore this chapter seeks, first, to address three issues in order to establish a framework or foundation for pursuing a fourth issue, which is critical to addressing one ongoing problem of dysfunctional management.

1. Propose a common framework for understanding just what, in fact, courage is.
2. Describe the current status of courage-related research.
3. Illustrate how courage works as a process.
4. Suggest ways in which organizations can develop individuals and create environments to assure courageous behavior will be employed when necessary.

**What is courage?**
In efforts to understand better and to establish exactly what courage is, the origins of courage, its definitions and its components are addressed.

**Caveats of courageous behaviors**
Given the history of fragmented conceptualizations of courage, the following four points might be helpful in establishing a more precise understanding of courage:

1. Courage is a complex, multidimensional construct composed of ‘necessary, but insufficient’ dimensions. Several definitions and descriptions of courage point to at least four apparent components – intentionality, risk, noble aim, fear.
2. Courageous behavior is rare. The thresholds of risk, nobility and fear must be sufficiently high in order for this construct to exemplify behavioral excellence. This supererogatory standard is above and beyond what many of us do, that is, how we behave on a daily basis. In this case, courage seems to be a phasic phenomenon,
emerging when needed, rather than a *tonic* phenomenon, demonstrating a trait-like quality of the individual (Lopez, et al., 2003; Peterson and Seligman, 2004).

3. **Courage** is more appropriately expressed in terms of the ‘act’ rather than the ‘actor’ (i.e. defining courage in terms of behavior rather than in terms of personality or character traits). Saying an ‘actor’ has a courage trait based on a single ‘act’, or has a courageous personality independent of the context of his or her behavior is somewhat questionable and suspect (Beyer and Nino, 1998; Rate et al., in press; Walton, 1986). The ‘actor’ does not equal the ‘act’. In fact, studies have indicated no significant personality differences between people purported to act courageously and those who do not (Near and Miceli, 1996; Rothschild and Miethe, 1999). And while Rachman (1990) found subtle physiological differences between ‘courageous’ and ‘noncourageous’ actors (e.g. decorated versus non-decorated bomb disposal operators) in their ability to suppress fear, this difference did not translate into behavioral differences.

4. Although *courage* is often used interchangeably with *bravery, boldness, fearlessness* or *intrepidity*, they are not synonymous. Indeed, courage connotes a level of nobility and worthiness in purpose not necessarily present in these other constructs (Walton, 1986).

**Courage: the beginnings**

Throughout recorded history, the question of ‘what courage is’ has piqued the interest of philosophers, research scientists and laypeople, spurring the continuing debate over the concept of courage and its meaning for human behavior, virtue and morals. Notwithstanding centuries of philosophical musings, psychological inquiries and discussions by laypeople, there remains no universally accepted definition of courage. In many ways, we are no closer than we were when the character Socrates conceded this point near the end of the Platonic dialogue, *Laches*, with the words, ‘then . . . we have not discovered what courage is’.

In modern times, ‘courage’ and ‘courageous’ behavior are often reserved for exemplary acts. For example, the actions of Frank Serpico remain a commonly cited exemplar of courageous behavior. Serpico, a New York City police officer, exposed corruption at the highest levels within the New York City Police Department. Even though he stood for what he believed was morally right, he was ostracized by his own department and eventually lost his life in the line of duty – some suspect as a direct result of his fellow officers’ failure to provide appropriate backup in a hostile situation (Beyer and Nino, 1998; Glazer and Glazer, 1989; Walton, 1986).

Today, ‘courage’ is used to depict and describe a disposition underlying individuals’ behavior across myriad kinds of situations and everyday acts (Evans and White, 1981; Putman, 1997, 2001; Woodard, 2004). This view diminishes the standing of courage as a basis for morally exemplary behavior. In fact, some believe that American culture over the last 30 years or so has ‘defined down’ courage. That is, courage has been ‘attributed to all manner of actions that may indeed be admirable but hardly compare to the conscious self-sacrifice on behalf of something greater than self-interest’ (McCain and Salter, 2004: 13).

A cursory review of headlines and recent publications reveals several contexts for the discussion and description of courage. One can find numerous publications addressing
‘courage’ in the scholarly domains of patient–physician relationships (Bunkers, 2004; Clancy, 2003; Finfgeld, 1995, 1998; Shelp, 1984), military leadership (Cox et al., 1983; Gole, 1997; Miller, 2000), politics (Kennedy, 1956), business/management (Fast Company, 2004; Klein and Napier, 2003; Meisinger, 2005) and organizations (Cavanagh and Moberg, 1999; Kilmann et al., 2005), to name just a few. Although this literature is growing at an accelerated rate, it actually says little about the nature or form of courage or about its development (Harris, 2000; Srivastva and Cooperrider, 1998; Walton, 1986).

Philosophers, empirical researchers and laypeople have all found the endeavor of researching and defining courage quite challenging. To describe someone or someone’s actions as courageous is to suggest a construct that is, at the same time, both descriptive and evaluative. To reach a definition that everyone will agree upon or even subscribe to, therefore, is not a simple undertaking. In an effort to appreciate this subject matter, we need to see where we have been to get a sense of where we are going. We will begin by investigating the origins of the word and concept, ‘courage’. This discussion will be followed by a brief look at a select number of definitions of courage.

Origin/etymology of ‘courage’

The word courage is grounded in Western and Eastern ancient philosophical traditions. The ancient Greeks, namely Socrates, Plato and Aristotle, called it andreia, meaning ‘manliness’, typically found in the overt actions of the soldier on the battlefield (Aristotle, 1987). Saint Thomas Aquinas (1922) also identified courage with masculine strength, fortitudo, yet broadened the application of courage to include overt actions and inaction or instances of endurance (Shelp, 1984). Departing from ‘manly’ courage, the fourth-century BC Confucian thinker Mengzi (Mencius) called courage, da yong, a category of ‘great courage’. Da yong is directed toward morally praiseworthy ends, and is the result of a continuing process of self-cultivation (Ivanhoe, 2002).

Today, andreia, fortitude and da yong are translated as ‘courage’, but over the last 700 years the word ‘courage’ itself has taken on several different meanings. ‘Courage’, first adapted from the Old French word corage or curag (the root, cor, is Latin for ‘heart’), denoted the idea that courage comes from ‘the heart as the seat of feeling, thought, spirit, mind, disposition, and nature’ (Oxford English Dictionary, 1989). The earliest appearances of corage were found in literary works circa 1300. The next few hundred years witnessed numerous variations on the spelling of courage, with the emergence of its present-day spelling, courage, by the sixteenth century (Oxford English Dictionary, 1989).

Although courage is usually used in our modern lexicons to describe people who have a quality of mind that allows them to face danger without fear, it has also been referred to as bravery or boldness. In today’s vernacular, dozens of words are used synonymously with courage: audacity, fearlessness, heroism, valor, fortitude, bravery, resolution, spirit and boldness. Although there are similarities and overlapping dimensions between courage and these other words, they are not, for our purposes, conceptually synonymous.

Through its evolution, many definitions of courage have now become outdated. For example, meanings implied by the definition of courage as ‘spirit, liveliness, lustiness, vigour, vital force or energy’, that is, anger, pride, confidence, boldness, sexual vigour and inclination, are all now obsolete. These meanings were typically found in literary texts (e.g. Chaucer, Shakespeare) dating between the mid-sixteenth and seventeenth centuries (Oxford English Dictionary, 1989).
Although the word courage conjures up countless images of boldness, bravery, valor and heroism, it is possible for this word to have a more concise, focused meaning. Efforts toward this end have been made in modern lexicons such as the Oxford English Dictionary (1989), which defines courage as ‘the quality of mind which shows itself in facing danger without fear or shrinking’. Variations on this definition comprise today’s assorted definitions of courage.

Recent definitions of courage
Table 1.1 lists a number of select definitions and descriptions of courage. The entries range from Rachman’s (1990: 12) description of courage as the ability ‘to approach a fearful situation despite the presence of subjective fear and psychophysiological disturbances’ to Shelp’s (1984: 354) complex, multidimensional definition of courage as ‘the disposition to voluntarily act, perhaps fearfully, in a dangerous circumstance, where the relevant risks are reasonably appraised, in an effort to obtain or preserve some perceived good for oneself or others recognizing that the desired perceived good may not be realized’.

The evolving and domain-specific meanings of courage speak volumes as to why we still stumble toward a consensus definition. Arguably, intelligent minds across the centuries have failed in their attempts to garner broad support for their definitions. We have yet to advance the domain to a more broadly accepted conceptual definition of courage. Lopez et al. (2003) succinctly summarize the issue we will address: ‘Though we have been able to parse out the different types of courage by establishing between-brand differences, we have been less successful at determining the elements or components of courage. Thus, what is common to all brands remains unclear’ (189). Whether we refer to brands, types or definitions of courage, Table 1.1 contains enough information to gray the beards of the wisest of the ancient Greek philosophers and Chinese sages.

Perhaps the charge that we have failed to understand courage is somewhat overstated. A careful examination of current definitions of courage reveals that we may be closer to a consensus definition than we previously had thought. An extensive and comprehensive review of the literature on courage reveals that there is considerable overlap of definitional components and dimensions.

Based on this fact, we would propose a multidimensional definition of courage that could be used as a conceptual benchmark to evaluate the presence of courageous behavior across domains and populations. It also provides a solid foundation for highlighting significant areas essential for developing individual courage, or at a minimum, its components, within an organization. We describe courage as (a) an intentional act executed after willful deliberation, (b) involving the acknowledgment and endurance of substantial risk to the actor, (c) attempting to bring about a noble good or worthy purpose, (d) persisting, perhaps, despite the presence of personal fear (Rate et al., in press). Each of these dimensions is now briefly described below.

The core components of courage

Intentionality/deliberation In order for an act to be considered courageous, it must be performed with a level of intentionality or deliberation – it is a choice. In the field of social cognition, observers consider a behavior intentional when it appears purposeful or done intentionally – that is, based on reasons (beliefs, desires) and performed with
<table>
<thead>
<tr>
<th>Source</th>
<th>Definitions and descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavanagh and Moberg</td>
<td>‘Courage, also called fortitude or bravery, is the ability to endure what is necessary to achieve a good end, even in the face of great obstacles’ (1999: 2).</td>
</tr>
<tr>
<td>Evans and White</td>
<td>‘An empirical definition of courage probably involves three important attributional dimensions: (a) the fear level of the person making the attribution; (b) the perceived fear level of the attributee; and (c) salient features of the situation e.g., objective risk involved and so on’ (1981: 420).</td>
</tr>
<tr>
<td>Gould</td>
<td>Courage is revealed in three dimensions: (1) fear; (2) appropriate action; and (3) a higher purpose (2005).</td>
</tr>
<tr>
<td>Kilmann et al.</td>
<td>A courageous act in an organization includes five essential properties: (1) member has free choice to act; (2) member experiences significant risk; (3) member assesses the risk as reasonable; (4) member’s contemplated act pursues excellence or other worthy aims and (5) member proceeds despite fear with mindful action (2005).</td>
</tr>
<tr>
<td>Klein and Napier</td>
<td>Courage involves five factors: candor (speak and hear the truth), purpose (pursue lofty and audacious goals), rigor (invent disciplines and make them stick), risk (empower, trust, and invest in relationships), and will (inspire optimism, spirit, and promise) (2003).</td>
</tr>
<tr>
<td>Rachman</td>
<td>‘Willing and able to approach a fearful situation despite the presence of subjective fear and psychophysiological disturbances’ (1990: 12).</td>
</tr>
<tr>
<td>Peterson and Seligman</td>
<td>Emotional character strengths (bravery, persistence, integrity and vitality) ‘that involve the exercise of will to accomplish goals in the face of opposition, external or internal’ (2004: 29).</td>
</tr>
<tr>
<td>Shelp</td>
<td>‘The disposition to voluntarily act, perhaps fearfully, in a dangerous circumstance, where the relevant risks are reasonably appraised, in an effort to obtain or preserve some perceived good for oneself or others recognizing that the desired perceived good may not be realized’ (1984: 354).</td>
</tr>
<tr>
<td>Shepela et al.</td>
<td>Courageous resistance: ‘selfless behavior in which there is high risk/cost to the actor, and possibly the actor’s family and associates, where the behavior must be sustained over time, is most often deliberative, and often where the actor is responding to a moral call’ (1999: 789).</td>
</tr>
<tr>
<td>Walton</td>
<td>Courage consists of three characteristics: ‘1) careful presence of mind and deliberate action, 2) difficult, dangerous, and painful circumstances, and 3) a morally worthy intention . . . at the agent’s personal risk and suffering’ (1986: 3).</td>
</tr>
<tr>
<td>Woodard</td>
<td>Courage is defined as the ‘ability to act for a meaningful (noble, good, or practical) cause, despite experiencing the fear associated with perceived threat exceeding the available resources’ (2004: 174).</td>
</tr>
<tr>
<td>Worline et al.</td>
<td>Courage (in organizational settings) ‘involves risk, has been freely chosen, demonstrates considered assessment of consequences, and pursues excellence within the circumstances where it occurs’ (2002: 299).</td>
</tr>
</tbody>
</table>
awareness. In many contexts, people read the intentions underlying others’ behavior effortlessly; in other contexts, however, we can only reasonably assume to know a target actor’s intentions.

In our view, an act of courage is not forced or coerced. Consider the whistleblower who has blown the whistle only under threat of criminal indictment. In this instance, the behavior of the whistleblower should not be considered courageous despite risk, fear or noble ends, because the behavior was coerced. This points to a dysfunctional atmosphere and culture where an individual must be faced with an external threat before he or she is willing to stand up for what is ‘right’.

**Known substantial risk**  During deliberations, the actor must assess the risk involved in one’s potential actions. Wallace (1978: 78) wrote: ‘Someone who sees no peril [risk] in what he does is not acting courageously’. How does one, therefore, calculate risk? Risk contains both an objective, but probabilistic, component, and a subjective component. Expressions of risk are usually described in terms of the probability of harm and its severity. The acceptability of risk is a matter of personal and social-value judgment. Often one assesses risk as unacceptable. The severity of risk underlies why Rothschild and Miethe (1999) report that over half of US employees who observe conduct they consider to be unethical or illegal in the workplace remain silent. While understandable, the silence at times can be deafening.

Additionally, Walton (1986) noted that there are many risks, difficulties and dangers we take that should not properly be called courageous. Daring for daring’s sake is thrill-seeking, rashness and recklessness. However, substantial known risk in conjunction with the dimension noble/good purpose, allows us appropriately to frame the risk of our actions. Two views provide perspective on this notion; ‘the greater the sacrifice, risk, and danger of carrying out a good objective, the more meritorious is the course of action directed to that end’ (Walton, 1986: 191), and ‘the more valued and worthy the goal, the greater the willingness to incur risk to bring it about’ (Miller, 2000: 153).

**Noble good**  A courageous action must be directed toward a valued and worthy goal – one having merit. We would argue that any definition of courage that excludes this ‘noble’ dimension is insufficient to capture the essence and nature of courage. Some have argued that this ethical dimension is what separates the concept of courage from other concepts and behaviors, such as bravery and intrepidity (Walton, 1986) and thrill-seeking (Gould, 2005). Furthermore, Woodard (2004: 174) asserts that ‘courage includes a quality of grace, nobility, credibility . . . Without these qualities, an act that would otherwise be courageous would simply be reckless’. One could argue that the more noble the cause or purpose of the action, all else being equal, the more courageous the act. Rothschild and Miethe (1999) point out that the majority of the whistleblowers they interviewed acted from the position of personally held values. It was their belief that the behavior they reported was wrong, illegal, unethical and harmful. Yet a substantial minority of whistleblowers acted out of self-interest, that is, to avoid being cast as a scapegoat, to receive a promotion or a raise, or simply to punish management. The intents of these actions are clearly not worthy causes and are not appropriately labeled as courageous, but the issue becomes more complex. Noble good might be judged through the eyes of the beholder.
Actions despite personal fear  ‘You can’t be courageous without fear . . . How can you have courage if you have no fear?’ (Philips, 2004: 229). Fear has many names and many faces, but essentially it is an emotion or feeling of agitation or anxiety caused by the presence or imminence of danger. We can generate many stories, or movies we have seen, of individuals acting despite fear, and the many unnamed individuals who have failed to act as personal fear has overcome them. There is continued debate over the role of fear defining courage. For some, fear is a prerequisite for courage (Evans and White, 1981; Gould, 2005; Putnam, 1997; Woodard, 2004). Many implicit-theoretical studies have shown that people consider the ability to act despite fear, or overcoming fear, to be central to courageous acts. For others, the emotion of fear is less central or peripheral to describing courageous behavior. It is just one obstacle an individual may overcome when acting in a courageous manner (O’Byrne et al., 2003; Rate et al., 2005; Shelp, 1984; Shepela et al., 1999; Walton, 1986).

Summary
Why are we interested in courage? Courage is critical to ethical organizational effectiveness and efficiency. The meaning of courage has evolved since the ancients first pondered its value to society. Even though the most recent definitions seem variable on the surface, there may be more consensus than first thought. The components of intentionality, risk, noble good and fear emerge from these definitions. A clear understanding of what courage is helps us to investigate this construct through continued empirical work and to identify why or where failures of courage occur (as far as an organization is concerned).

Empirical studies of courage

Implicit-theory studies of courage
The vast majority of studies are implicit studies investigating people’s implicit notions of courage. According to Sternberg (1985) and Sternberg et al. (1981), implicit theories are people’s own cognitive constructions. Such theories reside in people’s heads, and need to be discovered rather than invented because they already exist. Implicit theories tell us about individuals’ views of what courage, or anything else, is. Wegner and Vallacher (1977: 21) echo this point: ‘the layman . . . lives by his theory . . . The systems we call “implicit theories” are the individual’s reality’. Generally speaking, implicit theories are theories of word usage, and in this case, the word ‘courage’ is of extreme interest to a vast number and variety of people, from academic scholars, to military members, to the ordinary citizen.

O’Byrne et al. (2000) questioned 97 people and found that their views of courage varied considerably. Participants in their study described courage as ‘taking action’, ‘standing up for what one believes in’, ‘sacrificing’ and ‘facing threats/fears/challenges and overcoming obstacles’. Courage was perceived as having characteristics of an attribute, behavior and attitude, incorporating both mental and physical strength as components.

Philips (2004) conducted a multicultural study of people’s notions about courage. His participants included 20 individuals from Montclair, New Jersey; 16 Native American seniors in a western US high school; 19 fifth-grade students in Japan; and 10 residents of a facility for the mentally ill in the USA. His quest focused on questions Socrates would have asked the ancient Greeks. The particular question of interest here was: what is
courage? The dialogue in New Jersey took place three months after September 11th, 2001. One of the comments in reference to courage included, ‘Anyone who tries to rescue someone, in a situation where he could die . . . ’ (208). One Native American senior commented, ‘Our values are to endure, to persevere, to overcome, if the goals are worth fighting for’ (222). This group agreed that courage was shown by actions. The group of Japanese students described courage in someone as being ‘willing to risk his life against impossible odds to help out others’ (226) and that ‘you can’t be courageous without fear . . . How can you have courage if you have no fear?’ (229). Philips’s final group, mentally ill individuals, suggested that ‘courage has to begin with saving yourself, so you can reach out to others’ (236). Several elements of courage surfaced through this study: courage required sacrifice – putting oneself at risk for another. More specifically, to have courage is to endure, persevere and overcome. Courage involves challenging the status quo through dissent and fighting for social justice. Finally, courage required overcoming fear for a good purpose.

Another study recently applied an implicit-theories approach to the study of attributes associated with bravery. In their implicit-theory approach, Walker and Hennig (2004) investigated people’s conceptions of different types of moral exemplars (just, brave and caring) to determine if they could be construed as prototypic person concepts. Participants in their three-study investigation were predominantly Canadian-born undergraduate university students. In Phase I, participants were asked to write down the characteristics, attributes or traits of a ‘highly’ brave person. Nearly 3000 responses were compiled from 268 participants. The attributes were deemed accessible and salient in people’s everyday experiences. These responses were distilled to a list of 120 items. In Phase II, participants rated these items on how accurately each word described a highly brave person. The free-listing data in Phase I and the prototypicality-rating data of Phase II provide evidence that the moral exemplars are organized as prototypes in people’s understanding, with some attributes regarded as more central and others as more peripheral. Multidimensional scaling of the brave exemplar following the third phase similarity-sorting task of 60 prototypic attributes suggested two dimensions labeled selfless and agentic. The selfless dimension was anchored at the positive pole by attributes such as fearless, risk-taking, faces danger and adventurous – the other pole was anchored by attributes such as goal-oriented, focused, determined and motivated. The agentic dimension was anchored on the positive pole by attributes such as fearless, daring and faces danger, and on the negative pole by respectful, honorable, noble and loyal attributes. The understanding of the brave exemplar was additionally rounded out by themes of dedication and self-sacrifice. Their results showed conceptions that are consistent with the ‘highly’ brave person and consistent with the personality attributions made by participants in their second phase, which emphasized dominance/extroversion.

Woodard (2004) used an implicit-theories approach in an effort to develop a measure of courage. Ten experts with varied areas of specialty in the field of psychology generated statements considered representative of assessing the construct of courage, defined as ‘the ability to act for a meaningful (noble, good, or practical) cause, despite experiencing the fear associated with perceived threat exceeding the available resources’ (174). Two hundred laypeople then rated the items on a five-point scale in terms of their agreement with the statements. Each item was also accompanied by a fear-rating question to establish the level of fear that the respondent might associate with the situation, and a third
question asking the respondents whether or not they had experienced the situation posed in the item. Factor analysis revealed four dimensions labeled: (a) **Endurance for positive outcomes** – including behaviors such as ‘acts despite bullying as a minority’; (b) **Dealing with groups** – including behaviors such as ‘help grieving family’, and ‘rejection by others for goals’; (c) **Acting alone** – including behaviors such as ‘accept job despite criticism’, and ‘avoid confronting my own pain’; and (d) **Physical pain/breaking social norms** – including behaviors such as ‘intervene in domestic dispute’ and ‘endure pain for political secrets’. The factors were found to have a strong correlation with each other, suggesting a relationship among the ideas that contributed to deciding whether or not to act in a courageous manner. The concepts represented by the factors have further illuminated the basic manner in which people conceive of the construct of courage. Their results, supported by results from the previously mentioned studies, indicate that people view the nature of courage as multidimensional.

In a series of interview-based studies in the nursing domain, chronically ill adolescents (Haase, 1987), middle-aged adults (Finfgeld, 1998) and older adults (Finfgeld, 1995) were asked to describe a situation in which they thought they were courageous. They were instructed to describe their thoughts, feelings and perceptions as they remembered experiencing them. Collectively, their findings regarding courage pointed to the development of attitudes and coping methods, highlighting the process of becoming and being courageous in the face of chronic illness. As with other domains, there remains little understanding of how courage fits into the larger framework of psychological strength and health processes.

Evans and White (1981) conducted an experimental manipulation study of people’s implicit theories of bravery (used synonymously with courage). In their study, 124 adolescents viewed video tapes of a young adult actor seen to approach a vivarium, remove the lid, pick up a large harmless but exotic snake, handle it for some moments, put it down, and finally replace the lid. Participants were then asked to rate three questions on a scale from 1 ‘Not at all frightened (brave)’ to 5 ‘Very frightened (brave)’. Two questions focused on how frightened or brave the actor was, respectively, while the third question asked how the observer would have felt about picking up the snake. Their analysis revealed that the underlying tendencies were that participants responding with higher personal fear attributed more bravery (courage) to the actor. Overall, it appeared that their participants attributed bravery to the target actor if the actor was doing something that would have frightened them. Evans and White (1981) concluded that courage probably involved, in part, not only the perceived fear of the target actor, but also the fear level of the person making the evaluation.

Szagun (1992) conducted an age-related study of German children’s understanding of courage. Ninety children participated in three age groups (5–6, 8–9 and 11–12). In a structured interview, the children were asked a series of three questions that addressed: (a) risk taking; (b) overcoming fear; and (c) awareness of risk. As an example of ‘risk taking’, the children were presented the following scenario and questions: ‘Two children are climbing a tree. One of them has climbed trees before, and the other one is climbing a tree for the first time. Is one of the children courageous, or are both? If both, is one child more courageous than the other, or are both equally courageous?’ (409). Two other scenarios addressed the latter two questions. Results of this study revealed that the criteria for courage differed for the younger and older children. The youngest group regarded having
no fear and performing risky action as typical of courage, whereas the older two groups thought that overcoming fear and taking a subjective risk were characteristic of courage. In addition, the 11- to 12-year-old group noted that there must be some reflection in risk taking if the risk were to be considered courageous. In other words, the action must be a result of deliberate or intentional cognitive processes.

In a second study, Szagun (1992) had the same groups of children rate the degree of courage for 12 different risks on a five-point scale, from 1 (‘not courageous’) to 5 (‘very courageous’). Six items involved physical risks (e.g. climbing a tree; diving off a 3-meter board) and six involved psychological/social risks (e.g. sticking to one’s beliefs, even though one is laughed at; standing up for something good and just, even if one may be taken to prison). Again, there were disparate results between the youngest and two older groups. The youngest group regarded physical risks as being typically courageous, whereas the older groups regarded both high physical risks and morally good psychological risks as being typically courageous. Szagun argued that this study provided evidence that, as children grow older, they understand courage increasingly psychologically and non-physically. A longitudinal study of children’s understanding of courage would further substantiate this developmental claim.

Recently, Rate et al. (2005) set out to discover the nature and use of people’s implicit theories of courage. They conducted four studies in order to accomplish these particular goals. Responses collected from the US Air Force Academy and Yale University participants revealed no differences between genders or academic institutions across the four studies.

In their first study, they compiled a master list of behaviors people regarded as descriptive of an ideally courageous individual. One hundred seventy-five individuals recorded over 1000 behaviors that were subsequently distilled to a list of 639 items. It was clear from this expansive list that there was significant variance in people’s views of courageous behavior; however, core themes emerged and were exemplified by actions involving risk, sacrifice, doing the right thing and acting despite fear.

In their second study, they sought to discover people’s conceptions of courage through the dimensions they used to evaluate and judge other people. One hundred twenty-six participants rated 639 behavioral items generated from the previous study. Participants rated the items on a nine-point scale as to how ‘distinctively characteristic’ the items were of an ideally courageous individual. Results indicated that people seem to have prototypes corresponding to the concept of courage. Furthermore, the factor analyses revealed that the prototypical behaviors were also organized into sensible factors. These five factors that one uses to judge or evaluate others – thus, differentiating among people in terms of courage and courageous behavior – were labeled: (a) deliberation and intentionality (e.g. knows one’s limitations, considers risks, plans, forms goals); (b) substantial personal risk-taking (e.g. participates in extreme activities, acts with a flavor of recklessness); (c) persistence despite fear (e.g. follows through even if scared, does not give in to fear); (d) noble physical self-sacrifice for others (risks one’s life to save others, sacrifices self to save another); and (e) stalwart of noble moral principles (e.g. does what is right even if unpopular, stands up for the rights of others).

Through a third study, they continued to uncover the organization underlying the individual’s conception of courage itself. Participants sorted 60 prototypic behaviors (generated in the second study) into as many or as few groups as the participants deemed appropriate
based on which behaviors were ‘likely to be found together’ in a person. Cluster analysis revealed a three-cluster solution. The clusters were labeled: (a) *self-sacrifice/risk for others*; (b) *non-physical/social-oriented acts for noble ends*; and (c) *self-focused perseverance despite fear*. The results from this study nicely illustrated what is meant when someone is characterized as being ‘courageous’ or as having ‘courage’.

The previous studies elucidated the nature of courage and the dimensions people use to evaluate levels of courage in others. Behaviors including risk, sacrifice, perseverance despite fear, intentional or deliberate action and noble purpose continued to emerge throughout the three previous studies. These factors seem to form, or at least to be at, the core of the concept of courage. Knowing these factors existed was on its own remarkable, but revealing whether or not people actually use them when evaluating others’ levels of courage remained a point of interest and required further investigation. As such, the authors conducted a fourth and final study to examine this very issue.

Through this fourth study, they sought to discover the extent to which people actually used behaviors associated with courage in their evaluations of other people’s courage. One hundred sixty-nine participants rated 33 vignettes. The vignettes described scenarios of varied situations and contained manipulated levels of individual behaviors on four dimensions (i.e. *intentionality/deliberation*; *presence of personal fear*; *noble/good act*; and *known substantial personal risk*). In an effort to assure independence of dimension and courage ratings, one half of the participants were asked to evaluate the presence of four dimensions in the vignettes. The other half of the participants evaluated the vignette protagonist’s level of courage. Regression analysis revealed courage could be predicted at a high level by knowing people’s ratings of the four dimensions.

**Summary**

Implicit-theory studies provide an understanding of people’s notions of the psychological construct of ‘courage’ in everyday terms, while serving as a launching point to further investigate the implicit organization of ‘courageous’ behavior. The collective efforts of these researchers have provided a firm foundation upon which to build and investigate the psychology of courage. These studies have provided at least a glimpse into what people think courage is, including its nature, its components, and a step closer to an agreed upon definition.

We should note some areas of investigation that perhaps would advance this domain. Further research into the structure of courage is required to determine if the structure is multidimensional, one-dimensional with ‘necessary’ but ‘insufficient’ levels, or some combination of the two. Also, questions of social comparison, motivated cognition and the role of emotion as they apply to assessing courage in others should be investigated, to name but a few. However, before we can propagate the study of courage, the field must reach a consensus as to what is meant by ‘courage’ and ‘courageous’ behavior, for, without consensus, we will continue to re-create the wheel, watch it spin, but never allow it to roll down the path of scientific advancement.

**Courage as a process**

Evaluating an act of courage requires us to make reasonable presumptions on the basis of what is known. This understanding is based on both objective and evaluative dimensions of a particular act. Our presumptions may be correct or incorrect, but in the absence
of evidence to the contrary, they are reasonable. As observers of a courageous act, we base our understanding and evaluation on a reconstruction of the target actor’s understanding of his or her own actions. Walton (1987: 598) refers to this as a ‘teleological framework of narrative discourse – a kind of story that exhibits a sequence of actions carried out in a particular situation to aim at a goal beyond that situation’.

Figure 1.1 illustrates this evaluative process. In optics, the dispersion of light through a prism is a phenomenon that causes the separation of white light into its color spectral components. These spectral components can then be recombined to once again produce white light. While perhaps simplistic, a similar process is followed in evaluating an individual’s behavior as courageous. An individual’s behavior is perceived by an observer. The observer disperses the behavior into its components, attending to behaviors deemed prototypical of courageous behavior (e.g. intentionality, noble good, known risk and personal fear). Components of the behavior not associated with or peripheral to the evaluation of courage are either ignored or inhibited. In order to be recombined during the evaluation process, each of the ‘courage’ components must exceed an undetermined threshold. The recombined components define the individual’s action in the eyes of the observer. The observer then assesses the level of the individual’s courage.

To illustrate this conceptualized evaluation process, we use the salient example of a failure of courage depicted by the actions of the administrators and engineers leading up to the Space Shuttle Challenger disaster just 72 seconds after liftoff on 28 January 1986. Up until the launch, engineers expressed concern over damage to the shuttle’s O-rings in previous launches and the unusually cold temperatures at launch time. Under extreme political and economic pressure and the possibility of serious scheduling backlogs, NASA managers dismissed this information and decided to proceed with the launch. This decision resulted in the deaths of seven brave people, and had serious repercussions for NASA. The space administration’s reputation has never been completely restored (Beyer and Nino, 1998; Maier, 1992).

From the previous discussions in this chapter, the behaviors considered central to courageous actions were determined to include intentionality and deliberation, substantial known risk, noble/good purpose and, perhaps, personal fear. The evaluation model depicted in Figure 1.1 helps determine where a failure of courage occurred in the previous case study. The four components were present before the decision to launch, but a breakdown in courageous behavior occurred. NASA managers succumbed to external political and economic pressures to launch. The launch could no longer be appropriately considered as serving a noble purpose, rather an act of self-interest to relieve these pressures. In fact, the chief engineer, who knew of the substantial risks the O-rings presented to flight safety, and whose job it was to approve the launch, was asked to ‘take off his engineering hat and put on his managerial hat’. This simple act allowed him to go along with the launch. In this decision, he chose to act for expedience over what he knew was ‘right’. These actions may be more appropriately labeled as reckless.

In evaluating one’s level of courage, we attend to its component behaviors (i.e. intentionality, known personal risk, noble/good purpose and personal fear) while those behavioral components deemed more peripheral are suppressed, inhibited or ignored. When the behaviors relevant to courage reach or exceed some undefined threshold, we then recombine them into what we would appropriately call courage or courageous behavior. If, however, a required component of our concept fails to reach this threshold (as in the
Figure 1.1  Courage as a process: depiction of the evaluation of individual behavior as courageous
Challenger disaster), then our evaluation of the behavior would have been appropriately labeled as something other than courage.

Summary
Understanding what courage is and is not and how one evaluates the levels of courage in others provides a firm foundation upon which the development of courage can begin to be conceptualized and constructed. In order to develop courage, one must first know what it is that one is attempting to develop.

Developing organizational courage
A goal of any healthy organization is to operate effectively and efficiently. The ability of people within an organization to act courageously is essential to this goal. In efforts to reach this goal, two questions must be addressed: (1) is it possible to develop courage and courageous behavior in the individual? and (2) what can organizations do to promote courageous actions?

Some would argue that courage cannot be directly developed in an individual. Rather, the focus is appropriately placed on the development of the components of courage in the hope that the components will be synthesized to enable courageous behavior as a situation requires. Managers can, however, overcome and prevent failures of courage by implementing suggestions from transformational and charismatic leadership theories (Conger, 1999). For example, in efforts to develop decision-making skills (described as the intentional/deliberation component of courage), employees should be included in efforts to address and solve group and organizational problems. Appropriate responses to risk and fear can be directly addressed when organizations intellectually stimulate their employees by encouraging them to question assumptions, reframe problems, and look for creative and innovative approaches to business. By focusing on the intrinsic rewards of work – emphasizing the heroic, moral and meaningful aspects of work – and de-emphasizing the extrinsic side, while at the same time creating rewards for groups rather than individuals, employees will become aware of noble and worthy ends rather than self-interested outcomes (Gergen and Gergen, 1998). The likelihood of observing courageous or courageous-like behavior increases with the enactment of comprehensive plans to develop its components. An organizational culture and atmosphere must also exist that can sustain their development.

It is incumbent upon organizations to create a culture in which courageous behavior can be sustained. Through the explicit statement of an organization’s vision of ethics and morals, employee’s behaviors are positively affected (Cavanagh and Moberg, 1999). Developing programs and opportunities for a free flow of information and communication (Gergen and Gergen, 1998) reduces levels of fear in the organization. Essentially, creating a supportive climate for learning that uses stories that exemplify courageous behavior and express ideas and lessons learned from experience helps employees behave in a more courageous manner (Beyer and Nino, 1998; Cavanagh and Moberg, 1999).

However, an organization’s ultimate goal is to strive to create an environment where individual courage is not needed (Kilmann et al., 2005). That is, there is no risk of reprisal, ostracism or loss of job, and any fear of retribution or public humiliation have been eliminated. A failure of courage is no longer an issue. Kilmann et al. (2005) refer to this type of organization as a quantum organization. It promotes effective action without fear.
Until an organization transcends to this level, the development of courage, its components and a sustaining culture must continue.

**Conclusion**

Business blunders and catastrophes . . . When good people do nothing, there is a failure of courage. But a crisis of courage does not need to exemplify today’s corporations. When good people do act, courageous behavior increases the effectiveness and efficiency of the organization, saving jobs, pensions, reputations and lives.

Understanding courage – its meaning and use – is essential to propagating courageous behavior throughout an organization. The meaning of courage has evolved since the Ancients and even recently is defined in various ways. Although the definitions vary, courage research has contributed to the emergence of several core components of courage (i.e. intentionality/deliberation, known risk, personal fear and noble/good purpose). Focusing on these components, then, organizations can begin to develop programs to enhance courageous behavior and create an atmosphere and culture to sustain these efforts.

Maslow (1954) was rightfully optimistic that we could ‘learn enough from blunders to correct them eventually’. It is too late for Lay and Skilling, but managers of other organizations can learn from their blunders. When good people do something, they can prevent failures of courage.
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Personality disorders and derailment at work: 
the paradoxical positive influence of pathology in 
the workplace

Adrian Furnham

1. Introduction

There are many reasons why workplaces are dysfunctional (Farson, 1997; Finkelstein, 2003). One lies in the pathology of senior managers who create and maintain a toxic culture epitomized by mistrust, dishonesty and lack of equity (Furnham, 2004; Kets de Vries, 1999). The label ‘pathology’ refers to something more than incompetence, being a bully, inefficient or corrupt. It is to assert that some bosses may have personality disorders, and that it is these disorders that account for behaviour which results in a dysfunctional workplace for others. In this chapter I shall concentrate on an intra- and interpersonal psychological perspective while acknowledging that inevitably situational and organizational factors nearly always play a role in precipitating derailment. Thus whilst a manager may be perfectly effective and competent under certain conditions his or her ‘pathology’ may cause specific problems when work pressures rise or unusual conditions occur.

Although laypeople (and psychiatrists) think in categorical terms (i.e. ‘he is or is not a psychopath’), psychologists think in dimensional terms. Thus there are degrees to which one can be accurately described as an extravert, a neurotic and indeed a psychopath. In this chapter I shall talk about those with personality disorders in type-terminology. This is partly because most people talk and think in typological rather than dimensional terms (she is tall, he is extraverted, they are neurotic). Further, the way psychiatrists think about, and measure, disorders is essentially in typological terminology where, if individuals manifest a certain number of behaviours associated with a disorder (say eight out of 12), they fulfil the criteria of caseness or labelling. However, these cut-off points are always fairly arbitrary, and an individual who has 12 out of 12 critical behaviours is a rather different person from one who manifests the required eight alone. There appears to be no research on this topic, although the criteria behaviour are given equal weight, it is likely that some are much more deleterious to psychological functioning at work than others. This will be discussed later in the chapter.

Most psychological researchers try to be parsimonious in their trait descriptions. Thus all individuals can be ‘profiled’ on a set number of dimensions. These profiles may then be used to identify individuals who are particularly prone to derailment, failure or dysfunctional management techniques. That is, there is often evidence of co-morbidity with specific personality disorders. It is not unusual for a person to be a ‘case’ on more than one dimension at the same time. Thus one could be labelled simultaneously as a narcissistic and histrionic personality. This is not unusual, and indeed may be expected from the fact that these disorders lie on different axes. The central point, however, is that everyone has a unique psychopathology profile and it is important to attempt to describe and
Three categories or types are most commonly implicated in management derailment. They are, in order of frequency: antisocial (psychopath), narcissistic and histrionic. Machiavellianism (which is not strictly a personality disorder) has been considered as another dimension (Jakobwitz and Egan, 2006). The first three have been described as the ‘dark triad’ of personality (Paulus and Williams, 2006), although there is some disagreement about all dimensions. In lay terms, psychopaths are selfish, callous, superficially charming, lacking in empathy and remorseless; narcissists are attention seeking, vain, self-focused and exploitative, while Machiavellians are deceptive, manipulative and deeply self-interested.

Paradoxically, these disorders often prove to be an asset in acquiring and temporarily holding down senior management positions. The charm of the psychopath, the self-confidence of the narcissist, the clever deceptiveness of the Machiavellian and the emotional openness of the histrionic may be, in many instances, useful business traits. When candidates are physically attractive, well educated and intelligent, and have a ‘dark triad’ profile, it is not difficult to see why they are selected for senior management positions. In this sense assessors and selectors must bear part of the blame for not selecting out those who often so spectacularly derail. They do not recognize in the biography of the individual all the crucial indicators of the disorder. Alternatively the biography as portrayed in the CV may easily be a work of fiction.

This chapter asserts that it is ironic that personality disorders may serve certain individuals well in particular businesses in climbing the ladder of success. If they are bright and intelligent, their disorder profile may initially seem beneficial, even attractive, in the business environment. However, it is likely to be discovered over time and to lead to manifold types of business failure (McCall, 1998).

When thinking of a psychopath, the lay person often conceives of a dangerous mass murderer or perhaps the amazingly successful confidence trickster. Similarly, many would admire the self-confidence of the person with a narcissistic personality disorder. Further, the emotionality and showiness of the histrionic personality-disordered manager in a creative job may lead others to rate them as creative rather than disturbed. The clever devi-ousness of the Machiavellian may also be admired as an indication of toughness. In this sense, ‘mild’ forms of these pathologies could appear generally, or at specific times, which could be very advantageous.

Two recent developments in the research on personality disorders have alerted psychiatrists and psychologists to the real possibility of some senior (and junior) managers having such disorders. The first is the increasing literature on what is called the ‘successful psychopath’ (Hall and Benning, 2005). Indeed, their abnormal behaviours appear to be advantageous in certain settings; hence the emergence of the classification, almost oxymoronic, of the successful psychopath. Studies have been made of successful businesses and groups of individuals who have not been incarcerated or had many problems with the law despite their amoral and immoral behaviour.

The second development comes more from psychology than psychiatry, and has involved the development of measures of the personality disorder (Furnham and Crump, 2005). As noted earlier, whereas psychiatrists often favour typological classifications (one is, or is not, a ............ according to a ‘cut-off’ score), psychologists prefer the
dimensional approach. Thus there are degrees of disorders, which are logically related to
‘normal’ traits. Indeed, the spectrum hypothesis suggests that many personality disorders
simply occur in those individuals with very high or very low particular personality-trait
scores. The very ‘conscientious’ may manifest symptoms of obsessionality or the ‘neuro-
rotic’ forms of hysteria. It is understandable that an individual with a particular profile
might be able to function very successfully in the business environment. Indeed, in par-
ticular environments (business sectors) at certain times (bull/bear markets) it may be par-
ticularly advantageous to have an inclination towards some personality disorder.

It is possible to conceive of unusual working environments that may almost require
some of the beliefs and behaviours associated with certain of the disorders. Thus military
special forces may find the callousness associated with a psychopath advantageous.
Equally those in quality control or health and safety may find various obsessional check-
ing behaviours beneficial to the job. However, it should be pointed out that these are more
likely to be an exception rather than the rule.

Trait psychologists have also tried to examine the links between traits and disorders to
develop a more parsimonious description of individuals (De Clercq and De Fruyt, 2003;
Durrett and Trull, 2005; Hogan and Hogan, 1997; Millon, 1981; Rolland and De Fruyt,
2003; Saulsman and Page, 2004; Widiger et al., 2001, 2002). This also helps to give
some psychosocial and biological explanations, as the theorizing on the origins, mech-
anisms and processes associated with traits probably exceeds that of the personality dis-
orders. A great deal of the psychiatric work on disorders is about classification. There is
considerably less research on both the aetiology (and prognosis) of these disorders and
the behavioural mechanisms and processes that describe and explain how they function.
The rapprochement between (clinical and personality) psychology and psychiatry is to be
welcomed.

This chapter will first examine three personality disorders often implicated in dysfunc-
tional workplaces. It will then examine the ‘overlap’ between disorders and traits. Third,
it will consider how and why personality-disordered individuals come to do as well as they
do at work, and how they can be both recognized (diagnosed) and helped.

2. Personality disorders
Psychiatrists and psychologists share various assumptions with respect to personality.
Both argue for the stability of personality over time. The Diagnostic and Statistical
Manual of Mental Disorders (DSM) criteria talk of ‘enduring pattern’, ‘inflexible and perva-
sive’, ‘stable and of long duration’. The pattern of behaviour is not a function of drug
use or some other temporary medical condition. Furthermore, the personality pattern is
not a manifestation or consequence of another mental disorder. Personality traits and
personality disorders are stable over time and consistent across situations. Thus there
should be obvious biographical clues to an individual’s make-up. This perhaps explains
the popularity of biodata in selection (Gunter et al., 1993).

Both psychologists and psychiatrists believe that personality factors relate to cognitive,
affective and social aspects of functioning. Both disorders and traits affect how people
think, feel and act. It is where a person’s behaviour ‘deviates, markedly’ from the expec-
tations of that individual’s culture that personality disorders are manifest. ‘Odd behav-
ior’ is not simply an expression of habits, customs, or religious or political values
professed or shown by people of particular cultural origin. In other words it is odd to all
people within a cultural context, and that includes the curious and often bizarre world of business!

The DSMs note that personality disorders all have a long history and have an onset no later than early adulthood. There are some gender differences: thus the antisocial disorder is more likely to be diagnosed in men, whereas the borderline, histrionic and dependent personality is more likely to be found in women. Some personality disorders have symptoms similar to other disorders – anxiety, mood, psychotic, substance-related and so on – but they have unique features. The essence of the difference between normal traits and disorders is as follows: ‘Personality Disorders must be distinguished from personality traits that do not reach the threshold for a Personality Disorder. Personality traits are diagnosed as a Personality Disorder only when they are inflexible, maladaptive and persisting and cause significant functional impairment or subjective distress’ (American Psychiatric Association, 1994: 633). In this sense disorders can partly be seen as extreme traits. Indeed, the spectrum hypothesis posits that disorders are extreme traits, between one and two standard deviations from the norm (Furnham, 2006). Thus psychopaths/antisocial individuals are extremely low on ‘agreeableness’ (or ‘psychoticism’, in Eysenck’s terminology), while ‘histrionic’ types are extremely ‘neurotic’ and ‘obsessive-compulsive’, extremely ‘conscientious’. The question, of course, is where to draw the line to distinguish an ‘extreme’ trait from a personality disorder. Furthermore, the range of personality disorders seems wider than that of traits, and it is clear that some disorders do not appear to be clearly related to personality trait, at least as defined by the five-factor model (Furnham and Crump, 2005).

The DSM-IV provides a clear summary:

General diagnostic criteria for a Personality Disorder
A. An enduring pattern of inner experience and behaviour that deviates markedly from the expectations of the individual's culture. This pattern is manifested in two (or more) of the following areas:
   (1) cognition (i.e. ways of perceiving and interpreting self, other people, and events)
   (2) affectivity (i.e. the range, intensity, liability, and appropriateness of emotional response)
   (3) interpersonal functioning
   (4) impulse control
B. The enduring pattern is inflexible and pervasive across a broad range of personal and social situations.
C. The enduring pattern leads to clinically significant distress or impairment in social, occupational or other important areas of functioning.
D. The pattern is stable and of long duration and its onset can be traced back at least to adolescence or early childhood.
E. The enduring pattern is not better accounted for as a manifestation or consequence of another mental disorder.
F. The enduring pattern is not due to the direct physiological effects of a substance (e.g. a drug of abuse, a medication) or a general medical condition (e.g. head trauma). (1994: 633)

There are ten or more defined and distinguishable personality disorders, some of which will be considered in due course: ‘Paranoid personality disorder’ is a pattern of distrust and suspiciousness such that others’ motives are interpreted as malevolent. ‘Schizoid personality disorder’ is a pattern of detachment from social relationships and a restricted range of emotional expression. ‘Schizotypal personality disorder’ is a pattern of acute
discomfort in close relationships, cognitive or perceptual distortions, and eccentricities of behaviour. ‘Antisocial personality disorder’ is a pattern of disregard for, and violation of, the rights of others. ‘Borderline personality disorder’ is a pattern of instability in interpersonal relationships, self-image, and affects and marked impulsivity. ‘Histrionic personality disorder’ is a pattern of excessive emotionality and attention seeking. ‘Narcissistic personality disorder’ is a pattern of grandiosity, need for admiration, and lack of empathy. ‘Avoidant personality disorder’ is a pattern of social inhibition, feelings of inadequacy, and hypersensitivity to negative evaluation. ‘Dependent personality disorder’ is a pattern of submissive and clinging behaviour related to an excessive need to be taken care of. ‘Obsessive-compulsive personality disorder’ is a pattern of preoccupation with orderliness, perfectionism and control. ‘Personality disorder not otherwise specified’ is a category provided for two situations: (1) the individual’s personality pattern meets the general criteria for personality disorder and traits of several different such disorders are present, but the criteria for any specific disorder are not met; or (2) the individual’s personality pattern meets the general criteria for a personality disorder, but the individual is considered to have a disorder that is not included in the classification (e.g. passive aggressive personality disorder). (1994: 629)

It should be noted that these personality disorders are grouped along different axes or different clusters. Three groups are usually distinguished: A (paranoid, schizoid, schizotypal); B (antisocial, borderline, histrionic, narcissistic) and C (avoidant, dependent and obsessive-compulsive). It is those disorders in Cluster B associated with low conscientiousness and agreeableness that are considered in this chapter. These appear to be those most related to management dysfunction.

It should also be noted that with each different edition of the manual (DSM) there are noticeable changes. Some disorders get dropped and others emerge. This is of interest and concern to all taxonomic specialists, but need not concern us unduly here.

One of the most important ways to differentiate a particular personal style from personality disorder is flexibility. There are plenty of difficult people at work but relatively few whose rigid, maladaptive behaviours mean they continually have disruptive, troubled lives. It is their inflexible, repetitive, poor stress-coping responses that are the mark of many disorders (Furnham, 2004).

Personality disorders influence the sense of self – they way people think and feel about themselves and how other people see them. The disorders often powerfully influence interpersonal relations at work. They reveal themselves in how people ‘complete tasks, take and/or give orders, make decisions, plan, handle external and internal demands, take or give criticism, obey rules, take and delegate responsibility, and cooperate with people’ (Oldham and Morris, 1991: 24). The antisocial, narcissistic, histrionic, obsessive-compulsive, passive-aggressive and dependent types are particularly problematic in the workplace.

People with some personality disorders have difficulty expressing and understanding emotions. It is the intensity with which they express them and their variability that makes them odd, difficult and prone to derailment. More importantly, they often have serious problems with self-control.

Experts have tried to classify the disorders in various ways, but of most relevance to this chapter is the work of researchers who have understood the impact of personality disorders of those at work. Without doubt major credit should go to the Hogans. Hogan and
Hogan (1997) note that a ‘view from the dark side’, as they call the personality disorders, gives an excellent understanding of the causes of management derailment. They argue that there are obviously many ‘mad’ managers in organizations, and that helping people to identify potentially bad or derailed managers can help to alleviate a great deal of suffering. They see a measure of the disorders as a useful risk audit that might reveal how managers behave under stress, and their particular and peculiar vulnerabilities.

Hogan and Hogan also note from their reading of the literature that derailment is more about having undesirable qualities than not having desirable ones. This is because those responsible for selection are more concerned with select-in, rather than select-out, criteria. That is, they really look for what they do not want as opposed to what they do want. There is frequently no mechanism for, interest in or ability to look for potential signs of derailment, including personality disorders. The business of selection can be seen in a simple $2 \times 2$ matrix: Select/Reject and Good/Bad. The aim is to select the good candidates and reject the bad (inappropriate, less able, etc.). However, most selection involves the ‘Select Good’ box by specifying what abilities, competencies, experiences and motivations managers should have. They are rejected if they do not have ‘enough’ of these or fail to reach a standard. The flaw in this very common approach is not to look specifically for characteristics that should lead to rejection, that is, to seek evidence of traits that one does not want. Thus it may be important to specify both select-in and select-out criteria, and among the select-out criteria may be evidence of personality disorders.

The research of Hogan and Hogan in the area has led them to various specific conclusions. There is substantial (between-study) agreement regarding the dysfunctional dispositions/traits associated with management incompetence and derailment. Many derailed managers (especially those with narcissistic personality disorders) have impressive skills, which is why their disorders are not spotted at selection but only later by their subordinates. Bad managers are a major cause of misbehaviour (theft, absenteeism, turnover) by staff: it is poor treatment that often makes them resentful, vengeful and disruptive.

Hogan and Hogan have always argued that it is important to take the observer’s view of personality – that is, the descriptions of the personality disorders given by those who deal with them. Thus it is less wise to rely on self-report in interview or by questionnaire as opposed to observer reports by colleagues, subordinates and clients. The problem for much research is that it can describe what derailed and derailing managers do rather than why they do it. Although the origin (in terms of learning or biology) is not clear for the personality disorders derailment factors, their consequences are very apparent. The most obvious one is, quite simply, the inability to learn from experience. A second crucial consequence of the disorders is that they erode trust. Thus dysfunctional managers lose the trust of all those they deal with.

This chapter will examine three specific personality disorders ranked by prevalence and power to disrupt social functioning in the workplace.

The successful psychopath

There is a small but growing literature on the successful, that is, non-institutionalized, psychopath (Widom, 1978; Widom and Newman, 1985; Ishikawa et al., 2001). They are described as carefree, aggressive, charming and impulsively irresponsible. They have the essential personality characteristics of the psychopath but seem to refrain from serious antisocial behaviour. Researchers have identified many politicians and business leaders as
non-criminal psychopaths. They are duplicitous but not illegally so. They show many patterns of misconduct but seem not to get caught. They seem brilliant at tactical impression management and are drawn to unstable, chaotic, rapidly changing situations where they can operate more easily. Successful, non-incarcerated psychopaths seem to have compensatory factors that buffer them against criminal behaviour, such as higher social class and intelligence. Thus the successful psychopath has a wider set of coping mechanisms than less privileged and able psychopaths, who soon get caught.

The term psychopath or sociopath is used to describe antisocial personality types whose behaviour is amoral or asocial, impulsive and lacking in remorse and shame. Once called ‘moral insanity’, it is found more commonly among lower socio-economic groups, no doubt because of the ‘downward drift’ of these types.

Self-report measures of the psychopathic personality give a clear indication of the sort of behaviours that are relevant (Benning et al., 2005). Impulsive nonconformity (reckless, rebellious, unconventional); blame externalization (blames others, rationalizes own transgressions); Machiavellian egocentricity (interpersonally aggressive and self-centred); carefree non-planfulness (excessive present orientation with lack of forethought or planning); stress immunity (experiencing minimal anxiety); fearlessness (willing to take risks, having little concern with potentially harmful consequences) and general cold-heartedness (unsentimental, unreactive to others’ distress, lacing in imagination. These seem to factor into two dimensions: one related to high negative emotionality and the other low behavioural constraint. Further research by Benning et al. (2005) led these authors to think about two distinct facets of the psychopath: fearless dominance (glib, grandiose, deceitful, low stress) and impulsive antisociality (aggressive, antisocial, low control). This suggests that within the psychopath population one may be able to distinguish between the two groups.

Antisocial (psychopathic) managers show a blatant and consistent disregard for, and violation of, the rights of others. They often have a history of being difficult, delinquent or dangerous. They show a failure to conform to most social norms and frequently, if not bright or privileged, get into trouble with the law for lying, stealing and cheating. They are always deceitful, as indicated by repeated use of aliases and ‘conning others’ for personal profit or pleasure. They can be, in short, nasty, aggressive, con artists – the sort who often get profiled on business crime programmes. They are also massively impulsive and fail to plan ahead. They live only in, and for, the present. They show irritability and aggressiveness, as indicated by repeated physical fights or assaults. They manifest a surprising reckless disregard for the physical and psychological safety of self and others – or the business in general. In an environment that values risk taking they are clearly in their element. They are famous for being consistently irresponsible. Repeated failure to sustain consistent work behaviour or to honour financial obligations is their hallmark. Most frustrating of all, they show lack of remorse. They are indifferent to or cleverly rationalize having hurt, mistreated or stolen from another. They never learn from their mistakes. It can seem as if labelling them as antisocial is a serious understatement.

In his famous book, *The Mask of Sanity*, Cleckley (1976) set out ten criteria for the ‘masks’ that conceal insanity: superficial charm and intelligence; absence of anxiety in stressful situations; insincerity and lack of truthfulness; lack of remorse and shame; inability to experience love or genuine emotion; unreliability and irresponsibility; impulsivity and disregard for socially acceptable behaviour; clear-headedness with an absence of delusions or irrational thinking; inability to profit from experience; and lack of insight.
The book is indeed a classic in psychology and psychiatry because of its insights. Cleckley noted the slick but callous business person, the smooth-talking and manipulative lawyer and the arrogant and deceptive politicians as examples.

Antisocial, adventurous managers are not frightened by risk; they thrive on it. They love the thrill of adventure and are happy to put others’ lives at risk as well as their own. They tend to be self-confident and not overly concerned with the approval of others. They live for the moment: they are neither guilty about the past nor worried about the future. They can be seriously reckless and tend not to tolerate frustration. They resist discipline and ignore rules. They have poor self-control and think little about the consequences of their actions. They need excitement all the time and are very easily bored. They can be successful entrepreneurs, journalists, bouncers, lifeguards.

It is an interesting question to try to identify in what sorts of jobs psychopathic traits might be, at least for a time, advantageous. This may refer both to the type of job but also a particular situation, such as when an organization is changing rapidly, in decline, or under investigation. They like outwitting the system – opportunistically exploiting whom and what they can. They usually hate routine and administration, which are seen as drudgery. No wonder people who work for them feel so demoralized.

They make bad bosses and bad partners because they are egocentric and only continue in a relationship as long as it is good for them. They rarely have long-lasting, meaningful relationships. They have two human ingredients missing which are crucial to a fully functioning person: conscience and compassion. They score very low on ‘agreeableness’ and ‘conscientiousness’. Hence they can be cruel, destructive, malicious and criminal. They are unscrupulous, and are exploitatively self-interested with little capacity for remorse. They act before they think and are famous for their extreme impulsivity.

Oldham and Morris (1991) call these types ‘Adventurous’. They describe the psychopath in popular terminology which makes it easier for non-specialists to spot them:

The following eleven traits and behaviours are clues to the presence of the Adventurous style. A person who reveals a strong Adventurous tendency will demonstrate more of these behaviours more intensely than someone with less of this style in his or her personality profile:

1) **Nonconformity**: men and women who have the Adventurous personality style live by their own internal code of values. They are not strongly influenced by other people or by the norms of society.

2) **Challenge**: to live is to dare. Adventurous types love the thrill of risk and routinely engage in high-risk activities.

3) **Mutual independence**: they do not worry too much about others, for they expect each human being to be responsible for him- or herself.

4) **Persuasiveness**: they are silver-tongued, gifted in the gentle art of winning friends and influencing people.

5) **Adventurers relish sex**: they have a strong sex drive and enjoy numerous, varied experiences with different partners.

6) **Wanderlust**: they love to keep moving. They settle down only to have the urge to pick up and go, explore, move out, move on.

7) **Freelance**: adventurous types avoid the nine-to-five world. They prefer to earn an independent, freelance living, do not worry about finding work, and live well by their talents, skills, ingenuity and wits.

8) **Open purse**: they are easy and generous with money, believing that money should be spent and that more will turn up somewhere.

9) **Wild oats**: in their childhood and adolescence, people with the Adventurous personality style were usually high-spirited hell-raisers and mischief makers.
10) **True grit**: they are courageous, physically bold, and tough. They will stand up to anyone who dares to take advantage of them.

11) **No regrets**: adventurers live in the present. They do not feel guilty about the past or anxious about the future. Life is meant to be experienced now. (1991: 218)

Hogan and Hogan (2001) call the antisocial person ‘mischievous’. They note that these types expect that others will like them and find them charming, and they expect to be able to extract favours, promises, money and other resources from other people with relative ease. However, they see others as merely to be exploited, and therefore have problems maintaining commitments and are unconcerned about social, moral and economic expectations. They are self-confident to the point of feeling invulnerable, and have an air of daring and sang-froid that others can find attractive and even irresistible. In industries where bold risk taking is expected they can seem very desirable for senior management positions.

Their self-deception, self-confidence and recklessness lead to many conflicts, but they have almost no ability to learn from experience. According to Hogan and Hogan (1997: 49):

They tend to be underachievers, relative to their talent and capabilities; this is due to their impulsivity, their recklessness, and their inability to learn from experience. These people handle stress and heavy work loads with great aplomb. They are easily bored, and find stress, danger and risk to be invigorating – they actively seek it. As a result, many of these people become heroes – they intervene in robberies, they rush into burning buildings, they take apart live bombs, they volunteer for dangerous assignments, and they flourish in times of war and chaos. Conversely, they adapt poorly to the requirements of structured bureaucracies.

Babiak (1995) found five characteristics in the many studies of industrial psychopathy and various case studies. He has reported case studies of individuals and described how they succeed despite their predisposition. He has noted from a series of case studies:

Comparison of the behaviour of the three subjects observed to date revealed some similarities: each a) began by building a network of one-to-one relationships with powerful and useful individuals, b) avoided virtually all group meetings where maintaining multiple facades may have been too difficult, and c) created conflicts which kept co-workers from sharing information about him. Once their power bases were established, d) co-workers who were no longer useful were abandoned and e) detractors were neutralised by systematically raising doubts about their competence and loyalty. In addition, unstable cultural factors, inadequate measurement systems, and general lack of trust typical of organizations undergoing rapid, chaotic change may have provided an acceptable cover for psychopathic behaviour. (1995: 184–5, emphasis added)

It is difficult to estimate the number of successful ‘industrial’ psychopaths. It is also sometimes difficult to explain why they ‘get away with it’ for so long. However, it is no mystery when enquiring from those who work or have worked with a successful psychopath how much misery or dysfunctionality they can bring to the workplace.

Babiak and Hare (2006) believe that psychopaths are indeed attracted to today’s business climate. They devised a questionnaire to help people at work spot them. There are, according to the authors, ten markers of the problem. The successful, industrial psychopath is characterized by the following. He or she:
1. Comes across as smooth, polished and charming.
2. Turns most conversations around to a discussion of him or herself.
3. Discredits and puts down others in order to build up own image and reputation.
4. Lies to co-workers, customers, or business associates with a straight face.
5. Considers people he or she has outsmarted or manipulated as dumb or stupid.
6. Is opportunistic; hates to lose, plays ruthlessly to win.
7. Comes across as cold and calculating.
8. Acts in an unethical or dishonest manner.
9. Has created a power network in the organization and uses it for personal gain.
10. Shows no regret for making decisions that negatively affect the company, shareholders, or employees.

Psychopaths can easily look like ideal leaders: smooth, polished, charming. They can quite easily mesh their dark side – bullying, amoral, manipulative. In the past it may have been politics, policing, law, media or religion that attracted psychopaths, but increasingly it is now the fast-paced, exciting, glamorous world of business.

The narcissist (arrogant, self-confident, grandiose)

There is a fine line between healthy self-esteem and serious, self-defeating, narcissism. The latter is characterized by insatiable craving for adoration, feeling a special entitlement and right to be insensitive, even cruel, to others, but at the same time being either enraged, or crushed, by criticism. Narcissists feel that they deserve special treatment but are extremely upset if they are treated like any ordinary person. They are marked by grandiosity (in fantasy or behaviour), need for admiration and lack of empathy.

Narcissists have an excessive sense of self-importance, for example exaggerated achievements and talents, and expect to be recognized as superior without commensurate achievements. Most are preoccupied with fantasies of unlimited success, power, brilliance and money. They love honours, awards and media attention. They believe that they are ‘special’ and unique, and can only be understood by, or should associate with, other special or high-status people (or institutions). They may try to ‘buy’ themselves into exclusive circles. They request, and seem to require, excessive admiration and respect from everyone at work. They also have a sense of entitlement – that is, unreasonable expectations of especially favourable treatment or automatic compliance with their manifest needs. Worse, they always take advantage of others to achieve their own ends, which makes them very poor managers.

Further, like the antisocial personality, they lack empathy. All are unwilling to recognize or identify with the feelings and needs of others. They show arrogant, haughty behaviours or attitudes all the time, both at work and at home. It is, of course, extremely difficult to work for a narcissist. Their staff have to be more attentive to the narcissist’s needs than their own work tasks.

Narcissists are always super-self-confident: they express considerable self-certainty. They are indeed ‘self-people’: self-asserting, self-possessed, self-aggrandizing, self-preoccupied, self-loving – and ultimately self-destructive. At work they tend to be outgoing, high-energy, competitive and very ‘political’. They seem to make good leaders as long as they are not criticized, or made to share any glory. They seem to have an insatiable need to be admired, loved and needed. They are often a model of ambitious, driven, high-self-esteem, self-disciplined, socially successful people.
Narcissism is paradoxically a disorder of low self-esteem. Narcissists self-destruct because their self-aggrandizement blinds their personal and business judgement and perception. At work they exploit others to get ahead, yet they demand special treatment. Thus, unless feedback is positive, it is rejected. They nearly always shoot the messenger of any sort of criticism, however justified it may be. They aim to destroy that criticism, however well intentioned and useful. They are poor empathizers and thus have low emotional intelligence. They can be consumed with envy and disdain of others, and are prone to depression. They are manipulative, demanding and self-centred; even therapists do not like them!

Hogan and Hogan (2001) call these types ‘Arrogant’, ‘the lord of the high chair’: a two-year-old, sitting in its high chair demanding food and attention, and squealing in fury when his or her needs are not met. Narcissists expect to be liked, admired, respected, attended to, praised, complimented and indulged. Their most important and obvious characteristics are a sense of entitlement, excessive self-esteem and quite often an expectation of success that often leads to real success. They expect people to be so interested in them that books will be written about them, and then, when their needs and expectations are frustrated, they explode with ‘narcissistic rage’.

What is most distinctive about narcissists is their self-assurance, which often gives them a particular type of charisma. Hogan and Hogan (1997) note that they are the first to speak in a group, and they hold forth with great confidence, even when they lack knowledge and are obviously wrong. They so completely expect to succeed, and take more credit for success than is warranted or fair, that they refuse to acknowledge failure, errors or mistakes. When things go right, it is because of their efforts but when things go wrong, it is someone else’s fault. This is a classic but highly adaptive attribution error. Good things emanate from inside me; bad things are from outside. This leads to some problems with truth telling because narcissists always rationalize and reinterpret their failures and mistakes, usually by blaming them on others. Unlike those with antisocial personality disorder, they do know the difference between truth and lies. But in having such a strong desire to protect their fragile self-esteem, they are prone to telling untruths.

Narcissists can be energetic, charismatic, leader-like and willing to take the initiative to get projects moving. They can be successful in management, sales and entrepreneurship. However, they are arrogant, vain, overbearing, demanding, self-deceived and pompous. They are so colourful and engaging that they often attract followers.

Narcissists can handle stress and heavy workloads with ease; they are also quite persistent under pressure and they refuse to acknowledge failure. As a result of their inability to acknowledge failure or even mistakes and the way they resist coaching and ignore negative feedback, they are unable to learn from experience.

Oldham and Morris (1991: 80) note nine characteristics of these types they call ‘Self-Confident’:

1. **Self-regard**: Self-Confident individuals believe in themselves and in their abilities. They have no doubt that they are unique and special and that there is a reason for their being on this planet.
2. **The red carpet**: they expect others to treat them well at all times.
3. **Self-propulsion**: Self-Confident people are open about their ambitions and achievements. They energetically and effectively sell themselves, their goals, their projects and their ideas.
4. **Politics**: they are able to take advantage of the strengths and abilities of other people in order to achieve their goals, and they are shrewd in their dealings with others.
5. **Competition**: they are able competitors, they love getting to the top, and they enjoy staying there.

6. **Dreams**: Self-Confident individuals are able to visualise themselves as the hero, the star, the best in their role, or the most accomplished in their field.

7. **Self-awareness**: these individuals have a keen awareness of their thoughts and feelings and their overall inner state of being.

8. **Poise**: people with the Self-Confident personality style accept compliments, praise and admiration gracefully and with self-possession.

9. **Sensitivity to criticism**: the Self-Confident style confers an emotional vulnerability to the negative feelings and assessments of others, which are deeply felt, although they may be handled with this style’s customary grace.

The business world often calls for and rewards arrogant, self-confident, self-important people. Yet such people may seek power and then abuse it. They thrive in selling jobs and those where they have to do media work. Further, as anyone who works with and for them knows, they can destabilize and destroy working groups by their deeply inconsiderate behaviour.

The central question must be the ‘cut-off’ point of self-esteem. In fact narcissists are masking low self-esteem, which is the real problem. A belief in self-worth and in the integrity of the self is fundamental to mental health: too little and the person can be paralysed by inactivity; too much and they can make too hasty, poorly informed decisions.

Most narcissists devise elaborate strategies to feed their obsession. Organizations can be required to devote considerable resources to support the vainglorious vagaries of senior managers who are too involved with themselves to make good staff and organizational decisions. Even the most supportive staff and organization cannot prevent the inevitable derailment which inevitably occurs.

**The histrionic (colourful, dramatic)**

The term is derived from the Latin *histrio*, meaning ‘actor’, but the original term was ‘hysterical’ from Greek via the Latin *uterus*, meaning ‘womb’. This disorder is found more frequently in women. Histrionics are attracted to ‘limelight’ jobs and strive for attention and praise, but setbacks can lead easily to serious inner doubts and depression.

Histrionics are certainly emotionally literate, but they can change very quickly. These managers have excessive emotionality and attention-seeking behaviour. They are the ‘drama queens’ of the business world. Most are uncomfortable in situations in which they are not the centre of attention and try always to be so. They delight in making a drama out of a crisis. Their interaction with others is often characterized by inappropriate, sexually seductive or provocative behaviour. They display rapidly shifting and shallow expression of powerful emotions. Most use physical appearance (clothes) to draw attention to self. They certainly get a reputation in their office for their ‘unique apparel’. This may be acceptable in the heady world of advertising and media, but very differently viewed in the cautious, serious world of banking and manufacturers.

Many histrionics have a style of speech that is excessively impressionistic and lacking in detail. They always show self-dramatization, theatricality and exaggerated expression of emotion – usually negative. Even the dullest topic is imbued with drama. They are easily influenced by others or circumstances, and are therefore both unpredictable and persuadable. Many consider relationships to be more intimate than they actually are. Being rather dramatic, they feel humdrum working relationships more intensely than others.
Histrionics deal with stress and heavy workloads by becoming very busy, enjoying high-pressure situations in which they can be the star. Breathless with excitement, they confuse activity with productivity and evaluate themselves in terms of how many meetings they attend rather than how much they actually get done. A key feature of these people that others may not appreciate is how much they need and feed on approval, and how hard they are willing to work for it. This explains why they persist in trying to be a star after their lustre has faded. To work with them, those who report to them have to be prepared to put up with missed appointments, bad organization, rapid change of direction and indecisiveness. This will never change, although it can be planned for.

Oldham and Morris (1991) noted seven characteristics of this type, which they call ‘Dramatic’: a person who reveals a strong ‘Dramatic’ tendency will demonstrate more of these behaviours more intensely than someone who has less of this style:

1) **Feelings**: Dramatic men and women live in an emotional world. They are sensation orientated, emotionally demonstrative, and physically affectionate. They react emotionally to events and can shift quickly from mood to mood.
2) **Colour**: They experience life vividly and expansively. They have rich imaginations, they tell entertaining stories, and they are drawn to romance and melodrama.
3) **Spontaneity**: Dramatic individuals are lively and fun. Their joie de vivre leads them to act on impulse to take advantage of the moment.
4) **Attention**: Dramatic people like to be seen and noticed. They are often the centre of attention, and they rise to the occasion when all eyes are on them.
5) **Applause**: Compliments and praise are like food and water to persons with Dramatic style: they need them to go on.
6) **Appearance**: They pay a lot of attention to grooming, and they enjoy clothes, style and fashion.
7) **Sexual attraction**: In appearance and behaviour, Dramatic individuals enjoy their sexuality. They are seductive, engaging, charming tempters and temptresses. (1991: 126–7)

Managers with histrionic personality disorders are likely to be found in the more human-resource-oriented world. They can do very well in PR, marketing and training, particularly if they are talented. But they certainly remain hard work for those who report to them.

Histrionics, naturally, do not make good managers. They get impatient with and anxious about details and routine administrative function. They are certainly highly sociable and have intense relationships. They live to win friends and influence people, and can do so by being very generous with compliments, flattery and appreciation. They hate being bored: life with them is never staid and dull. They don’t like being alone.

Interestingly, the definition of themselves comes from the outside: they see themselves as others say they see them. They are outer rather than inner emotional. They therefore lack a consistent sense of who they are. They need constant reassurance and positive feedback from others. Because their heart rules their head, they can be impulsive, impetuous and impatient. They live not in the real world but in a storybook world of fantasy and success.

At work they can be persuasive and insightful. They enjoy the world of advertising, PR, sales and marketing, but need strong back-up for things such as plans, budgets and details. At work they are volatile and are known for being moody. They can be effusive with both praise and blame. Everything is an emotional drama, and emotionally they can be both child-like and childish. They have problems maintaining relationships, which means that
with colleagues and subordinates they can be capricious, irascible and totally unpredictable. At work they need to be the star, the centre of attention, or else they can feel powerless or desperately unworthy. They are not introspective. Naturally they deal with failure particularly badly.

Hogan and Hogan (2001) call these types colourful: they seem convinced that others will find them interesting, engaging and worth paying attention to. They are good at calling attention to themselves – they know how to make dramatic entrances and exits, they carry themselves with flair, and self-consciously pay attention to their clothes and to the way that others react to them.

Histrionics are marked by their stage presence or persona, their self-conscious and distinctive aura – they perform extremely well in interviews, in assessment centres and in other public settings:

They are great fun to watch, but they are also quite impulsive and unpredictable; everything that makes them good at sales (and selling themselves) makes them poor managers – they are noisy, distractible, overcommitted, and love to be the centre of attention. They are not necessarily extraverted, they are just good at calling attention to themselves. At their best, they are bright, colourful, entertaining, fun, flirtatious and the life of the party. At their worst, they don’t listen, they don’t plan, they self-nominate and self-promote, and they ignore negative feedback. (Hogan and Hogan, 2001: 49)

Other ‘types’/disorders at work
It is possible that the particular characteristics of other disordered individuals can make them attractive or at least seem competent in certain other jobs. Thus people with mild paranoid personality disorder may be quite successful in the security business. Obsessive-compulsive personalities may succeed in many health and safety jobs.

It is important to bear in mind three factors with regard to personality-disordered people at work. First, it is crucial to take into consideration other factors such as physical appearance, level of cognitive ability and social skills. The brighter and more physically attractive people are, the more likely they are to be ‘forgiven’ various shortcomings. There is a vast literature in social psychology on the halo (and horns) effect which shows that attractive people are always judged more advantageously than less attractive people.

Second, it is indeed rare for an individual to have one ‘clean and clear’ personality disorder. Individuals have a profile, which means from a categorial perspective they reach ‘caseness’ scores in more than one disorder at the same time. Similarly, if one takes the psychological or dimensional approach, it is apparent that people have rich and complex profiles. Thus an antisocial personality may have a similar score on another dimension. Therefore one has to explain particular pathological behaviour at work by understanding the full profile of the individual.

Third, biographical details remain important. The middle-class antisocial personality will no doubt manifest very different traits from the working-class personality. Education and early work experiences can influence significantly how the disorders are manifested.

For social psychologists, Machiavellianism is a belief system, while for organizational psychologists it may be an index of managerial incompetence. It is, strictly speaking, not a personality disorder, though clearly related to the antisocial personality.

Machiavellianism may lead to destruction. It refers to people who are cynical, egocentric, controlling, distrustful and manipulative. They are deeply low on agreeableness and
empathy. They are supposed to epitomize the philosophy of the Italian writer who advised: never show humility; morality and ethics are for the weak; it is better to be feared than loved. They act so as to gain advantage. Rather than rewarding loyalty and friendship and caring about decency, fair play and honour, they concentrate only on winning.

In the world of business Machiavellians employ tactics aimed at disarming or humiliating their enemies (Greenberg and Baron, 2003). These include neglecting/’forgetting’ to share important information; always striving to make others look bad and incompetent to their seniors; failing to meet their contractual obligations and spreading false rumours.

However, technically Machiavellianism is considered an attitudinal, belief or stylistic variable, not a personality trait or disorder. However, it is very apparent from the aforementioned that there is considerable overlap with personality disorders, particularly the antisocial personality.

3. Managing the disorders and extreme traits
What assessors and selectors must do, however, is look for signs of these behaviours before offering employment. Given the propensity of certain personality types to lying, exaggeration and attribution errors, this judgement has to be made by others/observers rather than the individual themselves. In other words, the interview will not suffice to gather data though it may give certain clues.

It is a strong recommendation and requirement for certain jobs that due diligence is taken. This may mean fairly extensive background searches to ensure that the work history of the individual is fully explored. This means contacting the bosses, colleagues and report staff at the various places where the candidate has claimed to work. It certainly means interviewing many more people than the candidate gave as referees. It also means probing very carefully the veracity of many claims.

Studies on CVs have shown that most people are prone to errors of both omission and commission: they forget and invent. Many of these sins are relatively minor and may amount to little more than impression management. Yet this is likely to be very different in the case of those investigated in carefully documented case studies, particularly of the antisocial personality at work. Indeed, the antisocial manager often leaves a rich and very noticeable destructive trail.

It is costly and time-consuming to do thorough checks. But in certain jobs it is a necessity. Further, it is possible to use self-report inventories which assess ‘dark-side’ personality disorders and train interviewers to look specifically for the ‘tell-tale’ evidence of particular problem types (Hogan and Hogan, 1997).

4. Prevention and coping
It has been asserted that, using psychiatric criteria for the diagnosis of the personality disorders, it is possible to partly explain management derailment in terms of these disorders. It seems that many of these managers are on the borderline for diagnosis but may easily be ‘pushed over’ the brink by a set of particular circumstances. Thus an acute business problem or chronic issues may cause a number of crises and great stresses such that these individuals’ ‘dark side’ emerges. Thus the disorders mentioned above, as long as not extreme (on the linear scale), could be considered ‘potential risks for derailment’.

There are two important practical issues. The first is how to identify such individuals. The second is how to prevent such individuals getting into positions in organizations.
where they can cause great damage. Individuals are unlikely to self-diagnose or seek help. Whilst this may occur for some narcissists and histrionics, it is very unlikely to be the case with psychopaths. It is, however, quite probable that peers, subordinates and clients of psychopaths come to recognize their particular behaviours.

Therefore 360-degree ratings may prove particularly useful for picking up signs of pathology. Most such questionnaires concentrate on particular competency behaviours with regard to aspects such as teamwork, communication and innovation. Some of these could easily be rewritten to include consideration of the manifestations of disorders. Thus four or five items from each of the three personality disorders highlighted above may be included in a 360-degree rating form. If there is both great disparity between the target manager (self-report) and his/her observers, be they boss, peers or customers, and if the observer ratings agree on the negative behaviours, then the person may warrant further attention.

The sort of behaviours to look for relate to various categories, such as management style (haughty, insincere, manipulative), interpersonal relations (shallow, backstabbing, unskilled), job focus (impatient, erratic, unreliable) and other general ‘dark-side’ behaviours such as lying, cheating and bullying.

It is important to try to distinguish between ‘normal’ and ‘abnormal’ times and situations. Thus if the negative, risky or dangerous behaviours only manifest themselves when the manager is under great stress (not of his/her making) and these stress episodes are not overly frequent, then it may be that with some help the situation may be recovered.

The question remains at the organizational level: what should the organization do to prevent and then manage potentially derailing senior managers? An obvious start is to attempt to assess these issues at recruitment and selection. Thus one may use a ‘select-out’ set of criteria. Data on these could come from standard questionnaires (Hogan and Hogan, 1997), various checklists (Saulsman and Page, 2004) or, equally useful, reference checks. Clearly not enough organizations look actively for behaviours and traits that they don’t want as opposed to competencies that they do.

A second series of issues relates to the situation where a manager is already in place in an organization and appears to be derailing because of evidence of one or more personality disorders. One obvious possibility is to try some sort of counselling or therapy. There remains some debate as to how amenable personality disorders are to treatment (Babiak and Hare, 2006; Kets de Vries, 1999). It is likely that some are more amenable to treatment than others (i.e. obsession versus psychopath), and that much depends on the nature of the treatment.

Another possibility is to try to limit or control the situations where ‘risk-prone’ managers are less likely to manifest problems or where they are less ‘tempted’ or provoked into inappropriate behaviour. This may mean trying to reduce their stress or moving them to jobs where they have fewer problems. Inevitably this suggests a ceiling beyond which they should probably not rise.

Another approach which appears to be advocated by Oldham and Morris (1991) is to educate those around these (correctly diagnosed) individuals to ensure that they understand and control rather than provoke and exacerbate this condition. This could also mean looking out for classic behaviours. Thus Babiak and Hare (2000) suggest that there is a common pattern when psychopaths join a company. They charm at assessment and through their honeymoon period. Soon they become manipulative and disparaging to
others, and engage in flagrant-image enhancement. Then they confront by trying to neutralize enemies and abandoning those of little use to them. Finally, if successful, they tend to abandon their patrons as they move ever upward and onward. To be alerted to the possibility of this pattern may help to identify psychopaths before it is too late.

5. Conclusion
As McCall (1998) points out, when talented people are promoted in organizations, their obvious abilities and strengths often mean that selectors ignore or downplay weaknesses and problems which return to haunt them in the form of the derailed senior manager.

This chapter has concentrated on three personality disorders and how ‘successful’ psychopathic, narcissists and histrionics behave at work. Many people assume that these pathological disorders will easily be diagnosed and that it is virtually impossible for such individuals to rise to important positions in business. That is simply not true, and there is increasing evidence that well-known and initially respected politicians, religious leaders, lawyers and business people turn out to be clearly diagnosable as having a disorder.

Further, this chapter asserts that, paradoxically perhaps, all three personality disorders discussed above may indeed help people in many business settings. The willingness to take risks on the part of the psychopath, the confidence of the narcissist and the emotional independence of the histrionic may make them particularly attractive for certain people in certain businesses.

The data on the prognosis for personality disorders are not hopeful. They are unlikely to be changed much, although they can be managed. There is no very clear cut-off point on the spectrum of these three disorders. People may be on the borderline and in the ‘dangerous area’, which clearly makes them less of a risk than if they were at the extreme of the spectrum.

The intelligent, educated, middle-class individual with one (or more) of these disorders no doubt fares better. They can even be seen as an asset at certain times in the business cycle. But over the long term they are likely to reap problems for themselves, their direct reports, their colleagues and their company. They can, as individuals, turn the happy efficient and functional workplace into one where people distrust each other, sabotage work and underperform. As powerful individuals they can often be seen as the root cause of the shift from a functional to a dysfunctional workplace.
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Problems of employees with personality disorders: the exemplar of obsessive-compulsive personality disorder (OCPD)
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1. Personality disorders and the exemplar of obsessive-compulsive personality disorder

Personality disorders involve longstanding, persistent and maladaptive ways of functioning that are associated with impairment in intrapersonal, social, occupational and academic functioning. Personality disorders are considered to have an onset in early adulthood, although most difficulties can be seen as traits from childhood. The diagnostic heading of personality disorder embraces a wide variety of presentations, with recognized diagnoses including dependent, histrionic, narcissistic, antisocial, schizoid, avoidant, borderline, paranoid, and obsessive-compulsive personality disorder.

This chapter will focus on obsessive-compulsive personality disorder (OCPD) as an exemplar of a personality disorder that represents a common problem affecting workplace performance. OCPD is a chronic and maladaptive pattern associated with excessive rigidity, preoccupation with perfection, overly stringent personal and moral standards, inflated concern about matters of control and order, extremes in emotional control and constriction, interpersonal reticence, and indecisiveness that affect all domains of an individual’s life (Pfohl and Blum, 1991). The fourth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV; American Psychiatric Association, 2000) lists eight personality traits that characterize OCPD: rigidity, perfectionism, hypermorality, overattention to detail, miserliness, an inability to discard worn or useless items, excessive devotion to work, and an inability to delegate tasks. Such characteristics can exert a negative influence on work performance, both in terms of the affected individual’s capacity to work effectively and the quality of their relationships with co-workers. These issues can lead to significant challenges for individuals affected by OCPD, their co-workers and management, and a broad understanding of the condition is required in order to utilize effective strategies to maximize workplace performance. Many of the characteristics associated with OCPD, in milder degrees, may represent significant strengths for affected individuals and are often encouraged by the organizations in which they work (e.g. perfectionism, attention to detail, devotion to work). However, the disruptive effects of extremes in such characteristics support the need for furthering our understanding of OCPD within organizations, not only to help affected individuals, but also to maximize the performance of the organization and all its employees.

OCPD is one of the common personality disorders, affecting around 1–2 per cent of the population (Samuels et al., 2002; Torgersen et al., 2001), although prevalence rates of 8 per cent were reported in a recent large epidemiological study from the USA (Grant et al., 2004). OCPD has been noted more commonly in males and in married and working individuals (Nestadt et al., 1991). According to the American Psychiatric Association (APA, 2000),...
OCPD accounts for up to 10 per cent of cases that present in clinical practice, and constitutes a major hurdle to successful treatment of clinical syndromes.

OCPD is not to be confused with obsessive-compulsive disorder (OCD), and numerous recent papers focus on the distinction between the two disorders (Eisen et al., 2006). For example, Black et al. (1993) concluded that the data do not support a specific relationship between OCPD and OCD, although there are similarities in their associated characteristics, particularly in the domains of perfectionism and the need for control. More recently, Eisen et al. (2006) examined the convergence between OCPD criteria and OCD using data from the Longitudinal Personality Disorders Study. They found that hoarding, perfectionism and preoccupation with details (i.e. three of eight OCPD criteria) were significantly more frequent in subjects with OCD than in subjects without OCD. Moreover, the relationship between OCD and these three OCPD criteria showed unique association relative to other anxiety disorders and major depressive disorder. Thus, although OCPD as a diagnostic classification may not be uniquely associated with OCD, certain features of OCPD are associated with OCD.

Millon (1996) differentiates eight characteristic patterns of individuals with OCPD: (a) a tendency for affected individuals to be highly regulated in their expressiveness and appearance (e.g. they appear tense and constrained, and have a serious demeanour), which hides an inner insecurity, ambivalence about most things, fear of disapproval and intense feelings of anger; (b) an interpersonal manner characterized by formality, social correctness, a high degree of outer respect for those in authority, and a highly developed sense of morality; (c) a highly regulated and rigid adherence to hierarchies, conventional rules and schedules; (d) adherence to a self-image typified by an inflated sense of personal responsibility and self-discipline, dedication to perfection and productivity and a reticence to participate in recreational activities; (e) defensiveness against the conscious experience of socially unacceptable intrusions (e.g. thoughts, images, impulses); (f) discomfort with negative emotional responses such as defiance, rebelliousness, resentment and anger, and the activation of a wide range of defences to control such emotions; (g) a compartmentalized morphological organization which tolerates little interaction between drive, memory and cognition (e.g. rigid compartmentalization of one’s inner world to avoid the spilling over into consciousness of ambivalent images, feelings and attitudes); and (h) an overly sensitive or anhedonic temperament that could be constitutionally based. Such patterns fall on a continuum ranging from normal and adaptive through to pathological and maladaptive, although contextual factors define what constitutes dysfunction (Pollak, 1987).

Numerous OCPD subtypes have been identified which may present different challenges and may require differential management strategies. Millon (1996) discusses five adult subtypes: (a) the conscientious subtype who is generally willing to conform to rules and authority because of a fear of rejection or failure; (b) the puritanical subtype who is characteristically strict and punitive, highly controlled, self-righteous and extremely judgemental; (c) the bureaucratic subtype who is traditional and values formality, and who has a powerful identification with bureaucracy, which provides a set of rules, regulations and firm boundaries to contain feared inner impulses; (d) the parsimonious subtype who protects against the prospect that others might recognize the inner emptiness that they experience, and who is identifiable by a meanness and defensiveness against loss; (e) the bedevilled subtype who experiences discord, as their need to conform with the wishes of others clashes
with a yearning to assert their own interests, leading to chronic feelings of resentment and conflict. While the identification of these subtypes may be useful, research has yet to establish their validity, the need for idiosyncratic interventions, or even their distinctive etiologies. Nonetheless, the profile of characteristics associated with each subtype may require that consideration is given to the placement of affected individuals within the workplace.

2. Etiology of OCPD

Living and working with an individual affected by OCPD can be perplexing, especially if one has no overview of the factors associated with the etiology of the condition. Kyrios (1998) identified a range of etiological factors, including ethologically important instincts, biological dispositions and temperament; life experiences at strategic developmental stages; and dysfunctional schemas about oneself, others and the world. In particular, early attachments were conceptualized as leading to the development of at least five significant and interrelated core cognitive domains that contain various polarities of beliefs and hold strong affective associations. These domains involve beliefs about (a) self-worth and defectiveness; (b) the capacity to trust oneself and others; (c) the sense of control over oneself and the external environment; (d) the acquisition of specific roles that define one’s identity; and (e) the specific role that adherence to ethical, religious or moral codes can play in the OCPD individual’s sense of self. Basic trust in the world and others enables individuals to explore their environment, thereby facilitating the development of a sense of self-control and control over the external environment (Bowlby, 1973; Kyrios, 1998).

Exploration in a safe environment also enables the individual to learn to deal effectively with increasing degrees of difficulty, complexity and uncertainty in the world (Bowlby, 1988). For instance, research suggests that securely attached children are more likely to explore their environment, facilitating the development of cognitive and social skills (Cassidy et al., 1996; Jacobsen and Hofmann, 1997; Verschueren and Marcoen, 1999). However, in the case of individuals with OCPD, basic emotional needs are not satisfied by their early experiences, thereby hampering the internalization of a sense of security and reliance on the self and the external world (Bowlby, 1973, 1988).

Such internal conflicts have a longstanding influence on individuals with OCPD. Within the workplace, conflicted individuals tend to underperform, and can also exert a negative influence on colleagues and the broader organization. Such individuals are rarely identified by standard assessment procedures, due to limitations associated with specific measures. Furthermore, many of the characteristics associated with OCPD are considered ‘desirable’ by some organizations (e.g. perfectionism, overly high moral concerns, overattention to detail). Often, it is only after employment has begun that problems begin to emerge due to the effects of the OCPD. The following section examines the assessment of OCPD, before we go on to discuss the detrimental effects of OCPD in more detail.

3. Assessment of OCPD

The assessment of OCPD is complicated by issues relating to the distinction between personality and personality disorder. While numerous psychometrically satisfactory personality measures have been developed, these have mostly used a dimensional approach to conceptualization. This can be distinguished from the categorical approach traditionally seen in the assessment of personality disorder, which is limited by problems of reliability and validity. The relationship between dimensional and categorical approaches is not
clear in the case of OCPD, and there may be differences in the nature of their relationships to outcomes in the workplace.

Most recent research on the influence of personality in the workplace has been conducted using the dimensional five-factor model (FFM; Costa and McCrae, 1992) of personality (openness, extraversion, neuroticism, conscientiousness and agreeableness). The FFM was initially developed to describe variation in the normal range of personality, but also accounts for considerable variance in personality pathology (Costa and Widiger, 2002). With respect to the workplace, a recent study found that agreeableness exhibited a direct relationship with interpersonal counterproductive work behaviours, whereas conscientiousness was directly associated with organizational counterproductive work behaviours, and job satisfaction was associated with both personality dimensions (Mount et al., 2006). A meta-analysis also found that agreeableness and conscientiousness were associated with job performance within teams (Peeters et al., 2006). Interestingly, OCPD has been associated with low agreeableness and high conscientiousness, as well as low extraversion and high neuroticism (de Fruyt et al., 2006). However, de Fruyt et al. (2006) reported that the FFM predicted far less of the variance in OCPD than personality measures based on Cloninger’s (1987) psychobiological model (8 per cent versus 49 per cent, respectively). This supports the limited utility of more recent dimensional research using the FFM in the workplace with respect to understanding the effects of OCPD.

Measures of personality specifically designed to assess the pathological end of the spectrum may be more useful in the assessment of OCPD. Diagnostic interviews, such as the Structured Clinical Interview for DSM-IV Axis II Personality disorders (First et al., 1994), constitute the gold standard for the assessment of OCPD. However, while many questionnaire measures are useful in screening for personality disorder (e.g. the Symptom Check List [SCL-90-R]; Derogatis, 1983), the results of screening need to be verified with structured interviews to avoid the possibility of false negatives and false positives (Starcevic et al., 2000). Even well-validated self-report questionnaires such as the Minnesota Multiphasic Personality Inventory have been found to have questionable efficacy in distinguishing individuals with OCPD from others, even in inpatient units (Schotte et al., 1991). The various versions of the Personality Diagnostic Questionnaire (PDQ; Hyler et al., 1983; Hyler and Rieder, 1987; Hyler, 1994) have also demonstrated low agreement with structured interviews and overdiagnosed personality disorder (Fossati et al., 1998). Moreover, the OCPD scale from the most recent version of the PDQ (Hyler, 1994) demonstrated poor internal consistency, poor convergent validity, produced more false positives than false negatives, and showed relatively poor discriminant validity (Fossati et al., 1998). Furthermore, different measures of OCPD do not necessarily converge and may in fact assess different components of this personality syndrome (McCann, 1992). Such findings point to definitional variations, heterogeneity within the disorder, and differing symptomatic foci among the range of OCPD questionnaire measures.

In the absence of structured clinical interviews, such clinically based questionnaire measures are limited in their capacity to identify individuals with OCPD. However, measures that focus on normal personality traits, used more commonly in workplace contexts, are also ineffective in identifying at-risk individuals. Hence the assessment of OCPD within the workplace requires further research. The limitations of current assessments may explain why workplaces are slow to identify individuals with OCPD, and that some time passes before it becomes apparent that affected individuals impede organizational
performance. Nonetheless, despite the limitations of existing assessment measures, the detrimental effects of OCPD are well documented. The following sections examine the general and specific workplace effects of OCPD.

4. General effects of OCPD

Individuals with OCPD present with a range of general difficulties, including increased disability across important life domains as well as an increased likelihood of specific psychological disorders. For instance, data from the Collaborative Longitudinal Personality Disorder Study (CLPDS; McGlashan et al., 2000) found that 75 per cent of individuals suffering from OCPD also suffered from major depressive disorder at some point in their lives. While recent evidence suggests that OCPD is associated with lesser degrees of disability than other personality disorders, in one study 90 per cent of individuals with OCPD were still found to have moderate or severe impairment in at least one area of functioning (Skodol et al., 2002). Furthermore, OCPD was associated with as much disability as major depression in areas relating to work and study.

Individuals with OCPD may present with a range of other psychological difficulties, including anxiety disorders, mood disorders, adjustment problems (particularly during stressful periods), physical symptoms, and somatoform disorders such as hypochondriasis. For instance, data from the CLPDS (McGlashan et al., 2000) suggest that more than 20 per cent of individuals diagnosed with OCPD reported symptoms consistent with general anxiety disorder (GAD) or OCD. With regard to substance abuse, the findings have been somewhat inconsistent. Nestadt et al. (1992) reported a decreased risk for alcohol abuse in a community study of OCPD, while Romach et al. (1995) reported that 45 per cent of chronic users of prescribed anxiolytics were diagnosed with a personality disorder, with 22 per cent diagnosed with OCPD specifically. Data from the CLPDS (McGlashan et al., 2000) found that around 29 per cent of individuals presenting with OCPD answered criteria for alcohol dependence or abuse and 25 per cent reported past or current drug dependence or abuse.

Intrapersonal and interpersonal difficulties are common among individuals with OCPD. For instance, affected individuals rarely experience a sense of security either internally or externally. Early life experiences that have linked mistakes and infringement of moral codes with parental rejection result in uncertainty about self-worth and fears about errors and imperfections (Guidano and Liotti, 1983; Millon, 1996). This results in inflexible adherence to ethical, religious or moral codes, and repeated attempts to prove one’s worth by avoiding ‘failure’ and achieving ‘perfection’ (Beck and Freeman, 1990; Guidano and Liotti, 1983). The resulting perfectionism and intolerance for uncertainty increases vulnerability to a range of psychopathology (Flett and Hewitt, 2002; Tolin et al., 2003).

Individuals with OCPD are particularly challenged by the external world. They have a strong need to control their social and physical environment, and find it hard to trust others as they perceive them as irresponsible and incompetent (Beck and Freeman, 1990; Millon, 1996). Hostility towards others develops from an assumed coercion to accept the standards imposed by others, an assumption that is derived from their early experiences of constraint and discipline when they contravened parental rules (Millon and Davis, 1996). Fear of social disapproval evolves from such other-directedness and an assumption of rejection following any possible infringement of strict and restrictive moral
codes. Hence, in order to resolve their ambivalence towards others, individuals with OCPD are likely to become preoccupied with socially prescribed perfectionism, self-control, social order, rules and regulations. As individuals with OCPD come to recognize that others do not share their own high standards and moral codes, they experience internal conflict between hostility towards others and a fear of social disapproval (Millon, 1996). Their perception of ‘unsatisfactory’ performance by others also results in feelings of frustration and anger, increased feelings of personal responsibility and the need to control the environment and themselves. However, individuals with OCPD also fear revealing their internalized hostility. They experience a fear that these feelings may spiral out of control and reveal their imperfections, resulting in their rejection by others (Millon, 1981). This internal struggle results in further attempts for control, rigidity of behaviour and affective restriction (McWilliams, 1994).

Individuals with OCPD compartmentalize many aspects of their lives (Millon, 1996). They rigidly allocate times for every task. In their attempts to maintain control they disregard their own emotional reactions to events and suppress memories. Such efforts for emotional and cognitive control result in lack of self-knowledge and difficulties with regulating their emotions. They may manage to avoid thinking about specific issues (e.g. relationships) during weekdays, which may be dedicated solely to work; however, they may consistently ruminate about these topics during weekends or at vacation times. Total absorption in the task at hand may result in a lashing out at any disturbance. In some cases, such compartmentalization may lead to extreme feelings of detachment from oneself, difficulties recalling recent important life events and a continuous sense of never ‘feeling emotion’ or ‘being in the world’.

Individuals with OCPD show an excessive, dysfunctional devotion to achievement, activities of mastery, and work. Their basic insecurity, fear of exploration and intolerance for uncertainty hinders the development of a range of social roles. Rather than having several social roles, individuals with OCPD over-invest in socially sanctioned, structured social roles such as job competence. As a result of this excessive reliance on one social role, they become anxious, and overwhelmed by small changes in their work environment. They try to maintain control through excessive attention to detail, regulations and procedures. Again, their perfectionism and lack of trust in others results in a reluctance to delegate tasks. They may reject reactive solutions and assistance from others due to their mistrust and fear of novelty.

5. Workplace effects of OCPD
At a general level, many of the traits associated with OCPD are socially accepted and adaptive. For example, an individual with OCPD traits may present as a motivated and diligent worker, and be valued within the workplace. Research has suggested that OCPD traits, such as a dedication to work, perfectionism, adherence to rules, and avoidance of conflict, may be perceived as a boon to organizations. Furnham and Petrides (2006) used a vignette methodology to examine the influence of gender, ability, motivation and experience on perceived suitability of candidates for promotion. They found that work motivation was the most important of these variables for selection. Furnham (2002) investigated individuals’ ratings of desired characteristics in a range of co-workers. Findings suggested that individuals most desired in organizations present as dedicated to their work, do not show obvious flaws, and are highly motivated.
By definition, however, OCPD refers to a personality disorder characterized by significant disruption and difficulty to the individual’s life. In the workplace, OCPD may have a variety of negative effects. For the individual, it may present in a variety of forms, most notably perfectionism when conducting tasks, which in turn can be associated with workaholism or, conversely, procrastination and avoidance of tasks because of the high personal cost associated with attempts to maintain perceived ‘perfection’. At an intrapersonal level, the general effects of OCPD transfer to the workplace; thus the individual may be at risk of depression and anger, and have a variety of personal issues such as feelings of defectiveness or a greater need for control. Such effects also manifest within interpersonal contact, for example relationships with work colleagues, behaviours within meetings and the ability to delegate tasks. Finally, other difficulties may be present, such as a lack of organization or over-organization, and possibly hoarding of items. Research relevant to these issues is detailed in the following sections.

Engagement in work tasks
The phenomenology of OCPD, involving perfectionism, rigidity, interpersonal control and orderliness, is similar to the characterization of individuals who are ‘workaholics’. Porter (1996) suggested that workaholism is akin to an addiction, characterized by an excess of work hours to the exclusion of other roles; identity issues leading to the salience of work to bolster self-esteem; rigidity in thinking and perfectionism, high need for control and difficulty delegating to others. Little research has directly examined the relationship between OCPD and workaholism. Mudrack (2004), however, conducted a study that examined the relationship between job involvement, OCPD traits and workaholic behavioural tendencies. In this study, OCPD was operationalized as a multidimensional concept derived from psychodynamic research, with subcomponents consisting of obstinacy, orderliness, parsimony, perseverance, rigidity and superego involvement (morality), similar to Kyrios’s (1998) contention that morality, control and trust are important in OCPD. Mudrack found that engaging in non-required work was related to an interaction between high work involvement coupled with high superego, and to high work involvement coupled with high obstinacy. Mudrack suggested that workaholism may function differently for these two patterns: in the case of high superego, individuals may use work to assuage feelings of guilt, whereas those with high obstinacy may be preoccupied with precision and order at work. Thus individuals who demonstrate difficulties with self-issues (worth/defectiveness, morality) and control can manifest in overcommitment to work activities.

Such workaholic tendencies have been associated with negative outcomes (e.g. burnout and stress), an important work management issue particularly for workplaces with high staff turnover or high staff training costs. Porter (2001) noted a division between positive and negative workaholism, where the former is due to enjoyment and fulfilment in work activity, and the latter due to the need to work in a compulsive, perfectionistic fashion. The latter category is relevant to OCPD, in its similarity to phenomenological descriptions of OCPD traits (Kyrios, 1998; APA, 2000). It has been suggested that this perfectionistic workaholism is associated with sensitivity to criticism and a tendency to judge oneself against elevated standards that ensure failure (Robinson, 1998). Such failures result in anger towards others that is used to justify low cooperation and communication with them.
Evidence has also supported the association between personality difficulties and vulnerability to burnout at work. In their review, Maslach et al. (2001) identified six aspects of person–environment fit that may relate to job burnout. They suggest that mismatches in workload, perceived control, perceived reward, community, fairness and values may contribute to the exhaustion, distancing and inefficacy dimensions of job stress. Such aspects are intimately related to the phenomenology of the individual with OCPD. In particular, if affected individuals experience an overload of work commitments, they are likely to exhaust their resources and ability to function. Similarly, if they feel they are responsible for producing results that they are not able to meet, they may experience burnout due to feelings of inefficacy. Those individuals with high moral values may experience burnout due to the conflict between the values of the workplace and their own values, which is especially pertinent to OCPD individuals’ attempts to hide discord and personal flaws.

While some individuals with OCPD may react to their need for control through greater engagement in work tasks, others may react to perfectionism with the opposite tendency. For example, Flett et al. (1995) have suggested that procrastination is a response to a form of social evaluation that involves the perceived imposition of unrealistic expectations on the self. Flett et al. (2004) suggest that such procrastination is related to strong fear of failure due to perfectionistic standards. This fear of failure is either associated with, or a byproduct of, feelings of personal inferiority, inefficacy and low self-acceptance. While self-oriented perfectionism is associated with procrastination, socially prescribed perfectionism shows a more robust relationship, reflecting introjected beliefs regarding standards that others require one to meet. Flett and colleagues suggest that this relationship is mediated by automatic cognitions regarding perfectionism, stemming from schemas that the self should be ideal; this conception is similar to conceptions of OCPD as inflexibly adhering to ethical or moral codes with repeated attempts to prove self-worth through achieving ‘perfection’ and avoiding ‘failure’ (Guidano and Liotti, 1983). In an organizational setting, such avoidant tendencies would serve to place the individual in a high-stress position familiar to any student completing assignments, whereby the impending deadline for tasks serves to pressure the individual. Clinical descriptions of individuals with perfectionism or OCPD note that such individuals may never complete their assigned tasks. Such failure to perform tasks would further the lack of trust by the organization in the individual and feed into the affected individual’s mistrust of others.

**Workplace relationships**

An important characteristic of personality disorders is their destructive effects on social relationships. Many personality disorders, by definition, are primarily concerned with social disruption, for example the extreme reaction of those with borderline personality disorder in response to perceived threats to attachment relationships. As noted previously, individuals with OCPD are characterized as having a higher need for control over themselves and the environment; perceptions of socially prescribed perfectionism; lack of trust and belief in others; rigidity in roles; and inflexible adherence to morality. All such beliefs interfere with relationships in general, and certainly translate to the work environment. Indeed, perfectionism and OCPD may have their greatest disruptive effects on the social fabric of the workplace. For example, Porter (1996) suggests that workaholic tendencies can be especially problematic if the individual is in a position of power. The individual
may set impossible standards for their workers, which gives the impression to the individual's superiors that they are striving for excellence, while leading to failure for their subordinates, who are then blamed for the failure. This tendency follows the individual's need for control, and may lead to frustration in co-workers. Porter also notes that if the individual does not trust others, then, through mutual interactions, the individual becomes seen as less trustworthy themselves. In most business organizations, this would have obvious impact on the ability of the group of workers to work cohesively towards shared goals. Porter (2001) found that workaholic individuals questioned the value of other individuals as people, not just as co-workers. Such an attitude would further exacerbate organizational mistrust and conflict.

From Maslach et al.'s (2001) conceptualization of variables affecting person–environment fit, social disruption is predominantly related to violations of community, rewards and fairness. In particular, these authors suggest that individuals who do not have a positive connection to others in the workplace are prone to burnout. If the individual fails to build positive relationships with others, they are likely to experience a lack of social support and sharing of positive emotion. As noted above, the difficult relationships between individuals with OCPD and their colleagues render them vulnerable to such burnout patterns. Further, if they view others as untrustworthy or incompetent, stemming from internal schemas of others, they may feel that there exists unfairness or mismatch of rewards within the workplace, contributing to their feelings of inefficacy. In particular, if the individual fails to achieve promotion due to the disruptive effects of OCPD, they may feel unjustly passed over for their 'more incompetent colleagues'. The resulting feelings of inefficacy are particularly problematic as individuals with OCPD also have a high need for control.

The schemas of individuals with OCPD will also probably hamper workplace effectiveness. For example, due to rigidity and perfectionism, it would be difficult and anxiety-provoking for the individual with OCPD to adapt within quickly changing environments, such as fast-paced workplaces, aspects of work that involve on-the-spot reactions (e.g. workplace meetings), or even periods of organizational restructuring. Beliefs relating to OCPD may also lead to difficulties in effectively delegating tasks. The individual may strive to maintain control over their work, or alternatively over their subordinates and colleagues, thus disrupting the ability of a workplace team to work together to maximize effectiveness. As noted above, the individual with OCPD may also be prone to unrealistic expectations of their employers or subordinates.

General organization

The individual experiencing OCPD may be relatively unable to plan and organize activities effectively. Individuals with extreme OCPD traits attempt to assert complete control over their lives or environment. Such attempts are doomed to failure, leading some individuals to become overwhelmed and less organized in their endeavours. Individuals with OCPD also focus on particular areas of their lives, leading to general neglect of others. They may overly focus on areas of workload in which they feel a degree of control or to which they particularly relate (e.g. tasks requiring attention to detail, solo tasks) to the detriment of tasks requiring creativity, flexibility and group interaction. In the workplace, this may lead to difficulty in effectively organizing time, tasks or the physical workplace, leading ultimately to a lack of effectiveness, which could combine with other difficulties such as an inability to delegate.
Finally, OCPD is associated with hoarding behaviours or the failure to discard items (Kyrios et al., 2002). In the workplace, the individual may demonstrate acquisition of, and failure to discard, items and knowledge, in order to fulfil a high need for control. Again, this would hamper the effective fulfilment of job requirements. Furthermore, hoarding of work documents will ultimately be associated with high degrees of clutter and disorganization, typically reaching a point where workspaces (including virtual workspaces on computers) are compromised in terms of their designated purpose.

6. Management
An important issue for the workplace is the management of problems associated with personality disorders such as OCPD. Consistent with work-stress management literature (e.g. Kendall et al., 2000), interventions can be classified as primary (i.e. strategies that aim to prevent the occurrence of problems); secondary (i.e. activities designed to change the individual's reaction to stressors); and tertiary (i.e. approaches used to treat the problem). In addition, such interventions can occur at both the individual level (e.g. through group or individual interventions) and at the structural level (e.g. through improving workplace leadership and management). These levels of intervention are briefly described below.

Individual level
It is likely that most of the interventions at the individual level will occur at the secondary or tertiary stage (i.e. addressing problems and reactions to them) once difficulties start to manifest. However, primary prevention strategies can be incorporated as part of a screening strategy before employment, and as part of intervention in the form of a relapse prevention strategy (i.e. preventing future problems). The latter is particularly important when dealing with personality disorders such as OCPD, where individuals are likely to present only in acute crisis (Kyrios, 1998), usually with difficulties that may mask the personality disorder (e.g. adjustment disorder, major depression, anxiety disorders, relationship difficulties). In addition to management of the individual's response to stressors and the resultant symptoms, the interventions need to address the dysfunctional cognitive and behavioural processes. While a full discussion of psychotherapy interventions for OCPD is beyond the scope of this chapter (see Kyrios, 1998 for a more comprehensive discussion), a brief outline is presented below.

The individual who recognizes they have difficulties at the workplace will often present for counselling, with initial interventions likely to focus on management of acute symptoms. The individual is likely to present for treatment only when they are experiencing significant distress. Therefore, reducing negative mood states should be one of the priorities during early stages of management. Prescriptive behavioural techniques including relaxation, controlled breathing techniques, activity scheduling including activities of pleasure and mastery, and exercise can be effective in reducing the initial distress. The interventions can be provided on an individual basis or in groups. Mindfulness techniques (Segal et al., 2002), whereby the client is required to refocus attention to the moment, could be quite useful in reducing intense mood states, but also in allowing the client to expose themselves to feeling states as an observer and thereby increasing tolerance of mild negative affective states. Such techniques could prove useful for other personality disorders where management of negative emotions or tolerance of affective states is particularly important (e.g. borderline personality disorder). This can be done
in conjunction with cognitive techniques that involve challenging the faulty beliefs surrounding the expression of emotions (e.g. ‘emotions can and should be controlled’). Gestalt techniques (e.g. the empty chair technique) can also be useful in bringing the client’s emotions to the ‘here and now’.

Activity scheduling can be important in OCPD as it can improve mood through engagement in a range of pleasurable rewarding activities in the short term, but also from a primary preventive perspective in addressing the OCPD-related aversion for recreational activities, overemphasis on work and job over-involvement. It is now well recognized that one of the important aspects of mental well-being is the ability ‘to gain satisfaction from a variety of sources’ (Speller, 1998). The reward base of individuals with OCPD is often restricted to areas they perceive as productive. The scheduled pleasurable activities need to be initially structured and gently prescribed by the therapist, particularly as many of them (e.g. relaxation) may be viewed by the individual with OCPD as unproductive and unnecessary. Such interventions can easily be administered more generally within workplaces as part of ‘cultural shift’ strategies where the focus is on well-being of the workforce as distinct from a pure productivity-focused philosophy (i.e. at the structural level).

Such strategies counter the narrow and closed attention of the OCPD individual by providing experiences outside their usual routines, while increasing their ability to manage and tolerate affective states. This will be particularly important as the affected individual starts increasingly to encounter situations that are novel and subjectively threatening and that may have been previously avoided. In a psychotherapeutic context, it is important for difficulties and fears to be confronted in a structured and graded manner. Such techniques can involve the identification of ‘high-risk’ situations, predicted negative outcomes and responses, gradual exposure to the identified situation in an order of increasing risk, testing out the predictions and coping levels. Ultimately individuals develop skills in dealing with anxiety and discomfort in specific situations and, in addition, build up a sense of confidence in their ability to deal with threat and ambivalence. It is important that such techniques be accompanied by cognitive-behavioural strategies that challenge the dysfunctional beliefs leading to avoidance and maintaining the problem. In particular, the elevated perception of harm and threat often seen in OCPD needs to be challenged through the detailed examination of situations identified as risky by the individual, and estimating the likelihood and severity of negative outcomes. Affected individuals are made aware of their tendency to focus only on possible negative outcomes as well as the inconsistencies in their avoidance patterns. Socratic dialogue can be used to help individuals develop alternative ways of thinking. Similar strategies can be used to address the increased perfectionism in individuals with OCPD. Dysfunctional beliefs such as ‘mistakes can have catastrophic consequences and should never be made’ or ‘everything must be done perfectly’ can be challenged by exposing individuals to graduated purposeful mistakes to demonstrate that such beliefs are not supported by the emerging evidence. Alternatively, one can ask perfectionists to try harder to be ‘more perfect’ in order to demonstrate the futility of such strategies.

Individual interventions within the workplace could include giving consideration to the type of work that employees with OCPD might be best suited to. This may also entail changing the position or conditions of employees with OCPD who are not coping with current demands, although this may be difficult in small organizations or in work contexts with a narrow focus. Particular characteristics, such as those associated
with specific subtypes, may provide clues about the most appropriate work. For instance, the bureaucratic or conscientious subtypes may be best suited to dealing with rules and regulations (e.g. health and safety). Individuals attuned to dealing with details may be better suited to developing manuals, dealing with data, or even detailed policy or actuarial development. Those who have relative limitations in dealing with the uncertainties of group activities may be better suited to individual projects while reporting to a benevolent authority figure. In cases where a change in employment conditions is not possible, counselling services may be required to help affected employees deal with changing circumstances and/or negative emotional responses. Appropriate placement of individuals with OCPD is not anathema to the strategies described above that aim to broaden their skills and comfort zone. In fact, as already noted, narrowing the focus to areas of work in which they feel control may be detrimental to other areas. However, a graded approach to the broadening of affected individuals’ safety zones may be best implemented from the security of a work environment in which they feel competent.

Finally, individuals with OCPD may require support in dealing with their internal emotional states and the appropriate expression of emotion, particularly with respect to hostility and anger. For instance, assertiveness training and anger management are useful strategies for dealing with the internalized hostility that often threatens to break out in affected individuals. Furthermore, training in appropriate interpersonal skills (e.g. social skills, sensitivity and empathy training) can also be useful in circumventing the build-up of hostility.

In summary, psychotherapeutic interventions at the individual level aim to reduce negative mood states (e.g. lowered mood, irritability, anxiety, hostility) through a range of cognitive and relaxation strategies, and therefore develop a more adaptive response to stressors; increase emotional awareness and expressivity through monitoring strategies and by utilizing the therapeutic relationship to address affective and interpersonal difficulties; reduce avoidant tendencies and increase flexibility and tolerance of novelty through graded exposure techniques; improve interpersonal and emotional regulation skills; increase individuals’ involvement in activities not related to work, particularly those viewed as ‘unproductive’ or a ‘waste of time’ (e.g. recreational, social, relaxation activities); and using cognitive restructuring techniques to address specific maladaptive cognitions (assumptions) that serve to maintain the maladaptive behaviours. While undertaking these strategies, particular focus should be given to maladaptive schematic processes that could impact on the treatment process. For example, difficulties with trust and emotional expressiveness could interfere with the quality of relationships and must be handled gently. Similarly, elevated need for control may make the client react more strongly to techniques that interfere with attacks on perceived control, for example relaxation strategies and the commencement of behavioural techniques such as exposure. Finally, such interventions can be integrated with the considered placement of affected individuals, so that they are given the opportunity to broaden their comfort zone from a secure base.

**Structural level**

Effective management of problems associated with OCPD should also include intervention at a structural or organizational level. It is now well recognized that work stress and associated mental health outcomes are a result of the interaction between environmental
and individual factors, for example aspects of the work environment or job and the personal and individual differences in reactions to, and coping with, stress at work (Siegrist, 1998). A study by Aust et al. (1997) demonstrated the beneficial effects on critical coping behaviour in highly stressed inner-city bus drivers following a brief programme that included interventions at both the individual and structural level. Some studies have indicated that organizational or work characteristics may have a greater impact than personal attributes (Maslach and Schaufeli, 1993) and that work stress may depend primarily on the way jobs are constructed and managed (Dollard and Winefield, 2002). Therefore interventions at the organizational level are necessary for effective management of the negative workplace effects of OCPD.

In accordance with the preventive stress management framework proposed by Quick et al. (1997), interventions at the structural level involve primary prevention strategies, which can include modification of work demands and stressors; secondary strategies aiming to change how individuals and organizations respond to the demands of work and organizational life; and tertiary strategies that would treat the distress that individuals and organizations may encounter. However, in terms of specific interventions to manage problems associated with OCPD, and personality disorders more generally, the research has been at best limited. This section offers some suggestions for structural management based on theory and research on OCPD treatment, theoretical frameworks of stress management and models of organizational management of workaholism.

First, an essential element of preventive or treatment intervention is the identification of potential problems or impediments in the workplace. In relation to OCPD, it is common for organizations to fail to acknowledge problematic behaviours until they escalate to a level where they cause considerable distress to the individual and impact on the effectiveness of the organization (e.g. through decline in individual performance, decrease in morale, or higher turnover rates). In addition, some of the behaviours that may become problematic may initially have been encouraged and fostered, and even rewarded within some organizational climates (e.g. job involvement, long working hours). It is essential for leaders and managers to be able to identify potentially problematic behaviours associated with particular positions (e.g. the tendency for workaholism and therefore burnout in air-traffic controllers) and recognize the signs or symptoms of maladaptive OCPD patterns in order to distinguish these from balanced work enthusiasm. Spence and Robbins (1992) distinguished between workaholics and work enthusiasts by noting that, while the two groups scored equally on measures of high job involvement, workaholics were more likely to report increased drive to work and low enjoyment of their work.

Several additional intrapersonal and interpersonal symptoms, which have been discussed earlier in the chapter (e.g. perfectionism, difficulties working in a team or delegating responsibility), can also be used as indicators of OCPD traits that could cause problems in the workplace. While general measures of OCPD have been found to be limited, more specific measures of particular characteristics could be used as part of selection batteries. For example, there are several measures of perfectionism or decision-making difficulties (e.g. Multidimensional Perfectionism Scale, Frost Indecisiveness Scale; see Martin et al., 2001) that could be useful in identifying at-risk individuals. Given that affected individuals might impede performance of other staff or damage the organizational climate, especially where team performance is important to organizational outcomes, early screening or identification may be a useful structural intervention. Furthermore, provision
of educational and training programmes for leaders and managers regarding healthy working habits are an essential step in increasing their awareness of these potential problems, ensuring they do not promote the maladaptive patterns and increasing their ability to develop or implement strategies needed to counter the potential problems.

At the primary intervention level, the organizational climate may also require modifications to address the explicit and implicit messages that employees are given in terms of work hours (the value placed on quantity versus quality), job involvement and reward distribution. It is common for organizations to develop a culture where long hours and sacrifice are seen as essential for success and development (Porter, 1996). In such organizations, individuals working long hours may be more recognized, perceived as more dedicated and more frequently rewarded. This will not only impact on the OCPD individual by encouraging maladaptive workaholic patterns, but may also impact on other employees who spend fewer hours at work, but complete the job efficiently. According to Porter (1996), the effect of such patterns can impact on the ongoing interactions in the workplace both immediately and in the longer term (e.g. in terms of stress and burnout, decline in performance, absenteeism or higher turnover rates). Such patterns need to be recognized and changed at the organizational or leadership level. It is the leaders and managers of the organization who are instrumental in promoting more adaptive and balanced working patterns. This can be done through modelling and encouraging efficiency and teamwork over quantity of individual working time.

However, other aspects of how organizations function may be harder to change. For example, in organizations that are increasingly making use of advances in communications and technology (e.g. e-mails, mobiles, portable computers), workaholic behaviour is encouraged by blurring the line between the workplace and home. Moreover, organizational restructuring with more work for fewer staff, overlapping responsibilities and associated job insecurity further reinforce workaholic behaviour by providing justification for working longer. Setting concrete goals and tasks, clear deadlines and responsibilities may serve to reduce procrastination and increase efficiency. In the longer term, the inclusion of more collaborative work arrangements such as self-managing teams and more participation in decision making may be less conducive to workaholism and OCPD behaviours. On the other hand, greater self-responsibility and self-management may further encourage certain aspects of OCPD behaviour in the absence of deference to an authority figure. Many such interventions await empirical support, with ongoing research required to establish what type of organizational climates would discourage maladaptive patterns in OCPD and lead to more positive outcomes in the workplace. Nevertheless, considering the relative intolerance for novelty and changes to routine that individuals with OCPD demonstrate, any changes to the familiar organizational structure or function need to be instituted gradually to prevent escalation of stress.

Secondary interventions can be used in parallel to improve both the individual’s and the organization’s response to stresses and ongoing changes in the workplace. There are various roles and responsibilities for organizations and their leaders with respect to individuals with OCPD or OCPD traits, such as the need to make available group or individual stress management and skill training programmes, providing social and leisure opportunities to promote balanced working conditions; and promoting social support and team building. In particular, informal support systems may be more effective in shaping behaviour and avoiding distress. For instance, setting up mentoring schemes is one way by
which an organization can encourage and reward interdependence and social support. As Quick et al. (1997) noted, organizations may sometimes emphasize independence to the extent that individuals are reluctant to seek support. To address this, leaders and managers need to reward appropriate assistance-seeking and supportive relationships at work. Such support would not only buffer against increasing work demands, but in the case of OCPD may provide valuable experience and opportunity for improving interpersonal functioning.

In addition, initiating and supporting regular social events or activities outside of work may serve to strengthen social interaction and at the same time promote a balanced approach to work and leisure activities. Strategies such as team building can be used to promote improvement of performance through cooperative, supportive relationships within a work group. Often, existing reward structures within organizations support individual performance. Redirecting the reward system to include rewards based on team performance may encourage development of a more cooperative approach towards teamwork. If problems do arise, organizations can take on the responsibility for ensuring referral to, or, depending on organizational size and contextual issues such as health insurance policies, the delivery of mental health services for distressed employees.

7. Conclusion
OCPD is one of many personality disorders that are associated with significant impairment in occupational and academic functioning, and in both intra- and interpersonal functioning. Specifically, OCPD is characterized by maladaptive patterns of rigidity, preoccupation with perfectionism and morality, overattention to detail, concerns about matters of control and order, emotional control and constriction, miserliness, interpersonal reticence, indecisiveness, an excessive devotion to work, and inability to delegate tasks. While such difficulties affect workplace performance, milder forms of the characteristics associated with OCPD are often encouraged by organizations and may represent significant individual strengths. Understanding OCPD may lead to more effective strategies to maximize workplace performance for not only the affected individuals, but more broadly for organizations. Biological dispositions, early developmental experiences, particularly early attachments, and dysfunctional thinking styles have been identified as important in the etiology and management of OCPD.

The management of problems associated with personality disorders such as OCPD is an important issue for the workplace. Interventions at the structural level could include some focused pre-employment assessment of specific characteristics known to undermine performance in particular work contexts; increasing awareness, monitoring and diagnosis of maladaptive patterns associated with OCPD through education and training programmes for the organization; adoption of a balanced work ethic that emphasizes reward efficiency and teamwork over extensive hours of work and isolation; increasing supports through individual, group and organizational training programmes on stress management; promotion of cooperative working relationships, social supports and team building; and provision of support and services to address distress among employees. While such interventions may help prevent or minimize the negative impact of OCPD on individuals and organizations, they are also likely to be associated with additional benefits to the organization and all individuals working within such organizations. With respect to individuals with OCPD, it is necessary to recognize and emphasize the positive contributions that affected individuals bring to the organization. The very characteristics that may present
problems when at their extreme may, in milder degrees, represent significant strengths for both the individual and the organization. Individuals with OCPD can be dedicated, reliable, competent and committed employees. These strengths must be emphasized and built upon. Such an approach would serve to increase self-esteem, self-efficacy and competence, and lead to better adjustment. The challenge for leaders of organizations is to develop an organizational culture in which all employees are satisfied, productive and valued.

Overall, there is a paucity of research on the workplace and personality disorders, in general, and OCPD, specifically. Future research will need to establish the utility of specific measures of OCPD and OCPD traits as they relate to particular job specifications. Furthermore, the efficacy of screening procedures and other primary interventions, as well as secondary or tertiary interventions at the individual or structural levels with respect to improvement in individual and organizational performance, will require evaluation in specific employment contexts. This will require interdisciplinary endeavours, particularly between clinical and industrial/organizational psychologists. While the challenges are significant, the benefits for individuals and organizations may also be considerable.
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Bullies and the effects of bullying
Bullying is a widespread phenomenon in numerous countries. Studies suggest that as much as 10 per cent of the workforce is bullied (Hoel and Cooper, 2000; Vartia, 1996). Being bullied, then, is a ‘normal’ part of the working day for many people. Workplace bullies play out their ‘foul game’ (Neuberger, 1999) in organizations, engaging in punishment, self-aggrandizement and generally belittling subordinates (Ashforth, 1994). Bullies are especially prevalent in prisons, schools, young offenders’ institutions and the armed forces. Bullies (a type of tyrant) are often ‘leaders’, and have devastating effects on their subordinates, causing tension (Baron, 1988), stress (Myers, 1977), helplessness (Ashforth, 1989), and work alienation (Clarke, 1985), as well as having more general effects on departmental or unit performance (Podsakoff and Schriesheim, 1985). It’s difficult to put a cost on the effects of bullying to organizations because incidence is under-reported. For instance, some employees might not prefer to ‘label’ themselves as bullied by seeking organizational or professional assistance (Salin, 2001). However, given the consequences for individuals by way of stress, absenteeism, turnover, reduced productivity and other inefficiencies resulting from organizational dysfunction, the real cost must be staggering.

This chapter aims to document what we know about workplace bullying. We describe the incidence, extent and types of bullying that occur in workplaces, as well as its conceptualization. Second, we review the empirical work that has investigated bullying and what has been found. With bullying being increasingly perceived as an organizational issue (e.g. Liefooghe and Mackenzie Davey, 2001), this chapter focuses more specifically on organizational level influences, and their impact on bullying behaviour. Third, we examine the intervention literature which attempts to suggest actions and strategies that might be used by victims and organizations in order to prevent or combat bullying or mobbing.

Conceptualizations of workplace bullying
Bullying can be defined as behaviour that, on more than one occasion, is offensive, abusive, malicious, insulting or intimidating; unjustified criticism on more than one occasion; punishment imposed without reasonable justification; and changes in the duties or responsibilities of the employee to the employee’s detriment without reasonable justification (Lee, 2000, p. 596). Influenced by case-law definitions in racial and sexual harassment, definitions of bullying share three elements: its effect on the recipient; a negative effect on the victim; and bullying behaviour must be persistent and generally extend beyond six months (Quine, 1999). Workplace bullying is in the middle of a continuum: at one end is workplace homicide; physical violence at the next level; and in the middle, sexual harassment and bullying (Crawford, 1997). Bullying may incorporate incivility (breaches of etiquette), or forms of aggression (degradation), which can escalate into a conflict spiral (Andersson and Pearson, 1999; Felson, 1992) and is sometimes
underwritten by judgements of ‘appropriate’ conduct and pressure to conform to gender-appropriate norms (Lee, 2002). The intention of perpetrators is to engage in concealed acts which cause humiliation, offence and distress (Lee and Brotheridge, 2006). For instance, Lee (2000: 604; original emphasis) described the following incident:

*My supervisor got hold of me by my overalls. He pushed me against the workbench and verbally threatened me for no known reason. This attack took place when there was nobody else about.* (‘George’, electrician)

The potential danger to victims includes effects on their professional status, personal standing, being isolated, suffering overwork and being destabilized in the organization (Rayner and Hoel, 1997). ‘Mobbing’ (or ‘shikato’), where groups of peers bully one person, has also been identified as common in schools and at work in Japan and Scandinavia but less so in the UK (Einarsen, 1999; Leymann, 1992). Bullying is a symptom of organizational dysfunction and is evidence of ‘internal organizational conflicts which have bubbled to the surface . . . the conflict is either seeping to the surface or suddenly spills out’ (Crawford, 1997: 221).

In general, bullying has been conceptualized as a combination of both individual and environmental factors. A general model of bullying has been provided by Ashforth’s model of ‘petty tyranny’ (1994) (see Figure 4.1). This consists of individual predispositions (beliefs about the self, organization and subordinates, and preferences for action) interacting with situational facilitators, leading to petty tyranny (belittling subordinates, lack of consideration, discouraging initiative), and having effects on subordinates such as high frustration, low self-esteem etc. Behaviour may trigger a vicious circle. However, bullying has also been analysed from three different levels: the individual or person-oriented level, the dyadic or group level, and the organizational level. The need to recognize factors from all angles has been acknowledged by a number of researchers (Einarsen, 2000; Einarsen et al., 2003; Zapf, 1999).

**Prevalence of workplace bullying**

Bullying has commonly been associated with school playgrounds (Batch and Knoff, 1994). However, it was identified in Scandinavia as an adult issue in the 1980s, and, in the UK, in the 1990s. Workplace bullying is more common than previously thought. Of a sample of 7986, representing 14 different Norwegian surveys of a broad array of organizations and professions (Einarsen and Skogstad, 1996), as much as 8.6 per cent had been bullied at work in the recent past. Bullying was most prevalent in large, male-dominated organizations, and older workers were victimized more than younger workers. Similar proportions (10.1 per cent) have been reported by Vartia (1996), using Finnish municipal employees as participants. However, Quine (1999) found bullying more prevalent among health workers, with more than one-third of a sample of 1100 suffering bullying in the past year. These employees also reported low job satisfaction and high levels of job-induced stress. Even greater numbers were found by Leymann (1996), with roughly half of 2400 Swedish workers experiencing bullying. Similar numbers have been reported in research at Staffordshire University Business School, where Rayner (1997) found that 53 per cent of staff had experienced workplace bullying and 78 per cent had witnessed bullying of others. Rayner (1997) also found that 53 per cent of 1137 university students reported that
Note: The three ellipses reflect potential configurations of individual predispositions and situational facilitators that are likely to predict petty tyranny. It is not argued that tyrannical behaviour fully mediates the impact of the proposed antecedents on the proposed effects. It is recognized that certain antecedents may affect certain effects directly or through additional mediators.


Figure 4.1 Proposed antecedents and effects of petty tyranny
they had been bullied during their working lives. Most people were bullied in groups, where bullying was more prolonged than in individual bullying, and were bullied immediately upon changing their jobs, accounting for 82 per cent of bullying onset. Other scenarios where bullying occurred was where an individual acquired a new manager. Women were bullied as much by men and women, but men were rarely bullied by women. Being bullied was associated with low use of support services, and leaving the job.

Job seniority does not provide immunity against bullying. Business professionals (managers and experts) also experience bullying. Salin (2001) found that 8.8 per cent of 377 respondent professionals (managers and experts) reported being bullied occasionally and 1.6 per cent weekly. Given the high-pressure, competitive nature of professional jobs, it was thought that this type of sample might be subjected to a different type of bullying. Compared to a British study (Hoel and Cooper, 2000) of professionals, Salin (2001) found that negative acts such as being given tasks with impossible targets or deadlines, having one’s opinions and views ignored, and being given work clearly below one’s level of competence were reported considerably more often. Particular industries and occupations where performance includes exacting tasks performed under time pressure are also situations where it is more likely that bullying will occur (Hillier, 1995).

Characteristics of the victim and the bully

The victim

Victims of bullying feel demoralization and defeat:

*My own advice to anyone facing (bullying) is to resign straight away if you can and not to fight. . . I have made a promise to myself that if I am faced with the same situation again I will leave straight away, after all life is too short.* (Crawford, 1997: 224; original emphasis)

The extent to which the personality of the victim is a contributing factor in bullying has been heavily debated. Early researchers (e.g. Leymann, 1996) were strongly opposed to the notion that victim personality might be a cause of bullying. However, many studies today suggest that victim personality cannot be ignored (e.g. Coyne et al., 2000; Zapf and Einarsen, 2003). Aquino et al. (1999) hypothesized that two groups of employees were particularly at risk of becoming victimized at work: the ‘submissive’ employee, and the ‘proactive’ employee. Typical ‘submissive’ victim characteristics include anxiety, low social competence, low self-esteem and low self-determination (Aquino et al., 1999; Coyne et al., 2000; Einarsen et al., 1994b; Vartia, 1996). Other victim characteristics found to be associated with bullying include a high level of social anxiety (Einarsen et al., 1994b), increased levels of sensitivity, anger and suspiciousness (Gandolfo, 1995), neuroticism (Vartia, 1996), disability, physical weakness, lack of friends, and introversion (Aquino and Lamertz, 2004; Smith et al., 2003). Research supports Aquino et al.’s claim that ‘proactive’ employees are likely to be targets of bullying. For example, Olweus (1993) used a sample of children in which a small group were characterized as ‘proactive victims’. These victims were both anxious and aggressive, and were experienced by most other pupils as annoying and might provoke aggressive behaviours in others (Felson, 1992). In a similar vein, Brodsky (1976) described victims as overachievers with an unrealistic view both of their own abilities and resources and the demands of their work tasks. Such qualities may conflict with established group
norms, causing frustration among colleagues who might then respond with hostility (Zapf and Einarsen, 2003).

One point of debate is whether, and to what extent, these characteristics should be considered causes of bullying or whether they are the end-product or result of the bullying process. While it could be claimed that the personality of the victim may provoke aggression in others, Leymann (1996) contends that victim characteristics need to be understood as a normal response to an abnormal situation. Specifically, observations of personality must not be seen as the cause, but instead the consequence of bullying (Leymann and Gustafsson, 1996). Similarly, Hoel and Cooper (2000) claim that exposure to bullying may affect the way an individual perceives the world and their ability to influence and control events. Since no longitudinal study has yet been presented, this explanation cannot be ruled out (Einarsen, 1999).

Certainly, individuals who possess a negative perception of life have been shown to be more vulnerable to workplace bullying. According to Watson and Clark (1984), persons with high negative affect are prone to focus on the negative aspects of their personal environment, are less happy with their lives, and may project a meek demeanour. Similarly, Coyne et al. (2003) and Jockin et al. (2001) also claim that a predisposition to negativity lends itself to a victim’s perception — that once bullied, they will always be bullied. These claims are supported by the work of Einarsen and Skogstad (1996), who found victims with a long history of victimization to be attacked more frequently than those with a shorter victimization history. Examining a group of 268 Norwegian victims of bullying, they found the majority of those with a case history of more than two years reported being victimized on a weekly or daily basis. Only a small group of victims with a case history of less than 12 months reported being bullied this often. Demographic characteristics may also explain why certain employees are more likely to be targets of bullying. In particular, being different or belonging to a minority appears to be a risk factor. For example, both members of ‘non-white’ ethnic groups (Hoel and Cooper, 2000) and employees with disabilities (Leymann, 1992) show higher victimization rates. All of these characteristics leave the potential victim vulnerable and open for the more aggressive personality of the bully (Aquino and Byron, 2002).

The bully

Researchers have also examined the characteristics of a typical perpetrator, i.e. the bully. One popular school of thought places emphasis on the genetic and childhood experiences that lead to workplace bullying. Raine et al. (1994) describe biological ‘causes’ of aggressive bullying behaviour in the workplace. Some support has been shown for the assertion that the adult bully learned this behaviour in childhood, is unable to break the psychological cycle as he or she grows into adulthood, and thus mimics the destructive behaviour either at home or in the workplace (Haynie et al., 2001; Robinson and O’Leary-Kelly, 1998). Similarly, other research has given rise to the idea of a ‘cycle of violence’ (Tattum and Tattum, 1996; Randall, 1997), suggesting that bullying behaviour, cultivated in childhood and adolescence, continues to express and manifest itself in a variety of situations throughout life (Randall, 1997).

Research has identified a lack of social competency to be a common trait of perpetrators. For example, Zapf and Einarsen (2003) argued that both a lack of emotional control and ‘thoughtfulness’ could be contributing to abusive behaviour. Sheehan and Jordan
(2003) also argued that an inability to take responsibility for the expression and control of emotions may contribute to bullying. Moreover, they suggested bounded emotionality and personal mastery training were needed to curtail bullying behaviour.

**Dyadic and group-level influences**

On the dyadic level, it is emphasized that bullying consists of interactions between a victim and a perpetrator (or several perpetrators). This level of analysis emphasizes a dynamic process between the victim and the perpetrator (or perpetrators), with the victim construed as an active agent in the bullying process (Einarsen et al., 2003; Niedl, 1995). Research distinguishes between two forms of bullying: predatory and dispute-related bullying. Predatory bullying refers to those situations ‘where the victim personally had done nothing provocative that may reasonably justify the behaviour of the bully’ (Einarsen, 1999: 22). Predatory bullying is often identified as a public manifestation of power on the part of the perpetrator, or because the victim is part of an outgroup, i.e. an underrepresented sex or ethnic group. On the other hand, dispute-related bullying refers to those incidents of bullying that are connected with disagreement over work-related conflicts or violation of social norms. If conflicts remain unresolved, bullying behaviour may escalate and become increasingly personal.

Power differences should also be considered when analysing bullying on the dyadic level, as they are an inherent factor in bullying conflicts (Vartia, 1996). Differences in power are not necessarily due to the formal position of victims and perpetrators, but may be based on other situational and contextual characteristics (Cleveland and Kerst, 1993). Moreover, personality characteristics may also play a role in the development of such power imbalances between victim and perpetrator.

**Organizational-level influences**

The recent history of organizations shows environments that are fertile grounds for bullies to prosper. From the 1990s on, large organizations experienced vast changes which included restructurings, downsizing, relocations, technological innovations (Langan-Fox, 2002, 2005) and a shift to more formal systems of appraisal to allow for accurate statistics, observance and monitoring of employee performance (Langan-Fox et al., 1998; Liefooghe and Mackenzie Davey, 2001). As a consequence, work conditions in large organizations are often fraught with uncertainties – prime environments that foster suspicion, competition, conflict and unsettling feelings about the future, resulting in an organizational environment that is tense and stress-filled.

Organizations with rigid hierarchical structures are more likely to have a culture where bullying can flourish, and where the power differential is handled without impunity. This appears to be the case especially in ‘total institutions’, such as the army (see Ashforth, 1994) or ‘paramilitary’ setting, such as the fire service (Archer, 1999). In Scandinavia, the quality of the organization’s work and social environment has been seen as the main determinant of bullying. Leymann (1992) took a strong position in stating that work conditions ‘alone’ are the primary cause of bullying. Similarly, Vartia (1996) found that victims and observers of bullying felt that workplace deficiencies such as poor information flow, settling of conflicts and insufficient empowerment all contributed to bullying. Of a total of 2215 individuals in a labour union and employer’s federation, Einarsen et al. (1994a) found that bullying was significantly correlated with measures of the work environment,
including leadership, work control, workload, social climate and role conflict. This study showed that it was not only the victim who suffered from an ill-conditioned work environment, but also observers of bullying.

**Workplace culture**

Bullying has been shown to flourish in hectic and competitive environments, where employees are willing to sabotage or expel unwanted colleagues and subordinates in order to improve their own position within the organization (O’Moore et al., 1998; Salin, 2003a; Vartia, 1996). Certain reward systems may also facilitate micro-political behaviours and bullying by creating an atmosphere where colleagues or subordinates are considered as burdens or rivals (Kräkel, 1997; Sutela and Lehto, 1998). For example, a performance-based reward system may give an employee an incentive to bully a colleague if the remuneration is based on the relative ranking of the employees (Kräkel, 1997). This creates a situation where individuals may choose to sabotage the work of fellow employees to improve their own position. Team-based reward systems have also been shown to facilitate bullying behaviour. Sewell and Wilkinson (1992) suggested that teamwork may sometimes lead to oppressive control from peers. Collinson (1988) found that collective bonus systems motivated some workers’ concern to discipline their colleagues. In accordance with this notion, Kräkel (1997) understood bullying to be a ‘rent-seeking’ behaviour, whereby perpetrators seek to benefit personally from their bullying activities. Advantages of engaging in workplace bullying may include higher pay, increased promotion opportunities, and improved performance appraisal (Salin, 2001). Gabriel (1998) also claimed that bullying serves the instrumental function of simultaneously establishing a pecking order and allowing for mobility within it. Some researchers have gone so far as describing bullying as ‘personnel work with other means’ (Zapf and Warth, 1997). That is, bullying may be used as a means to expel unwanted employees, whom it would be otherwise difficult to lay off. Salin (2003b: 40; original emphasis) described the following incident as an example of how bullying may be used as a way of obstructing or trying to eliminate rivals.

*A supervisor, who is a colleague of mine, got a new subordinate, whom she obviously experienced as a threat to her own career. The new subordinate was not invited to common meetings, was publicly scoffed at, etc. When the subordinate had risen to the same hierarchical level, it was payback time. The former supervisor was slandered, was excluded from the work community, and it was generally considered that she was not capable of handling her work tasks.* (Woman, middle management)

Salin (2001) argued that a higher degree of bureaucracy, and stricter rules for laying off workers in the public sector, may increase the value of using bullying as a strategy for circumventing rules and eliminating unwanted persons. In these scenarios, bullying may be understood (by bullies) to be a more efficient method of managing difficult human resource issues!

Organizations characterized by an extreme degree of conformity and group pressure are also prone to bullying. Studies investigating the relationship between bullying and organizational culture have emphasized socialization processes whereby bullying behaviour has become normalized, reproduced or even considered institutionalized. In his study of bullying in the fire service, Archer (1999) investigated how bullying may become institutionalized and passed on as ‘tradition’. A major reason for this prevailing culture
lay in the induction to the service through basic recruit training. His study found the training process to be a powerful source of institutionalizing bullying behaviour which was passed on as tradition and thus not acknowledged as bullying behaviour. Bullying behaviour in the fire department, and other paramilitary institutions, is seen to be well ingrained and difficult to change. This is primarily due to the fact that superiors have been bought up within the same cultural tradition. Furthermore, the fact that many victims considered complaining about bullying to be an act of disloyalty emphasizes the potential strength and impact of the socialization processes at work (Archer, 1999).

Other studies have shown how bullying can be considered as being ‘built into’ or embedded within the organizational culture. In several work environments, bullying can be perceived as a ‘normal’ and acceptable way of getting things done. An environment that has frequently been associated with a high prevalence of bullying, often of a violent nature, is the kitchen of the gastronomic restaurant. A number of situational and societal factors, such as a hot and noisy workplace, and pressures to satisfy customers, can facilitate bullying behaviour (Anderson et al., 1996; Einarsen, 1996). Moreover, Johns and Menzel (1999) claim that increasing appeal in preparing food and cooking from the media has led to the achievement of a celebrity status for some chefs. Accordingly, the chef is often perceived as an artist, whose bullying and abusive behaviour is tolerated or explained as idiosyncratic behaviour born out of artistry and creativity (Johns and Menzel, 1999). There are some famous cases of chef bullying, as in the filming of Nigel Marriage, hitting and abusing a kitchen porter, with the rest of the kitchen staff performing their jobs as if nothing was happening. Peers, subordinates and immediate managers are often frightened and may experience self-doubt when faced with such a situation (Bowes-Sperry and O’Leary-Kelly, 2005; Delbecq, 2001). Similarly, Crawford (1997, p. 222) claims that bystander passivity is a consistent feature of bullying at work perhaps because nobody wants to get involved lest they become bullied too. Consequently, self-preservation appears to drive many observers into silence and acquiescence.

From the foregoing, it is clear that processes of learning and socialization exacerbate problems of workplace bullying. Discipline and subordination are fundamental mechanisms in which organizations get their employees to tolerate such behaviour as part of the workplace culture. In these environments, new employees and managers can also become socialized into treating bullying as a normal feature of working life: ‘monkey see, monkey do’ behaviour (Robinson and O’Leary-Kelly, 1998).

Support for bullying behaviour

Bullying behaviour may also flourish when individuals feel that such behaviour will go unpunished, due to a lack of policies or punishment (Einarsen, 1999; Rayner et al., 2002). Research suggests that employees will quickly come to view bullying behaviour as acceptable and ‘normal’ if they see others get away with it and are even rewarded for it (O’Leary-Kelly et al., 1996; Rayner et al., 2002). Bullying has been shown to be more frequent in large (Einarsen and Skogstad, 1996) and bureaucratic organizations (Thylefors, 1987), where the perpetrator is more invisible. In small and transparent organizations, both the perpetrator’s risk of getting caught and the potential social consequences may be larger.

Einarsen (1999) claims that bullying is prevalent in organizations where employees and managers feel that they have the support, or at least implicitly the blessing, of senior managers to continue their bullying behaviour. In accordance with this notion, Brodsky
(1976: 83) argued that ‘for harassment to occur, the harassment elements must exist within a culture that permits and rewards harassment’. Described as a ‘sense of permission to harass’, Brodsky claimed that bullying behaviour may be the result of a prevailing belief in industrial society that workers are most productive when exposed to a fear of harassment. In this sense, harassment is thus perceived as instrumental by management in achieving productivity or ‘acceptable’ performance from employees. Together, research suggests that, in some organizations, bullying may not be an integrated part of the culture, but is still indirectly ‘permitted’.

In addition to giving tacit ‘permission’ for bullying, the culture in some organizations may be characterized by a heavy reliance on jokes and banter, which may border upon bullying behaviour. In some organizations, humiliating jokes, surprises and insults can also be part of the socialization process, whereby new members are tested to ensure compliance with shared norms. This behaviour is particularly prevalent in ‘tough’ male-dominated shopfloor environments, where harsh humour appears to be part of everyday life and an accepted part of the culture (Collinson, 1988; Einarsen and Raknes, 1997). However, as Einarsen and Raknes (1997) mention, in some cases it is possible that the target, for some reason, cannot defend himself or herself, or may not take such humour as a joke.

Job satisfaction and negative work environments
Research has uncovered a myriad of situational antecedents which have been shown to be associated with workplace bullying. Research suggests bullying behaviour to be more prevalent when employees are dissatisfied with the work environment. This includes bullies who are managers as well as those who are co-workers (Ishmael, 1999). In a Norwegian study among almost 2200 members of six different labour unions, both victims and observers of bullying at work reported being more dissatisfied than others with their work environment (Einarsen, 1999). This was attributed to a lack of constructive leadership, lack of possibilities to monitor and control their work tasks, and especially a high level of role conflict (Einarsen et al., 1994b). Furthermore, Einarsen et al. (1994b) found a higher number of bullying incidences in organizations with few challenges, less variety and less interesting work. Zapf (1999) also provided support for the view that bullying is associated with a negative work environment. He compared victims of bullying with a control group of non-victimized individuals. Victims assessed their environment more negatively than the control group on all features related to quality of work environment, including the work environment quality that existed before the onset of bullying. Other situational or psychosocial factors which have been found to provide a fertile ground for bullying include interpersonal conflicts, a lack of a friendly and supportive environment, poor information flow, authoritative ways of settling differences of opinion, lack of discussion about goals and tasks, insufficient possibilities to influence matters concerning oneself, organizational changes, low morale and vague supervision (Keashly and Jagatic, 2003; McCarthy, 1996; Seigne, 1998; Vartia, 1996).

Leadership style
Leadership style has been proven to be a fundamental precursor of workplace bullying. Together with role conflict, low satisfaction with leadership was a second organizational feature found to be most strongly identified with bullying in Einarsen et al.’s (1994) Norwegian trade union study. As indicated earlier, it has been found that a very ‘tough’
and autocratic culture can be conducive to bullying (Archer, 1999; Johns and Menzel, 1999). Similarly, a very autocratic style of leadership has been shown to be correlated with higher reports of bullying (Hoel and Cooper, 2000; O’Moore et al., 1998; Vartia, 1996). Ashforth (1994) discussed potentially destructive sides of leadership and identified what he referred to as ‘petty tyrants’, i.e. leaders who exercise a tyrannical style of management, resulting in a climate of fear in the workplace. Such abusive leadership styles would thus be related to vertical bullying, i.e. superiors bullying their subordinates. Furthermore, Ashforth (1994) argued that entrepreneurs may be particularly at risk of becoming ‘petty tyrants’ because of their strong need for independence and control, their possible distrust of others, and their desire for approval. Although the prevailing literature suggests that abusive styles of management are dysfunctional, abdication of leadership (or a so-called *laissez-faire* style of management) may also provide a fertile ground for bullying between peers or colleagues (Einarsen et al., 1994b; Hoel and Cooper, 2000; Leymann, 1996). The association between a *laissez-faire* style of leadership and bullying behaviour may be attributed to the reluctance of superiors to recognize and intervene in bullying episodes, therefore conveying the impression that bullying is acceptable. This notion is substantiated by the work of Einarsen et al. (1994b), who found that dissatisfaction with the amount and quality of guidance, instructions and feedback provided to subordinates was associated with higher levels of bullying. In essence, bullying and leadership style seem to follow a curvilinear relationship, so that bullying is particularly frequent in cases of either very ‘weak’ (i.e. *laissez-faire*) or very ‘tough’ (i.e. autocratic) management styles. Observers reported an elevated level of conflict and dissatisfaction with the social climate and leaders of the organization, suggesting that a low quality of work environment is a prevailing characteristic of workplaces where bullying flourishes. Two out of five victims reported their immediate supervisor as the persecutor and 50 per cent reported that their co-workers were the bullies. Results of the study supported Brodsky’s (1976) view that harassment elements must exist within a culture that permits and rewards harassment for harassment to occur. Thus harassment is inevitably associated with an organization’s leadership. However, this study reinforced the notion that bullying cannot be exclusively explained in terms of work conditions. Work environment factors did not account for more than 24 per cent of the variance in bullying; overall only 10 per cent of bullying could be explained in terms of work environment conditions. Zapf et al. (1995) reported that organizational factors are indeed potential causes of mobbing at work. Mobbing was correlated with bad job content, bad social environment and poor psychological health (psychosomatic complaints, depression and irritation).

**The phases of bullying**

Empirical studies indicate that bullying is not an either–or phenomenon, but rather a gradually evolving process. Einarsen and Skogstad (1996) found that victims of long-lasting bullying were bullied with highest intensity, indicating that bullying takes the form of an escalating process: initially victims are attacked occasionally, with conflict escalating and increasing after some time, and then victims are attacked on a weekly basis. Models have been proposed to account for the escalation of conflict, such as that by Bjorkqvist (1992), which suggests a three-phase model of bullying: in the first phase indirect methods are used such as spreading rumours. These initial strategies are indirect, discreet, and aimed at degrading the victim. The second phase is more direct, where the
person is isolated or humiliated in public (e.g. becomes the butt of jokes), thereby justifying the behaviour of the bully. The third phase involves extreme aggression and power against the victim, for instance accusing them of being psychologically ill. Blackmail may also be used.

Leymann (1993, 1996) proposed that there is an initial critical event that triggers a conflictual situation; the second phase consists of bullying and stigmatizing, on a more consistent basis. In the next phase, if the victim complains, personnel management may become involved although previous stigmatization, if it has been successful, can easily allow management to misjudge the situation. In the final phase, ‘expulsion’ occurs, but is precipitated by illness where the victim seeks medical or psychological help, but even at this stage, it’s possible for the person to be misdiagnosed by professionals as ‘character disturbance’. In Leymann’s four-phase model, there is very little that the victim can do to solve the problem in becoming stigmatized, and expulsion is the completion of the victim’s situation with the organization. In other words, the victim’s attempts to solve the problem are unsuccessful. Both models predict that as bullying escalates, the situation deteriorates severely for the victim, leaving them powerless and unable to apply coping strategies that might end the conflict situation. Worse still, in many cases, research shows that the victim fails to seek support services, preferring instead to cope on their own. It is possible that a combination of shame, humiliation, self-doubt and isolation and the more severe forms of bullying disables any coping mechanisms a victim might employ. There are other models relevant to conflict escalation, outside the bullying literature (Glasl, 1994).

Outcomes of bullying
Bullying leads to stress. Lee (2000: 603; original emphasis) describes ‘Sarah’s’ experience with her new line manager:

*I had started having these terrible nightmares, I was dreaming about killing him, every time I put my head on the pillow I was killing him. I began to think I was going mad. I thought, I’m losing my marbles.*

Lee and Brotheridge (2006) found that among Canadian workers from the public service, a school hospital and mine, self-doubt was an important variable in mediating the relationship between being bullied by others and burnout. Bullying affects self-confidence and a person’s well-being:

*I was working as a salesman in a Menswear shop in Worthing and the manager made my life a living hell from my first day. So much so that I stormed out after having been in the job for 10 weeks! After this experience I began to feel a great loss of confidence and for a long time was unemployed.* (Crawford, 1997: 221).

Using a random sample (1857) of Danish employees, Hogh and Dofradottir (2001) investigated whether bullied respondents used the same coping strategies as non-bullied respondents. These authors estimated that about 2 per cent of employees in Denmark are bullied and that offenders were mostly colleagues. Nineteen per cent of the employees had been subjected to gossip and slander in the past 12 months and 6.5 per cent subjected to nasty teasing. Respondents seemed to use problem solving less often when exposed to negative workplace acts than those not exposed. Frank et al. (2006) reported that of 2316
medical students, 42 per cent of seniors reported experiencing harassment and belittle-
ment during medical school. Medical students reporting harassment were significantly
more likely to be stressed, depressed and suicidal, and significantly less likely to be glad
they trained to become a doctor. Although few students characterized harassment and
belittlement as severe, poor mental health was significantly correlated with these experi-
ences. Bjorkqvist et al. (1994) found that as many as 30 per cent of men and 55 per cent
of women at a Finnish university had been exposed to some form of harassment during
the last year, and 32 per cent had been a witness to others being harassed at their work-
place during the same period.

Coping with bullying-induced stress causes a depletion of emotional resources and the
development of psychosomatic stress symptoms which include anxiety and depression
(Lee and Brotheridge, 2006). In general, there is concrete evidence to indicate that indi-
viduals who are bullied or ‘mobbed’ are more likely to experience depression (Einarsen
and Raknes, 1997); more psychosomatic and depressive symptoms than non-bullied
persons (Papaioannou and Sjoblom, 1992); and higher levels of depression, anxiety,
aggression and symptoms of post-traumatic stress disorder (PTSD) (Bjorkqvist et al.,
1994). Severe degrees of PTSD have been shown to have effects comparable to PTSD in
war or prison-camp experiences (Leymann and Gustafsson, 1996) and include problems
related to cognition (memory disturbances), psychosomatic stress symptoms (night-
mares), autonomic nervous system (heart palpitations), muscular tension (backache) and
sleep problems.

Research has identified a number of other health-related consequences of bullying.
Kivimäki et al. (2003) found victims of workplace bullying to be more likely to have
chronic diseases such as asthma, rheumatoid arthritis, osteoarthritis, sciatica, diabetes or
cardiovascular disease. It was also found that prolonged bullying was associated with the
onset of cardiovascular disease, with victims 2.3 times more likely to acquire cardiovas-
cular disease than non-victims after controlling for gender, age and income (Kivimäki
et al., 2003). Furthermore, Kivimäki et al. (2003) reported a 4.8 odds ratio for bullying
and depression diagnosed by a physician after controlling for gender, age and income.

Organizational repercussions of bullying have also been well documented, with bully-
ing resulting in increased absenteeism and higher turnover of personnel, reduced com-
mitment and productivity, and negative publicity (e.g. Ashforth, 1997; Hoel et al., 2003;
Tepper, 2000). Given the severity and extent of problems associated with workplace bully-
ing, prevention is a key.

**Prevention of workplace bullying**

Bullying appears to be a dynamic, interactive process with a multiplicity of causes. It is
therefore unlikely that all forms of bullying will be completely eliminated in the work-
place. In the words of Randall (1997: 107), ‘the motivations for bullying are too complex,
numerous and diverse for any organization to be completely free of such behaviour’. None
the less, it is possible for an employer to significantly reduce the likelihood of this behav-
iour occurring and to detect bullying at a much earlier stage.

Leymann (1993) proposed specific features of organizations that contribute to bullying
behaviour: deficiencies in work design, leadership behaviour, the socially exposed position
of the victim/s, and low moral in the department are possibilities. Resch and Schubinski
(1996) examined each of these causes as targets for organizational change. First, they
argue that well-designed jobs with low strain, high job control and opportunities for decision making reduce the possibility of stress and scapegoating. Second, a new informed leadership style needs to permeate from the top down, with ‘new leadership’ learned on the job and management training evaluated through regular appraisals by employees. Third, grievance rules must be implemented that protect the individual even if he/she opposes the viewpoint of a group. Fourth, there needs to be a mutual understanding of acceptable behaviour of co-workers and of fairness or moral standard. In addition, the authors recommend a number of measures that need to be agreed upon that apply in the early, middle and late phases of the mobbing conflict.

Resch and Schubinski (1996: 296) claim that it takes ‘a spectacular case to motivate the company to deal with a known but unacknowledged problem. Only if a worker dies from the consequences of alcohol abuse or a fatal accident happens does the company agree to confront the problem.’

Prevention measures need to be applied before mobbing becomes an issue. There is an ‘early phase’ when the conflict is still recognizable; a ‘middle phase’ where the participants no longer perceive a conflict but rather a problem with ‘us and the person’, and a ‘late phase’ when group or department borders are crossed and official measures are implemented, for instance warnings or transfers. Resch and Schubinski (1996) argue that there are probably two motivations for organizations to confront the problem of mobbing: first, public opinion against the company when a mobbing case becomes public and second, the pressure of the social service agency or trade union representatives. With underreporting a frequent phenomenon of bullying, research is needed into its onset and development (e.g. bullying spirals). Given that bullying is a persistent pattern of negative acts towards specific target/s, it needs to be determined if such behaviours are consistently directed at the same person over time (Lee and Brotheridge, 1997). People who are bullied have final reactions which include two destructive types, either through reducing commitment to the organization, or leaving permanently (Niedl, 1996). Either way, systems for preventing mobbing need to be instituted, with continued monitoring to prevent recurrences.

**Future research**

It is important to promote research directed at gaining a better understanding of the processes of change required to prevent mobbing in organizations. As Einarsen (2000: 396–7) has pointed out, ‘the implementation of effective interventions may only be accomplished through the development of theoretical and empirically sound models of the causes and effects involved’. In addition, systematic and proper evaluation of preventive strategies is rare, and there are very few intervention programmes that offer empirical evidence of their effectiveness (Resch and Schubinski, 1996: 296).

**Conclusion**

This chapter has shown bullying to be a multifaceted, interactive and escalating process, which can negatively affect the victim’s personal life, observers of bullying, relationships among group members, and ultimately the organization as a whole. Different types of bullying have been described, as well as different antecedents (i.e. individual, group and organizational), which may lead to workplace bullying. However, workplace bullying appears to be a relatively new area in the field of organizational behaviour, and there is an urgent need
for empirical work that investigates the contexts, causes and contingencies of bullying as well as its main consequences and ways of coping with it.
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The struggle of the self: identity dysfunctions in the contemporary workplace

Glen E. Kreiner

Introduction

Employment relationships are changing dramatically in the contemporary workplace. The new employment contract has redefined work arrangements of the past and ushered in a new era of organizational complexity (Rousseau, 1997). These changes bring about new challenges and tensions in the worker–workplace interface. As societies, organizations, families and individuals each become more complex, the interactions among them magnify in complexity as well. This new complexity calls for a richer understanding of existing constructs in the organizational literature – research that mirrors the intricacy and nuance experienced by the modern worker. In this chapter, I provide one such approach by examining several of the identity and identification dysfunctions in the modern workplace. Specifically, I examine how the ‘struggle for self’ (Baumeister, 1986) manifests itself in often dysfunctional ways in the workplace. I do so by examining eight specific dysfunctions, four of which derive from imbalanced identity boundaries, and four of which are suboptimal identification states. I then end the chapter by suggesting ways that individuals and organizations might work toward reducing identity dysfunctions in the workplace.

I have two goals with this chapter. First, for those readers not intimately familiar with the identity and identification literatures, I hope to orient you toward how these areas of research can be linked with yours to better understand the common identity-based dysfunctions in the modern workplace. Second, for those who do toil in the identity and identification areas of research, I hope to present a framework for how we might understand the linkages between what we research and the broader issues of dysfunctions in the workplace.

Identity and identification

The concepts of identity and identification have proven to be fertile ground for exploring the dynamics of self-definition via a multitude of contexts and situations (Haslam et al., 2003; Hogg and Terry, 2001; Sedikides and Brewer, 2001). Yet, despite their popularity, confusion remains around the meanings and uses of the terms ‘identity’ and ‘identification’ (Pratt, 1998). Hence a brief review is in order here. Individual ‘identity’ consists of two dimensions: (1) personal identity, which comprises unique aspects of the self that differentiate a person from others; and (2) social identity, which comprises shared aspects with some social group that depersonalize the self by emphasizing group membership (Brewer, 1991).

‘Identification’ is the degree to which a person embraces a given social identity (Tajfel and Turner, 1986). Hence we speak of identification with any social group (an organization, a team, a church, a gender, an age group, an ethnicity, etc.) as the extent to which the definition of self comprises that particular social identity. Identification processes can occur early on in a person’s relationship with the social group, and can change throughout
that relationship (Pratt, 1998). Organizational identification, for example, might even begin to occur before a person is hired, if that person has preconceived ideas about the organization and potential value congruence. More typically, though, the hiring process and subsequent socialization are the first major processes through which identification with the organization unfolds. As such, many of the dysfunctions described below might actually start during, or be exacerbated by, hiring and socialization processes. Oversocializing newcomers or hiring individuals with a lack of fit toward organizational values can be precursors to the full-blown dysfunctions outlined below.

Perhaps because of its centrality to modern living, the workplace now constitutes a considerable source of identity and identification for individuals. The prominent role of organizations in our lives results in a number of potential identity-based dysfunctions for the individual, which I explore herein. I divide the dysfunctions into two types: those dealing with identity, and those dealing with identification. Accordingly, each section below comprises two parts—first, a description of a dysfunction that arises relating to individual identity, followed by a description of a dysfunctional identification state that is likely to result from the identity problem. This two-part approach will allow for an exploration into identity dysfunction that illustrates how individual identity and organizational identification work in tandem. This linkage is often advocated, but rarely provided, in the research literature.

Identity boundaries
In order to better explore potential identity dysfunctions, as well as the linkages between identity and identification, I shall call upon the lens of identity boundaries. This perspective, which has been invoked in recent years, has proved to be a particularly useful lens for understanding identity dynamics (Hartmann, 1991; Kreiner et al., 2006b; Paulsen, 2003). Identity boundaries have been referred to as ‘self-boundaries’ (Whitfield, 1993) or ‘ego boundaries’ (Freud, 1923). Though labels vary, the basic idea is the same: individuals create cognitive, physical or temporal boundaries around themselves that serve to demarcate where the self begins and ends. Hence a boundary separates an individual from other individuals and from collectives such as groups and organizations. Zerubavel (1991: 13) applies the notion of an identity boundary when he writes, ‘The manner in which we isolate supposedly discrete “figures” from their surrounding “ground” is also manifested in the way we come to experience ourselves. It involves a form of mental differentiation that entails a fundamental distinction between us and the rest of the world. It is known as our sense of identity.’ Hence an important part of understanding oneself involves identity boundaries. Creating and maintaining healthy identity boundaries requires work, and individuals are prone to numerous pitfalls or dysfunctions as they engage in this ‘identity work’ (Kreiner et al., 2006a). Family, school, work and other social environments affect individual identity boundary development. Identity theorists generally argue that identity formation occurs throughout one’s life, beginning in infancy and occurring (though typically less dramatically) throughout adulthood (Harter, 2003).

Identity and identification dysfunctions

Identity dysfunction 1: weak identity boundaries
The first type of identity boundary dysfunction is what I shall term a ‘weak identity boundary’. This refers to an individual who lacks a sufficiently robust self-concept,
leaving him- or herself overly vulnerable to the influences of others and to the demands of the workplace. An examination of various treatments of personal identity and the potential for the weak identity boundary follows, with the intent of further articulating the dysfunction of a weak identity boundary.

Although they do not use this terminology *per se*, the notion of identity boundaries can be traced back to ancient philosophers and religious leaders. Lao-tzu, for example, referred to attachments outside the self as the ‘10,000 things’ (Lao-tzu, 1997), and the Buddha advocated the separation and detachment of self from the external world. Consider the symbolic boundaries of the roof and the island in these passages by the Buddha: ‘An unreflecting mind is a poor roof. Passion, like the rain, floods the house. But if the roof is strong, there is shelter’ (Bancroft, 1997: 36). Similarly, ‘By watching and working, the master makes for himself an island, which the flood cannot overwhelm’ (ibid.: 39). Implicit in each of these early approaches to understanding identity is the preference for strong identity boundaries – the individual taking charge of his or her boundaries in relation to the outside world, standing willfully independent of the forces and influences of nature, custom and society.

Modern psychology in the twentieth century has frequently used the concept of boundaries to illustrate mental health issues. Freud (1923) spoke of the *Reizschutz*, a protective shield or barrier against the outside world important to all organisms, and noted, ‘We describe as traumatic the excitations from outside which are powerful enough to break through the protective shield’ (Freud, 1920: 29). He referred to this shield as a ‘body ego’ (Freud, 1923), but his followers developed the concept of ‘ego boundary’ to refer to the division between ego and the outside world (see Federn, 1952, for an example).

Much of modern psychotherapy assumes that healthy individuals know what is inside or outside themselves, whereas psychotic individuals lack these basic distinctions (Hartmann, 1991). However, some sociologists have noted that modern society dissolves the boundaries of self, as social pressures and influences blur the once-clear border between public and private lives (Bensman and Lilienfeld, 1974). And in observing other world cultures, countries such as Japan tend to celebrate the permeability of individual identity through fostering collectivist versus individualist norms (Hofstede, 1984).

Similar to ancient and historical writings dealing with boundaries, modern psychology implicitly (and sometimes explicitly) argues that strong identity boundaries are superior to weak ones, that a clear sense of self as being – and staying – distinct and separate from others is a crucial part of mental health. Katherine (1991: 70–72) put it this way:

Weak boundaries equal a weak self-image; a healthy self-image equals healthy boundaries. Boundaries without a self would be like a punctured balloon. It collapses when nothing is inside. A self without boundaries is like air without a balloon, shapeless, formless, diffused . . . A clean, clear boundary preserves your individuality, your youness. You are an individual, set apart, different, unique. Your history, your experiences, personality, interests, dislikes, preferences, perceptions, values, priorities, skills – this unique combination defines you as separate from others.

Hence, from ancient philosophy to modern psychology, an admonition for healthy identity boundaries has been given. Weak identity boundaries leave the individual susceptible to excessive influence from other people and social domains. If you don’t know who you are, the logic goes, someone (or something) else will tell you. This susceptibility is particularly problematic in regard to workplace dysfunction, as organizations, occupations
and other workplace social groups can be particularly ‘greedy’ in their demands on individuals (Kreiner et al., 2006a). Without a strong sense of self to counteract the greed, one’s individuality is further lost. An example of how this occurs can be found in overidentification.

Identification dysfunction 1: overidentification
The first dysfunctional identification state is overidentification, which has been defined as an extreme case of identification ‘where the self gets lost, the identity of the organization replaces self, and little of the self is left – there is little or no perceived uniqueness or differentiating factors’ (Dukerich et al., 1998: 247). Individuals with weak identity boundaries represent an interesting individual difference that, I believe, makes them particularly prone to overly embrace the identity provided by an organization. That is, if an individual lacks a clear self-concept, and the organization has a particularly strong identity, the individual is more likely to become overidentified. (I should note here that, although my focus is on identification issues with the organization, overidentification and other dysfunctions can also occur with other targets, such as the occupation or the work group. Indeed, dysfunction related to any entity can spill over into an unhealthy relationship with the organization.)

Overidentification is a kind of addiction, which is any substance or process that has taken over one’s life (Reber, 1995). In this case, the ‘addict’ over-relies on the organization to fulfill his or her identity needs and to replace the emptiness that accompanies weak identity boundaries. In their work, Schae and Fassel (1990) label organizations as a potentially addictive substance. They wrote about their research studies:

We were seeing something more than the organization as a setting for addictive behavior: in many instances, the organization was itself the addictive substance. It was both setting and substance . . . Nothing in and of itself is addictive. Anything can be addictive when it becomes so central in one’s life that one feels that life is not possible without the substance or the process . . . We recognized that for many people, the workplace, the job, and the organization were the central foci of their lives. Because the organization was so primary in their lives, because they were totally preoccupied with it, they began to lose touch with other aspects of their lives and gradually gave up what they knew, felt, and believed. (Ibid.: 118–19)

While it is clear to see how overidentification can be dysfunctional for the individual, it is also important to consider how collective overidentification among a workforce can be dysfunctional for the organization. First, overidentification may very well lead to a homogenization of the workplace, resulting in a lack of diversity and creativity. This impedes the organization’s ability to recognize and respond to environmental changes. Second, the homogenization from collective overidentification may lead to impaired decision making, such as has been documented with groupthink (Janis, 1982). Third, as Dukerich et al. (1998) note, overidentifiers may be more inclined to break rules and laws for the organization’s benefit, as well as be more likely to cover up the wrongdoing of others in the organization. Hence managing identification processes becomes important for healthy diversity, innovation and an ethical climate.

Identity dysfunction 2: work–self intrusion
The second type of identity dysfunction is work–self intrusion, which was articulated by Kreiner et al. (2006b) as occurring when an individual perceives that his or her otherwise
healthy identity boundaries are being breached or penetrated in an unwanted fashion by the organization. For example, an organization with a strong culture might attempt to change its employees’ personal values or individuality, seemingly asking them to give up a sense of their own personal identity in order to fit in with others and/or support the organizational mission or culture. In response to such a demand, the individual may perceive that he or she has had to give up a valuable part of him- or herself. The person experiences an identity boundary conflict as his or her personal boundary is intruded upon by the organization. In work–self intrusion, the organization ‘punctures’ the individual identity. Note the key difference here between work–self intrusion and a weak identity boundary – with the latter, the individual does not have a healthy concept of self, whereas in the former, his/her healthy sense of self is disturbed or violated by the organization.

Identification dysfunction 2: disidentification

The second dysfunctional identification state is disidentification, which occurs when an individual’s self-definition is based on an active separation between individual identity and organizational identity (Elsbach and Bhattacharya, 2001). In other words, individuals who disidentify see themselves as not having the same attributes that define the organization. This disconnection from the organizational identity is thought to enhance an individual’s social identity by separating him or her from the negatively evaluated organization (Elsbach, 1999). I believe that one path to disidentification results from individuals having experienced work–self intrusion. When an individual has a strong sense of self and perceives that the organization is trying to change that identity, he or she is likely to resent such actions. This would be particularly the case when the individual perceives an incongruity in the values of the identities. This resentment can be the seed or the spark leading to festering or accelerating disidentification. Further, I suspect that a strong organizational identity (normally required for intrusion) is also a typical prerequisite for a person to strongly disidentify; it’s hard to feel strongly about an organization that doesn’t have a clear identity.

There are, of course, other paths to disidentification. For example, Pratt (2000) found that Amway distributors who disidentified with the organization were those who had initially embraced the ideology of the company but later became disenchanted with it. Hence strong initial identification can be a precursor to disidentification, as opposed to disenchantment simply leading to neutral identification. Other documented antecedents to disidentification include a negative organizational reputation, psychological contract breach and negative affectivity (Kreiner and Ashforth, 2004).

Of course, disidentification is dysfunctional for the individual and the organization. Disidentification ‘can become all-consuming, paralyzing the individual and dominating his or her actions in the organization’ (Dukerich et al., 1998: 250). Disidentification also likely exhausts more cognitive and emotional resources than identification, draining the individual of energy and the organization of a potential resource (Dukerich et al., 1998; Kreiner and Ashforth, 2004). Disidentifiers could create instability in work groups, as they would be perceived (both by themselves and others) as misfits. Disidentifiers will be more likely to engage in behaviors that harm the organization, such as speaking out against it or performing acts of sabotage (Dukerich et al., 1998). They would also be less likely to form trusting relationships within the organization or build interdependencies in a team,
as the disidentification with the organization spills over or trickles down into subgroups and individuals within the organization.

**Identity dysfunction 3: work–self distance**
The third type of identity boundary dysfunction is work–self distance. It occurs when the individual perceives that the organization has been too distant or uninvolved in the identity sensemaking process experienced at work (Kreiner et al., 2006b). When an individual feels that the organization has not provided him or her with adequate ideologies or identity, distance conflict is experienced. We can therefore speak of distance conflict as the result of an individual who desires an organization to provide him or her with a stronger identity boundary than is available. So, in contrast to work–self intrusion, work–self distance leaves the individual ‘high and dry’ in terms of being provided a useful identity at work.

Kreiner et al. (2006a) argue that both work–self intrusion and work–self distance will result in negative individual and organizational consequences, primarily as a result of an imbalance between the desired and the actual level of organizational identity provided to the individual. This assertion has important implications for understanding the management of identity in order to avoid dysfunction: identity needs will vary among individuals; and managers should be wary of either inflicting an unwanted identity (which would lead to intrusion) or not providing a sought-after identity (which would lead to distance). Kreiner et al. (2006b) advocate that managers work toward providing ‘work–self balance’, wherein an optimal equilibrium between organizational and individual identities is found. Note that this is a similar argument often made by work–family researchers – that workplaces should attempt to balance the segmentation or integration of work and life aspects rather than either forcing an artificial separation or inflicting unwanted work aspects into the non-work environment (Kirchmeyer, 1995).

**Identification dysfunction 3: neutral identification**
Let’s consider now how work–self distance might affect identification. I believe work–self distance is one of many paths to what has been called neutral identification (Elsbach, 1999; Kreiner, 2001; Kreiner and Ashforth, 2004) or underidentification (Dukerich et al., 1998), which occurs when individuals neither identify nor disidentify with the organization. It ‘does not instantiate an identity, and the absence of such an identity proves dysfunctional’ (ibid.: 248). Since employees are not receiving the level of organizational identity they desire, yet there is no strong organizational identity with which to disidentify, this anemic state results. Neutral or underidentification is dysfunctional for the individual and organization. For the individual, the extreme detachment can result in intense anxiety (Baumeister, 1986), suboptimal distinctiveness (Brewer, 1991) and a sense of disconnectedness (Glynn, 1998). For the organization, it loses valuable resources in this worker, who would be far less likely to engage in superior performance or extra-role behaviors (Kreiner and Ashforth, 2004). Further, the underidentified employee will likely need extrinsic incentives in order to perform, costing the organization additional resources.

**Identity dysfunction 4: incongruent multiple identities**
While the preceding sections focus on boundaries of the self and their relation to the organization, this section examines identity boundaries within an individual. These internal...
boundaries demarcate parts of the individual as separate from one another. Hence we can speak of the thickness of internal identity boundaries as a proclivity toward either integrating or segmenting parts of one's identity into subidentities (also called roles). This notion of internal boundaries has been variously conceptualized as division of ‘life space’, ‘self aspects’ and ‘multiple identities’. These approaches have a common thread: that the placing and maintaining of internal boundaries is an individual difference. In order to show how multiple identities can lay a foundation for identity dysfunction, I now give a brief history of various approaches to internal individual boundaries.

William James (1920: 9) gave detailed descriptions of two types of ‘temperament’ in individuals – rationalist and empiricist: rationalists were described as ‘starting from the whole or universals, making much of the unity of things’, while empiricists were described as ‘starting from the parts’, not the whole. Lewin (1938) used the notion of a ‘life space’ to describe the psychological environment created and lived in by individuals. Individuals carve out different patterns in their life space and differentiate aspects of their lives by creating and maintaining boundaries of varying permeability. Some regions of the self may be highly permeable to others (allowing flow between them), while some are rigid and isolated from other regions. A similar notion is found in the definition of compartmentalization, a word psychologists use to describe ‘the isolation of various . . . thoughts, feelings, and beliefs from each other’ (Reber, 1995: 142).

The concept of multiple identities has also been used to explain how individuals partition elements of themselves. A person's identity has been conceptualized as a collection of role identities, which are essentially role-specific self-descriptions made up of the characteristics a person ascribes to him/herself in a particular social role (Stryker and Serpe, 1982). Hence individuals have ‘multiple selves’ that are created by a person's self-conceptions derived from various social domains. These can be thought of as subcomponents of one's global identity, or ‘subidentities’.

Similarly, some theorists (see Showers, 2000 for an example) have conceptualized individuals as comprising many ‘self-aspects’ (reflecting roles, the self in specific situations, personality traits and so on) that may be more or less compartmentalized. Nippert-Eng (1996) found wide variation in the degree to which individuals integrated or segmented home and work domains, even when in the same occupation and/or organization. That is, they differed in the integration or segmentation of their subidentities or roles. Some individuals would separate the two worlds (subidentities) by keeping separate calendars and key chains, and not discussing the events of one domain with the participants of the other. Conversely, others would display pictures of family at work, bring co-workers home for dinner, etc. Extreme segmentation and extreme integration can both be dysfunctional for the individual. High integration makes boundary preservation difficult, while high segmentation makes role transitions challenging (Ashforth et al., 2000).

While most theorists on multiple identities agree that the degree of segmentation will vary among individuals, Deaux and Perkins (2001: 302) argue that for everyone, ‘the various forms of self-representation are inextricably linked to one another through shared attributes or components of self. Thus . . . the structure of self is one in which the attributes are always linked and thus, on every occasion, are potentially coactors in self-definition and in action.’ In other words, even those who segment and compartmentalize will interrelate their subidentities in some way. This has important implications for potential identity dysfunction. Specifically, it implies that if one element of identity is dysfunctional, that element
can bleed into other elements and circumstances, suggesting that the ‘whole self’ must be understood and managed, not merely the part of the self that is typically invoked during the work day.

Of course, the interplay among multiple identities can be functional as well as dysfunctional, and debate lingers about the psychological costs and benefits of multiple identities (Ashforth and Johnson, 2001; Thoits, 1987). Shorto (1999) argues that the collapse of internal boundaries can be either a transcending experience (as is documented by Shorto of early Christian saints) or a destructive experience (as is the case for severe mental collapses). Dysfunctions that have been documented as a result of competing multiple identities include increased role conflict and a sense of self-fragmentation (Showers and Zeigler-Hill, 2003).

Identification dysfunction 4: ambivalent identification

So, how might multiple identities affect possible identification dysfunction? Previous research has shown that multiple identities (individual or organizational) can lead to ambivalent identification, which is the presence of both strong identification and strong disidentification (Elsbach, 1999; Kreiner and Ashforth, 2004; Pratt, 2000; Pratt and Doucet, 2000). This is particularly salient when the multiple identities are clearly in conflict with one another (Kreiner and Ashforth, 2004). Ambivalent identification can result from incongruence at the individual identity level, the organizational identity level, or both. First, when individual aspects of identity are in conflict, different parts of the individual would respond differently to the same organizational identity. For example, an individual with a strong identity component of ‘star employee’ could deeply identify with a ‘greedy’ culture that demands much of his or her time; yet that same person could have a strong identity component of ‘parent’ that disidentifies with the organization because it routinely takes him or her away from important family opportunities.

The second path to ambivalence occurs when organizational aspects of identity are in conflict. In this case, an individual may identify with some aspects of the organizational identity (that are in alignment with the individual) while disidentifying with other aspects (that are not in alignment) (Kreiner and Ashforth, 2004). In what Pratt (2001) calls ‘multiple organizational identity environments’ (MOIEs), the organization has two or more important identities that vie for employees’ attention. At least two identity dysfunctions can often be seen in individuals and groups working in MOIEs. First, an individual can experience conflict as he or she tries to ‘choose’ or prioritize which identity is most important (Elsbach, 2001; Pratt and Foreman, 2000). For example, because family businesses often have strong identities linked to family roots, but also have a strong business function, family members are often torn between the two identities (Sundaramurthy and Kreiner, in press).

Second, different groups within an organization (e.g. departments) often assign conflicting salience to different identities. For example, Pratt and Rafaeli (1997) found three competing identities among groups of nurses in a rehabilitation hospital (an example of an MOIE): ‘rehabilitation identity’, ‘acute care identity’ and ‘nurse as public servant identity’. Another example of an MOIE results from the merger or acquisition of two companies, which leaves groups with at least three potential challenges: (1) one group (i.e. one of the two organizations) might be required to ‘shift’ identities and identifications to align with the dominant identity; (2) both groups might face a newly created superordinate identity; or (3)
the two previous identities continue to coexist in the new organization. These scenarios can create confusion and identity dysfunction among workers as groups are either asked to change their previous conceptualizations and attachments or work in a newly defined (or ill-defined) environment. Hence multiple organizational identities can lead to strong ambivalence in workers as they are torn between different aspects of the organization. The upshot of this research is that multiple organizational identities must be managed to avoid dysfunctional individual identities and ambivalent identification. (See Pratt and Foreman, 2000 for an excellent typology of managerial responses to multiple organizational identities.)

**Toward resolving identity/identification dysfunctions**

Thus far, I have been guilty of airing quite a bit of dirty laundry, in terms of identity in the workplace, without suggesting much in the way of remedy. So, in this section I begin a modest attempt to outline some of the possible paths toward resolving identity dysfunctions in the workplace. While this goal might be ‘easier said than done’, my intention is to lay out strategies at the individual, organizational and societal levels that may prove useful in ameliorating identity dysfunctions. Hence employees, managers, consultants or human resources specialists might find value in adapting these strategies to their own circumstances to prevent, reduce or intervene regarding these dysfunctions. The three strategies are: invoking identity work tactics; adjusting one’s need for organizational identification; and reenergizing nonwork domains.

**Invoking identity work tactics**

Much of my own research has focused on how individuals in highly problematic occupations manage to have healthy identities. My work with Blake Ashforth and other colleagues, for example, has examined how those in dirty work professions are often able to construct very positive individual identities in the face of stigma and taint (Ashforth and Kreiner, 1999; Ashforth et al., 2007; Kreiner et al., 2006). Similarly, my work with Elaine Hollensbe and Mathew Sheep has demonstrated how those in a particularly ‘greedy’ occupation (Episcopal priests) can still maintain a sense of self despite strong demands on their identities (Kreiner et al., 2006a). The upshot of these research projects has been that individuals do not need to be mere passive recipients of the identity conditions of their workplace and/or occupation. Rather, they can quite actively negotiate the identity demands by invoking various cognitive and behavioral tactics. I review some of these below, with the aim to provide practical solutions to some of the aforementioned identity dysfunctions.

In our work on Episcopal priests, we identified three broad classifications of identity work tactics that respondents used to help maintain a positive identity (Kreiner et al., 2006a). These include (1) segmenting tactics (which separated the personal and social identity), (2) integrating tactics (which blended the personal and social identity in order to be more like a ‘typical’ priest), and (3) dual-function or neutral tactics that could be used to either segment or integrate. We uncovered five segmenting tactics. The first, **separating role from identity**, involves marking the difference between the functional approach to the occupation (‘this is what I do’) and the ontological approach to the occupation (‘this is who I am’). With the second, **setting limits**, individuals acknowledge their capacity and human limitations to perform the occupational demands; this allows an escape when pressures get too high, as in ‘I’ve reached my limits and that’s OK.’ The third, **creating an identity hierarchy**, involves creating a clear order of identities, such as
‘family first’ or ‘take care of myself first, then others’. This allows for a pecking order that is used to make decisions about how and when to spend time and cognitive resources for the job. The fourth, *enacting ephemeral roles*, is accomplished by stepping into an entirely different role from that of work, such as coaching soccer, joining a club, etc. By immersing – temporarily – in a role that is unrelated (and sometimes counter to) the work identity, the individual can escape the pressures of the work role. The fifth segmenting tactic, *flipping the on–off switch*, involves consciously choosing to make the work identity explicit or implicit at a given time. This can be done either intrapersonally (saying to oneself, ‘you are not at work now’) or interpersonally (saying to others, ‘I don’t want to talk shop while we’re at dinner’). The common theme among the segmenting tactics is that the person can consciously separate – whether temporarily or longer-term – their work social identity from their personal identity.

Conversely, we also uncovered three tactics that were meant to combine work identity with personal identity. These were undertaken as a means to draw closer to work and gain deeper meaning from it. The first integrating tactic, *merging role with identity*, involves consciously blending work and personal identity and not treating ‘self’ and ‘role’ as separate at all. To invoke the second tactic, *infusing self aspects into task*, unique elements of self (personal identity, personality, life history) are incorporated into elements of the job, bringing one’s own individuality to the task at hand. The third, *casting self as emblem*, involves framing oneself as a symbol or representative of the occupation or the ideologies inherent in it; this enables the individual to feel like a more meaningful part of the occupation.

In addition to the tactics that were clearly segmenting or integrating, we discovered three tactics that could be used to perform either function as needed in the moment. The first of these dual-function tactics, *seeking refreshment*, is accomplished by seeking renewal of important individual aspects for a sense of self-preservation or respite, or to avoid burnout. The second, *involving other people*, involves allowing or asking others to help with identity work; this can include family members, stakeholders, friends, or therapists who help the individual work through identity challenges. The third, *tapping spiritual resources*, involves using non-secular approaches, such as consulting a spiritual director or searching for answers to identity dilemmas through prayer, meditation, scripture or worship. While our sample consisted of priests, these spiritual approaches are of course practiced more widely than merely by those in religious occupations.

In addition to these tactics from my own research, Philipson (2002) gives several specific suggestions for avoiding identity dysfunctions such as workaholism. (See also Burke and McAteer, Chapter 10 in this volume.) These include: setting clear boundaries before a dilemma arrives; leaving work at a particular time each day rather than working as late as ‘needed’; setting aside time every day to pause and reflect, accomplishing no ‘regular’ work; establishing limits on ‘electronic leashes’ by not checking emails, answering phones, etc.; ensuring that one has close friends who are not colleagues; taking vacations; and communicating with oneself via journals and with others via email or conversations about what is happening at work.

*Adjusting one’s need for identification*

While much work on identification has focused on factors of the organization, more recent attention has been given to how individuals vary in their ‘need for organizational
identification’ or ‘nOID’ (Glynn, 1998). nOID is defined as ‘an individual’s need to maintain a social identity derived from membership in a larger, more impersonal general social category of a particular collective’ (ibid.: 238–9). Note that nOID differs from McClelland’s (1987) need for affiliation in that nOID necessarily implicates an identity-based relationship between the person and the organization, whereas affiliation need not invoke identity processes. An individual’s nOID comprises such issues as feeling incomplete without a meaningful organization to work for; sensing that an important part of self would be missing if one didn’t define the self through work; desiring to find a higher purpose of life through one’s organization; or having a sense of emptiness filled by an organization (Kreiner and Ashforth, 2004). A person’s own identity needs can dramatically affect what type of attachment he or she experiences in the workplace. That is, overly strong needs for such attachment can lead to an unhealthy dependence on the organization for one’s own identity and perceived survival. Such highly dysfunctional levels can be a precursor to deviant behaviors such as fostering corruption in order to help the organization at any cost (Anand et al., 2004).

While nOID is defined as an individual difference, it is interesting to note that in my work with Blake Ashforth, we found in a highly diverse sample of university alumni that the mean score for our measure of nOID was 3.49 on a scale of 1–5 (SD = 0.64) (Kreiner and Ashforth, 2004). This suggests that the need to identify is rather high generally. This might be a symptom of the modern cultural norms (found in many countries) of high importance placed on work in relation to other social spheres, discussed in the next section. We also found a significant correlation between nOID and being a supervisor or manager. Two possible inferences can be drawn from this finding. First, those with higher levels of nOID worked their way higher up the organization to become more vested with the organization identity sought after, thereby fulfilling their identity need. Second, once individuals were promoted, their preferences were actually changed, perhaps because the identity provided them became more meaningful (e.g., ‘now that I have this, I need it’).

So, how might we apply this work to identity dysfunction? First, identifying and labeling a phenomenon can give individuals power over it. That is, understanding what nOID is and that it varies among people can help workers and managers to be more aware of their own underlying need that might be driving a considerable amount of their own behaviors (e.g. working too many hours, trying desperately to climb the corporate ladder, sacrificing time with family). Second, this awareness can lead to a conscious attempt to reduce one’s need for the organization and identifying with it. And while it’s hard to imagine an nOID ‘12-step program’ per se, awareness of a problem is the proverbial ‘first step’ toward change.

Re-energizing non-work life

The modern world presents us with identity challenges that did not exist decades or centuries ago (Baumeister, 1986). It is therefore important to understand how certain sociological trends are increasing workplace identity dysfunctions. Of particular note is the trend that the modern organization has increasingly replaced the traditional social and identity functions of family and other life domains. I argue that many of today’s workplace identity dysfunctions stem from these changes. That is, as the importance of family and nonwork social institutions has waned, the salience of organizational life for individual identity has waxed stronger.
We find evidence of these trends both in psychological and sociological literature. As background to understand these trends, it is helpful to think of a person’s life as comprising of three domains: ‘home’, ‘work’ and ‘third places’ (Ashforth et al., 2000; Oldenburg, 1997). Third places include anything that is not home (first place) or work (second place), such as community groups, formal religious organizations, social clubs, neighborhood gathering places, etc. Oldenburg (1997) calls these ‘the great good places’ where people can gather together and set aside their worries from home and work. However, Oldenburg (1997) argues, modernity has largely pushed aside such ‘great good places’ in favor of less personable ones – such as chain stores and fast-food restaurants that offer a faster, impersonal and non-intimate social experience. These social domains, which previously provided interaction and meaning for people’s lives, are on the decline. As Putnam (2000) wrote, ‘we have been pulled apart from one another and from our communities over the last third of the century’.

In addition to the decline in the importance of third places, sociological and demographic research clearly documents shifts in family and home life over the past decades. Some of these shifts point to decreasing stability in what was considered ‘traditional’ family structure; these include higher divorce rates, a smaller percentage of individuals getting married, and fewer children being born per family (Robertson, 2000; Rothausen, 1999; Stebbins, 2001; Whitehead, 1996). Other trends point to less enriching lives within families; these include increases in private (versus family) television viewing at home, increases in Internet usage, increases in children being left home alone, decreases in family mealtime, and decreases in family activities (Philipson, 2002; Robertson, 2000). The net result is often a less meaningful home life. Coupled with a less meaningful social life (i.e. non-work, non-home), the influence of the workplace on individual identity can dramatically increase to fill the void. Organizations often promise things that people are not getting in their families and personal lives (e.g. caring, recognition, approval, affiliation) thereby increasing the organization’s addictive power (Schaefer and Fassel, 1990). Hence the consequences of these societal shifts are evidenced as identity dysfunctions in individuals: the organization becomes increasingly important as a proportion of individual identity. As Philipson (2002: 74–5) notes:

Not only do we have less to come home to and less to go out to, we have less of a means for anchoring ourselves and evaluating our circumstances and experiences. As we live more of our lives outside of institutional shelters where we are long-term witnesses to each other’s lives, where we experience a shared history and a collective memory, we lack reference points for understanding ourselves and what goes on around us. In this denuded landscape, the workplace can seem like one’s only mooring, providing emotional shelter, meaning, and direction.

What does all this imply for addressing the problem of workplace identity dysfunction? I argue that a re-energizing of nonwork domains is an important – if not daunting – goal. Clearly, this is a complex suggestion that requires a multi-level approach for maximum impact. Hence I offer some sample strategies for individuals, employers and community leaders. Individuals can reach out to others in order to become less isolated and less dependent on the workplace to fill identity needs. This might manifest itself, for example, by individuals joining or starting clubs or social groups with neighbors, friends or fellow churchgoers. It might also entail a recommitment to investment in family time and depth of familial relationships. Employers can
strive to safeguard the workplace boundaries, helping to reduce work-to-home spillover (Kossek and Lambert, 2005). Further, they can work to create what Kirchmeyer (1995) calls the ‘respecting workplace’ – a workplace that is neither overly greedy (too involved in workers’ lives and demanding of time, passion or attention), nor overly agnostic about the well-being of its workforce. Respecting workplaces provide work–life balance resources for individuals (e.g. flextime, job sharing) without overstepping the bounds and encroaching upon private lives (e.g. requiring employees to be ‘on call’ with cell phones and email when it’s not truly essential). Given the shift over the past two decades in the overall psychological/employment contract of the workforce, this necessitates a rethinking of what claims on identity contemporary organizations can declare as legitimate. As organizations promise less in terms of long-term benefits (e.g. job security, pensions), we should expect to see a commensurate reduction in the expectations of long-term or deeply held attachment from their employees (e.g. via identification) (Rousseau, 1998). Finally, Oldenburg (1997) offers several suggestions for how community leaders can take steps to re-energize third places: these include zoning more common/open spaces that can be used for social gathering, and designing new neighborhoods around interesting gathering places and shopping within walking distance of homes. Recent trends in city planning echo this perceived need: ‘new urbanism’, for example, blends modern lifestyles with older designs to create beauty and functional third places (Grant, 2006). The upshot is that ‘great good places’ can be fostered and reinvented in modern life, and home life can be strengthened, to provide bulwarks against the identity demands of greedy workplaces.

Conclusion

Indeed, myriad identity and identification dysfunctions are present in the modern workplace. I can envision future research on identity dysfunctions that seeks to accomplish the following goals: (1) more thoroughly document the antecedents and consequences of the identity and identification dysfunctions outlined in this chapter; (2) examine the impact of individuals’ usage of identity work tactics as means to ameliorate these dysfunctions; (3) document how consciously adjusting one’s need for organizational identification alleviates identity dysfunction; (4) exploring how individuals, employers and community leaders can effectively reinvigorate aspects of nonwork life. In sum, this research agenda suggests that workers, managers and scholars can each play a role to better understand and reduce the negative effects of contemporary organizations’ excessive influence on individual identity.
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Studies of leadership traits or actions/behaviors that are linked to more rather than less effective performance by individual employees, teams and/or the organization as a whole (McShane and Von Glinow, 2007) are an important if not overwhelming part of the management literature. The importance of understanding antecedents to leader effectiveness is due to the fact that the destination, or fate, of organizations depends on who is in the ‘driver’s seat’ – that is, on who is leading. Of course, leaders cannot alone control their organization’s fate due to the inherently interdependent nature of organizational life (Weick, 1995). However, as ‘captains of their ship’, so to speak, leaders are expected to carefully select responsible and skilled ‘crew members’, to ensure that their ship’s technological operations are properly functioning, and that resources such as those related to procuring, training and developing, monitoring, controlling and communicating are readily available in the event of operational disruptions in order to limit such disruptions’ frequency and impact. When disruptions are due to ‘human error’, such as the recent tilting of a new luxury cruise ship, Crown Princess, on a calm day 11 miles off the Florida coast near Port Canaveral injuring hundreds of passengers (see Martinez, 2006), we look to the captain for explanation. As well, leaders are expected to discipline the culprits to minimize the damage that unintended or intended human error can cause. The need for leaders to be cognizant of, and reactive to, structural and human-related elements is why leader roles have been said to include those that vary in terms of actions that are controlling and flexibility-enhancing (e.g. nurturing) and in terms of actions that involve internal and external scrutiny (see Cameron and Quinn, 1999). Of course these labels are variants on task-oriented and people-oriented leader behaviors which have permeated the leadership literature since the 1960s.

But what happens when leaders are the disruptive force in their organizations? Are they removed from the ‘driver’s seat’ or less strictly disciplined? Or do they keep driving? Surprisingly, the management literature is virtually mute on this issue. Litzky et al. (2006: 100) share this observation, stating:

While the popular press has devoted a significant amount of time and energy to reports of ethical misconduct among top corporate executives, deviance scholars have yet to explore how deviant behaviors at the executive level are similar or different from employee deviant behaviors. Research indicates that fraudulent behaviors by executives cause a median loss of $900,000 per incident, which is 14 times higher than the average loss caused by employees. Similarly, the focus in the deviance literature has been on non-supervisory employees.

The management literature’s silence regarding dynamics pertaining to operational disruptions caused by top managers is in stark contrast to the vividness with which scandals have been linked to corporate leaders in the last several years, especially following the fall of Enron and Arthur Andersen in 2002. Even the American Competitiveness and Corporate Accountability Act of 2002 (i.e. Sarbanes–Oxley, or SOX), which was a
response to these financial and accounting scandals, has skirted the specific role of the leader and has homed in on the establishment of audit committees, and the establishment of rules regarding the reporting of insider transactions, conflicts of interest, document destruction and whistleblower protection. The role that the leader plays is subsumed within those provisions and generally includes the establishment of a code of ethics for the firm.

There are two possible explanations for why the management literature has generally been silent about dynamics relating to leader misbehavior. First, as Dirks and Ferrin (2002: 612) point out in their meta-analysis of the leadership literature, the terms ‘leaders’ and ‘managers’ are often used interchangeably, a practice that they also opted to follow; on the other hand, this tendency does not change the fact that empirical assessments of various types of deviance are typically taken from employees at lower levels of the organizational hierarchy (see Litzky et al., 2006). A second possible explanation for why leader misbehavior has generally escaped examination by management scholars is that theories of leadership tend to take a ‘relationship-based perspective’ or a ‘character-based perspective’. Dirks and Ferrin (2002) explain that the relationship-based perspective emphasizes relational issues, such as the perceived quality of the social exchange between leaders and their followers, whereas the character-based perspective emphasizes dynamics associated with character-based assessments of leaders such as their perceived trustworthiness. In both of these perspectives, the leader’s actual behavior, including the leader’s actual level in the hierarchy and privileges (and possible abuses) of power associated with that, are beyond theoretical and empirical scope. The leadership literature that has emerged thus informs us about dynamics associated with followers’ perceptions of leaders, and about perceptions that pertain – not to deviance, but – to the quality of social exchanges and to the quality of leaders’ character. Presumably, character assessments are guided by the behaviors enacted by those being assessed; but as we have noted, the behaviors typically assessed in leadership studies do not pertain to deviance by high-ranking officials.

The purpose of this chapter is to address this gap. Toward this end we will focus on the dynamics associated with employees’ hierarchical status (such as a CEO) and note how stature alone is associated with various sources of power (e.g. coercive and reward power) that enable employees who are highly seated in organizations to remain there possibly long past it is appropriate to remove them. We will illustrate the dynamics we propose via sequential causal models that culminate in a ‘leader-deviance framework’. The theoretically grounded relationships depicted in our models, and succinctly integrated in our leader-deviance framework, promise to assist future empirical work. Minimally, our framework identifies variables that need to be measured and relationships that need to be tested. Additionally, with our focus on hierarchical status as the ‘trigger’, our theorizing promises to ensure that future studies of deviance will target participants whose rank is relatively high rather than low in their organization. We conclude with practical and theoretical implications.

Do bad leaders stay in good places?
Before we attempt to explain why bad leaders stay in good places – that is, stay in control of their title and all the resources associated with this (e.g. status, job autonomy, subordinates, job-related perks including top salary) – it is important that we substantiate this
claim. Interestingly, such substantiation is difficult to make since judging a leader as ‘bad’ is itself a challenging task. We recognize that the word ‘bad’ has two distinct connotations, the antecedents and consequences of which stem from different schools of thought. The first interpretation of ‘bad’ refers to a descriptor of the person, which could also carry descriptions such as evil, despotic, brutal. Tyrants such as Hitler, Milosevic and Saddam Hussein fit this category in their attempts to expunge huge segments of the population. However, a second interpretation of ‘bad’ can also refer to the leader’s actions or behaviors quite apart from his/her innate goodness or badness. Examples of leaders behaving badly include President Bill Clinton, Martha Stewart and Kenneth Lay. For two reasons our chapter’s focus will be on the latter case – when ‘bad’ is an attribute of the leaders’ actions. First, it is difficult a priori to identify a leader as innately bad; sadly, there are several world leaders including Noriega, Saddam Hussein, and even Osama Bin Laden that the USA thought were good before learning via their actions that they were bad (Solomon, 2005: 10–11). Second, it is our view that leaders behaving badly, thus suggesting that good people sometimes act badly (see Lutzer, 2001), represents the far more common case and offers greater opportunity for managerial intervention. For this reason and throughout this chapter, we define bad leaders as those leaders who behave or act badly and, thereby, bring harm to their organization.

The challenge in evaluating leaders as ‘acting badly’ remains, however. This is due to the fact that their job descriptions, especially if they are truly at the top of their organization such as CEOs, are highly complex and long term in nature. For example, CEOs are typically evaluated by the board of directors, and this is true for all firms whether for profit or not for profit, with the exception of the very small Mom-and-Pop enterprises. It could be argued that their very survival is the first proxy for performance. However, organizational performance is not the sum of performances of any specific team, department or business unit or region, but rather of the entire company. The abundance of influences on company performance, many of which are external and outside the control of the leader, make it difficult unequivocally to blame leaders for poor organizational performance. Consistent with this, Salancik and Meindl (1984: 238) wrote:

> powerful environmental forces and a variety of interest groups affect an organization’s functioning (Pfeffer & Salancik, 1978). These interests hold management accountable for their actions and will withdraw support if they go unsatisfied, even though management often cannot control the factors that determine outcomes. (Emphasis added)

Internal influences on poor organizational performance include the layers of employees upon whom blame can be, and often is, laid for miscommunications and acts of disobedience, as evidenced by descriptions of why Enron fell from grace (Eichenwald, 2005) and by descriptions of why the tragedy of torture and inhumane treatment of prisoners at Abu Ghraib in Iraq occurred – attributed to intelligence failures, lies and a culture of corruption (Hersh, 2004). Importantly, leaders or top managers are not alone in blaming poor and/or unethical practices on ‘culture’; indeed, Callahan (2004) reviews countless examples where a ‘cheating culture’ is identified as the reason employees at all levels give for the unethical actions they take. Our point here, and throughout our chapter, is that employees at higher rather than lower levels of the hierarchy have an easier time identifying external factors, including but not limited to culture, as the blameworthy source. External influences on company performance include, for example, competitor actions
globally as well as locally, international crises such as oil shortages caused by acts of war
or terrorism, and natural disasters such as hurricanes, earthquakes, tsunamis and wild-
fires that also cause economic (as well as human) casualty. Devastating conditions, espe-
cially when oil supplies seem threatened by them, create ‘market uncertainty’ which then
feeds ‘market sell-offs’ that cause organizations’ share prices to fall, even plummet. When
an organization ‘sinks’ or dies, this is typically attributed to one or more of these internal
or external factors; after all, the organization’s leader is only one person and, according
to ecological management models (Freeman, 1982) as well as intuition, is unable alone to
determine the organization’s fate.

Anecdotal support for how top leaders escape responsibility for organizational failures
occurs in almost every industry spawning a dizzying array of consulting services designed
to get to the root of the problem. Frequently attributed to mission/vision myopia, orga-
nizational failures and indeed industry failures are documented for the railroad industry,
the typewriter industry and across much of US manufacturing industry. In all of these
eamples the top leaders of organizations (in their respective industries) stayed as top
leaders long after their organization first began showing signs of trouble. Thus we believe
that there is sufficient anecdotal evidence to support our conclusion that bad leaders can,
and do (at least relative to bad employees), stay in good places. Next, we turn our atten-
tion to why it is so difficult to unseat top leaders who are performing badly.

Why bad leaders stay in good places

A cognitive explanation

To guide our thinking about why bad leaders stay in good places, we consulted literature
regarding antecedents to punitive evaluations. This is because the question we are asking
can be rephrased as ‘Why are bad leaders not penalized?’ Perceived responsibility and
outcome severity are key determinants of people’s punitiveness toward others who have
cased harm. Specifically, the greatest punitiveness is typically expressed toward those
whose actions have caused serious rather than trivial harm and whose harm-doing seems
either intentional or preventable. Harm-doing that is intentionally evil casts doubt on the
integrity of the actor, whereas harm-doing that seems preventable typically casts doubt
on the actor’s competence. Although less anger is typically associated with judgments of
others’ incompetence rather than low integrity (Kim et al., 2006), those whose compen-
tence is questioned are typically not trusted (Mayer et al., 1995), hence not placed or held
long in positions requiring trust. But in the previous section we explained why leaders’
actions are less clearly linked to them as opposed to the myriad of others and/or other
factors that influence the organization. As a result, blaming leaders for harm-doing – and
thus judging leaders as low in competence or integrity – is more difficult to do, even
though the late-night comics have a field day with both attributions of our leaders, from
President Bush to Kenneth Lay. Figure 6.1 illustrates the relationships we have posited
thus far. Specifically, we have noted that higher-level employees, especially the CEO, have
jobs of greater complexity (illustrated in Figure 6.1 by the positive sign on Arrow A), and
this in turn reduces the ease of measuring the employee’s performance success (illustrated
in Figure 6.1 by the negative sign on Arrow B). Finally, because we tend to attribute
responsibility to behaviors that are observable, hence measurable (as illustrated by the
positive sign on Figure 6.1’s Arrow C), Figure 6.1 helps to explain why higher- rather than
lower-ranking employees more easily escape perceived responsibility for performance failure. The greater job complexity of higher-ranking employees makes it less clear whether we ought to blame them (or only them) for performance failures that occur ‘on their watch’. Indeed, the latter expression is often used by leaders, especially political ones, to indicate that they cannot (at least solely) be blamed for events that occur while they are in office. Consistent with our thinking, Salancik and Meindl (1984: 242) wrote: ‘Unfortunately, management’s control is not measurable.’

While we believe the relationships shown in Figure 6.1 help to explain why bad leaders stay in good places, we recognize that they are simplistic. Their simplicity is due to the fact that the relationships shown there are all cognitive in nature; missing from Figure 6.1 is recognition of the emotional dynamics that keep bad leaders often securely in place. For this reason, we turn next to ‘an emotional explanation’ for why bad leaders stay in good places. We will argue that leaders have many sources of power that shield them from negative evaluations. Their shield, we will argue, is emblazoned by the strong positive emotions (e.g. loyalty, trust) and even negative emotions (fear) that leaders, especially charismatic ones, often engender in their followers. Just as emotions generally cloud judgment (Janis and Mann, 1977), we will argue that these emotions blind followers from seeing ‘bad’ in what leaders do.

**An emotional explanation**

By definition, leaders control things. At a minimum, leaders control the allocation of resources in their organization, including hiring, firing and salary decisions, etc. As a result, employees often feel dependent upon leaders – good or bad. The adage ‘don’t bite the hand that feeds you’ or ‘kick down, kiss up’ helps explain why employees will probably be more reluctant to report a top leader rather than a peer or subordinate for performing poorly. We say this because a leader’s choice to cease providing important resources that others depend on (including employment) carries negative consequences. The reflections of US Supreme Court Justice Sandra Day O’Connor (2004) in her memoir support our belief that employees will be reluctant to judge critically those they depend on for positive evaluation and resources. In Justice O’Connor’s explanation for why the US Supreme Court can indeed act independently rather than as puppets for government or industry, she notes:

> The first, and perhaps foremost, method of ensuring judicial independence is to place judges’ salaries and positions beyond the reach of outside forces. Judges cannot perform their function with the necessary disregard for the government’s preferred outcomes if the government has the ability to punish them. The reason that judges in the United States, unlike many countries, need not fear the displeasure of the government is that they are guaranteed their offices during good behavior and receive compensation that cannot be diminished while they are in office . . . Safeguards for both position and compensation are essential, because unless both are protected, the safeguard is empty. (Ibid.: 252–3)
Of course, it would be impractical to structure all employee contracts the way the contracts of US Supreme Court judges are structured (i.e. with lifelong job security and salary protection). But, at the same time, it is impractical to expect employees who are vulnerable to the evaluation and resource provisions of their leaders to act as judges – hence to report misconduct of the leaders on whom they depend.

Interestingly, it is precisely this dependence on leaders for resources that also explains why the removal of bad-performing leaders is often resisted. At least during transition, leader removal puts the safety of the ‘ship’ (to return to the ship analogy) into question. But even after a new leader potentially ‘takes the helm’, there is often uncertainty and fear associated with this regarding whether the new leader will be better or worse than his/her scandalous predecessor. The adage ‘Better the Devil you know than the one you don’t’ explains why bad leaders remain the captains of their organizations long after initial signs of trouble appear. Put differently, if punishing or removing leaders is feared to hurt the punishers, then no penalizing action will be taken. Sadly, this is probably why attributions of wrongdoing are more frequently linked to employees who are more rather than less dispensable (i.e. subordinates) and why only ‘slaps on the wrist’ seem to go to top-performing athletes, especially those needed in an upcoming championship game, who have transgressed. Virtually every sport has been plagued with scandalous behavior of top athletes – from basketball’s Kobe Bryant to baseball’s Barry Bonds, and in many of these cases, their celebrity shields them from penalty.

Since leaders indeed ‘feed’ others resources they need, leaders have reward power over followers (French and Raven, 1960). Since rewards give us pleasure, this in turn suggests that leaders can and do influence the extent to which employees feel positive emotions. Consistent with this, most of the early studies on leader effectiveness measured employees’ satisfaction with their leaders. During the 1970s and 1980s, satisfaction with leadership was often taken as a proxy for satisfaction with leader performance. Coincidentally, in the 1970s House and his colleagues (House, 1977) identified feelings of strong adoration for leaders, or ‘charisma’, as a characteristic of some leaders. The adage ‘love is blind’ explains why charismatic leaders often escape negative evaluation by their followers.

In summary, up to this point we have argued that leaders exert both cognitive and emotional pulls on followers, and as such can easily blind them from recognizing or punishing bad behaviors, thereby shielding them from negative evaluations. Figure 6.2 reflects the emotional dynamics we have added to the cognitive-oriented explanations we initially offered for why bad leaders often go unseated or even disciplined. Specifically, Figure 6.2 shows that employees who are higher in the organization’s hierarchy, especially the CEO, have more ability than those seated lower to exert coercive power and reward power over others; this is illustrated by this figure’s Arrows A and B, respectively. Those with greater levels of coercive and reward power typically evoke fear and adoration from others they (can) manipulate with these power sources, as illustrated in Figure 6.2 by Arrows C and D, respectively. Finally, Figure 6.2 shows that a reduced likelihood of higher-ranked employees being reported for misconduct exists when such employees are adored (as illustrated by Arrow E) and when such employees are feared (illustrated by Arrow F). As noted earlier, such fear stems from the resource withholding that coercive power-wielding leaders may choose to do if they become scornful toward others and/or from the negative consequences that may result from leader removal.
Empirical support for Figure 6.2 abounds. First, in a survey study conducted during the time when former US President Bill Clinton was under impeachment for lying about his extramarital affair with an intern, Monica Lewinsky, we found that significantly more forgiveness for President Clinton was expressed by those feeling more rather than less personally benefited by policies (such as the Family Leave Act) that were initiated by the Clinton Administration (McLean Parks et al., 2000). Consistent with this, during the time of his impeachment hearings, President Clinton noted in his memoir that ‘voters responded positively when told about the family leave law, the 100,000 new police in the crime bill, the education standards and school reform, and our other achievements’ (Clinton, 2004: 628). Similarly, studies regarding antecedents to punitiveness have demonstrated that less harshness toward transgressors is typically expressed by those who have benefited rather than suffered from transgressors’ actions (e.g. Shapiro, 1991). Such findings support Figure 6.2’s suggestion that there will be a positive relationship between employees’ ability to provide others with valued resources and the extent to which such employees receive ‘adoration’ or support (and similarly, less punitiveness and/or more forgiveness when they transgress). Consistent with our thinking, President Clinton (2004: 634–6) notes in his memoir how much less harshly the Republicans judge transgressions by political leaders when it helps rather than hurts them. Clinton states:

Newt [Gingrich] said that America had been a great country until the sixties, when the Democrats took over and replaced absolute notion of right and wrong with more relativistic values. He pledged to take us back to the morality of the 1950s, in order to ‘renew American civilization’ . . . I kept waiting for Gingrich to explain how the Democrats’ moral bankruptcy had corrupted the Nixon and Reagan administration and led to the crimes of Watergate and Iran-Contra. I’m sure he could have found a way. When he was on a roll, Newt was hard to stop.

Anecdotally, there are also numerous examples supporting Figure 6.2’s suggestion that coercive power by leaders enhances the likelihood of ‘silence’ when it comes to reporting them for acting wrongfully (intentionally or not). For example, the outing of secret US CIA agent Valerie Plame Wilson via leaks that have been linked to US White House officials in both the Vice-President’s and President’s office has been attributed to the fact that Ms Wilson is the wife of former US Ambassador to Iraq Joe Wilson, who publicly questioned, prior to the 2002 Iraq War, the wisdom of starting the war due to his knowledge that intelligence information suggesting that Saddam Hussein ‘was seeking to buy uranium ore from Niger for its alleged nuclear weapons program’ (Wilson, 2005: xiv) was
false. From Joe Wilson’s perspective, he was retaliated against for publicly stating this. The fear of being retaliated against for questioning the Bush Administration, especially publicly, is why some suggest investigative reporters are historically more reticent than ever (see Thomas, 2006; Boehlert, 2006).

While we believe the relationships shown in Figure 6.2 help to explain why bad leaders stay in good places, we recognize that they are still too simplistic. Their simplicity is due to the fact that the relationships shown there all presume that followers’ cognitions and emotions determine leaders’ fate. Missing from Figure 6.2 is recognition of networking dynamics among top managers that keep bad leaders often securely in place. For this reason, we turn next to ‘a network explanation’ for why bad leaders stay in good places.

_A network explanation_

The cognitions and emotions that employees have about organizational leaders – indeed, about any aspect of their organization’s culture – are socially influenced. The classic study by Asch (1951) in which people more often in the company of others rather than alone identified line lengths as similar when they were clearly different vividly illustrated years ago how susceptible people's judgments are to others' expressed opinions. Studies demonstrating the phenomenon of ‘emotional contagion’ (Barsade, 2002) illustrate that what we feel is also strongly socially guided. Importantly, though, people’s reliance on social cues has generally been found to be stronger in circumstances that are more rather than less ambiguous (Festinger, 1954; see Shapiro and Kirkman, 2001, for a review). Similarly, the more ambiguous (subjective) performance data are, the more prone performance evaluations are to the ‘confirmatory bias’ (Snyder and Swann, 1978) introduced by others’ opinions and by one’s own first impressions or stereotype-guided expectations, which cause people to generally see what they expect to see (see Elaad et al., 1994; Siegall, 1992). Our tendency to rely on social cues in more rather than less ambiguous circumstances suggests that wrongdoers may more easily escape blame when: (1) there is ambiguity about the wrongfulness of their action and (2) there are social cues that favor the wrongdoer’s claim of innocence (or at least unintended harm-doing). Such social cues include supportive others who express their support ‘loudly’ in verbal or print form. Put differently, a network of supporters – in the form of speakers and writers for public consumption – surely helps wrongdoers escape blame. Such a network thus consists of media personnel and people influential enough to capture media attention. Given the tendency for homogeneity to characterize networks (Brass et al., 2004), leaders surely have more access than do their subordinates to high-ranking others inside and outside the organization; hence the positive sign on Arrow A in Figure 6.3. Given the increasing tendency for investigative reports to engage in ‘celebrity journalism’ (Moyers, 2005), the greater celebrity status of leaders relative to their subordinates also explains why leaders probably have more accessibility to the media, as illustrated by the positive sign on Figure 6.3’s Arrow B. Additional reasons why those with more rather than less organizational stature have easier access to high-ranking insiders and outsiders, including media personnel, include the greater levels of reward and coercive power of top managers, as we discussed previously. Leaders’ sources of both coercive and reward power create dependence on leaders’ approval, hence incentives for others to sing the praises of the leaders whose approval they seek. Consistent with this, Helen Thomas (2006), the dean of the White House press corps, provides countless examples where journalists have apparently chosen, in the interest of
seeking fame and fortune, to highlight praiseworthy acts and ignore (at least as long as possible) worrying acts on the part of business and governmental leaders today. Moyers (2005: 124) suggests that the very definition of ‘news’ today is greatly distorted by the fact that ‘Today, just six companies [AOL, Time Warner, Viacom, CBS, Disney, ABC] dominate what America reads in books, magazines, and newspapers and watches on television and at the movies.’ Moyers explains that businesses’ ownership in multimedia services resulting from the mergers between AOL and Time Warner, between Viacom and CBS, and between Disney and ABC makes questionable how truly independent journalists can be when reporting on the actions of the businesses whose leaders control their fate. Consistent with this, Boehlert (2006: 3) suggests that the traditional role of public watchdog on the part of investigative reporters has weakened due to key factors that include ‘the consolidated media landscape in which owners [are] increasingly – almost exclusively – multinational corporations; the same corporations anxious to win approval from the Republican-controlled federal government to allow for even further ownership consolidation.’ Regardless of how independent journalism is from the preferences of leaders in business or government, one thing is certain: leaders, especially in the highest seats of these organizations, have more access than do their subordinates to journalists and media personnel in general.

Because networks comprising public speakers and/or writers for public consumption shape ‘public opinion’, these networks ultimately shape perceptions regarding whether any wrongdoing was ever committed. Consistent with this, sociologists have long noted that ‘deviance’ is socially defined. At a minimum, for an act of deviance to occur, an agreed-upon norm must be perceived to have been violated (Becker, 1978). Similarly, then, for a leader to be perceived as ‘bad’, there must be consensus that s/he has committed a norm-violating act. For several reasons, such a consensus is unlikely to occur in the case of leaders. First, we have already noted the difficulty in evaluating the quality of leaders’ work given the complexity and long-term nature of leaders’ tasks. Second, we have already noted that leaders have coercive and reward power, making followers unlikely to ‘bite the hand that feeds them’ and likely to fall prey to ‘love is blind’ and thus see no evil. Third, we have just noted that leaders have access to a network of supporters – in both publicly verbal and written forms. But what do supporters say to assist bad leaders in staying securely seated? We turn our attention to this next.
Managers’ desire to create or maintain a positive image, such as perceived fairness, hence ethicality, and their tendency to do this with various verbal strategies (e.g. excuses, justifications), has been noted elsewhere (Greenberg, 1990). Our theorizing is meant to reinforce this and highlight that: (1) leaders’ image management strategies are not only verbal where the focus of impression management strategy research has tended to be; and (2) leaders’ access to media networks greatly eases their ability to remake ‘the truth’ as they wish others to see it. Next, we identify the communications in verbal and print form that have previously been linked to obfuscating dark truths and/or creating more favorable truths and, ultimately, to winning the hearts and minds of leaders’ followers.

**Tactic 1. The Devil made me do it, but henceforth the Devil is controllable**  
Attributing negative events to external factors (e.g. actions of others) rather than to internal factors (e.g. one’s own actions or intentions) has long been linked to lower levels of punitive evaluation. This is true for contexts involving poor employee performance (Mitchell et al., 1981), managers’ delivery of unfavorable decisions such as resource refusals (Bies and Shapiro, 1987; Bies et al., 1988), and employees’ explanation for providing false information on a loan application (Shapiro, 1991). Undesirable actions that are unintended and externally caused are less likely than intended (internally motivated) actions to be viewed as maliciously motivated and/or likely to repeat themselves; this is one of the reasons given for why external attributions tend to have punitive-minimizing effects (see Bies, 1987; Wong and Weiner, 1981). When the external attributions refer to reasons that have stable (ongoing) rather than unstable (one-time or temporary) qualities, then the ameliorating effect of external relative to internal attributions is less significant. Consistent with this, in their qualitative study of 18 US corporations’ annual reports to stockholders over 18 years, Salancik and Meindl (1984) observed that the causal attributions for corporate performance most frequently found in the reports were of a nature that enhanced management’s ‘image of control’. More specifically, the causal attributions in these corporate reports tended to be external versus internal when the performance being explained was failure versus success, respectively. Salancik and Meindl reasoned, too, that ‘management trying to assure constituencies that it controls the firm’s outcomes would be ill-advised to blame too many of its troubles on external circumstances’ (ibid.: 242). Similarly, they suggested that ‘by accepting blame for negative outcomes, they communicate that hitherto unfavorable circumstances are understood and, by implication, under control’ (ibid.: 239). Salancik and Meindl (1984: 239) explain that the attribution pattern in CEOs’ annual reports is due, at least in part, to the fact that

[CEOs’] attributional accounts are political statements that reassure constituents or induce them, when necessary, to participate in the organization’s affairs. Managers, needing to suggest they can cope with an unruly environment, may use attributions to do so.

Importantly, this presentational bias was predicted by Salancik and Meindl to occur more on the part of CEOs of unstable rather than stable firms due to the greater ease of credibly blaming external events under unstable circumstances; indeed, this is what they found. More recently, Dirks and his associates (Kim et al., 2004) have found that apologies versus excuses for wrongdoing (hence internal versus external attributions, respectively) tend to be significantly more likely to mitigate punitive reactions toward the
wrongdoer when the apology regards actions that are explained to be within (rather than outside) the apologizer’s control.

In summary, the findings described above suggest that in corporate as well as interpersonal exchanges, more sustained support tends to be directed at those who explain negative events (e.g. mistakes, poor performance, and even wrongdoing) when the explainers’ attributions enable the ‘harm-doer’s’ integrity and competence (control over the environment) to be viewed positively. Not surprisingly, then, this is the response that we have seen by the Bush Administration in 2006 in the wake of repeated calls for the resignation of US Secretary of Defense Donald Rumsfeld regarding his (mis)handling of the Iraq War. Specifically, the Bush Administration has frequently referred to the historically volatile times in which we live (an external attribution) and to events in Iraq as proceeding as expected (hence presumably under control), since the movement from tyranny to democracy does not happen overnight (14 April 2006, BBC News). This fervently-held belief by the Bush Administration is also why President Bush twice rejected Secretary Rumsfeld’s offer to resign over the Abu Ghraib scandal, which itself reinforces Bush’s message that Iraq-War-related problems are due to external, not internal, factors (ibid.).

Essentially, then, the explanations given for leaders’ actions by high-ranking others and the media tend to emphasize that the leaders have acted with integrity and have the competence needed to ensure that good things (rewards) will occur ultimately, if not immediately. This is illustrated by the positive signs on Arrows C and D in Figure 6.3, respectively. With the leader’s perceived integrity and competence firmly reinforced, followers are likely to again fear that leader’s removal, as illustrated by Figure 6.3’s Arrow E, and to feel strongly loyal to the leader’s continued reign, as illustrated by Figure 6.3’s Arrow F; again, these feelings keep others from reporting leaders’ misconduct, as illustrated by Figure 6.3’s Arrows G and H.

**Tactic 2: There is reasonable doubt** The US legal system requires that a verdict of ‘guilty’ be delivered only when there is the absence of reasonable doubt regarding the accused party’s culpability. This is why an accused party is innocent until proven guilty and the burden of proof is shouldered by the accuser. Not surprisingly, then, those who are accused of wrongdoing, and those who represent them (e.g. lawyers, witnesses for the defense, network supporters) tend to do all they can to create reasonable doubt about the accused party’s supposed wrongdoing.

Typically, the doubt that defenders aim to create relate to whether the accused party’s action was indeed immoral or unlawful and whether the accused party’s motive was a moral rather than sinister one. Because there can be conflicting standards for assessing morality, including law versus moral judgment, such doubt can be stirred by highlighting the standards that seem to conflict with each other. Not surprisingly, then, this is indeed what defenders do. For example, news reported on 1 April 2006 at 7:59 a.m. by WTOP radio, and now available on this radio station’s website, regarded the call made to the US Senate Judiciary Committee by President Richard Nixon’s White House lawyer John W. Dean for current US President George W. Bush to be impeached or, at a minimum, censured for wiretapping domestic phone calls. Dean said:

> President Bush’s domestic spying exceeds the wrongdoing that toppled his former boss [Richard Nixon] . . . Had the Senate or House, or both, censured or somehow warned Richard Nixon, the tragedy of Watergate might have been prevented . . . Hopefully the Senate will not sit by while even more serious abuses unfold before it.
A response to Dean’s remark that came from Republican Senator Lindsey Graham illustrates the tactic we have been describing here about the strategic value of highlighting conflicting moral standards. Specifically, on its website, WTOP News states that ‘Graham said that the comparison to Watergate is “apples and oranges” because Nixon’s actions were more about saving himself and his presidency than national security.’ The implication, then, is that the President’s authorization of the warrantless surveillance of Americans without the court approval required by law – even if this is illegal or in violation of the Constitution, as some claim – is necessary for enhancing national security during the war against terrorism. This in turn suggests that there is a moral dilemma between adhering to law versus putting the security of his country’s citizens at risk which excuses any violator, such as Bush, for choosing one moral act over the other. Disagreement over whether indeed the warrantless domestic spying program poses a moral dilemma that absolves Bush from being held accountable for violating the law and/or the Constitution remains unresolved today. While the debate rages on, President Bush remains in place, and undisciplined.

A second way typically used to create doubt regarding the wrongfulness of an accused party’s action is to question whether the action is discrepant with established and practiced norms. The importance of this relativistic assessment is that ‘deviance’ is itself defined, at least by sociologists (Becker, 1978) and management scholars (see Robinson and Bennett, 1995, 1997), as a violation of a normative practice. This means that cheating is deviant, hence wrong, only if it is not the norm. The normative practice of acting deceptively (or bluffing) in poker as well as in negotiation is why deception in either of these circumstances is typically not judged as wrongdoing (see Shapiro and Bies, 1994). Similarly, Callahan (2004) explains that the normative practice of cheating in the workplace has also placed in question how wrong it is for employees to engage in deceptive practices at work – in part, because employees can arguably say that they had no choice but to cheat if they were to keep their job. Essentially, then, making an organization’s culture blameworthy of ‘cheating’ or ‘corruption’ makes wrongdoing or deviance the norm and, in turn, creates doubt about who the corrupt party is – the employee or the system. As the fall of Enron vividly illustrates, such a culture ultimately costs an organization’s viability (Eichenwald, 2005). But more than a century ago, President Theodore Roosevelt (1906) explained why creating doubt about everyone in one’s culture has the potential to ultimately destroy an entire country. Roosevelt said:

If the whole picture is painted black there remains no hue whereby to single out the rascals for distinction from their fellows. Such painting finally induces a kind of moral color blindness; and people affected by it come to the conclusion that no man is really black, and no man really white, but they are all gray. In other words, they neither believe in the truth of the attack, nor in the honesty of the man who is attacked; they grow as suspicious of the accusation as of the offense . . . There results a general attitude either of cynical belief in and indifference to public corruption or else of a distrustful inability to discriminate between the good and the bad. Either attitude is fraught with untold damage to the country as a whole.

A third way to create doubt regarding the wrongfulness of an accused party’s action is to describe events relating to the action in ways that allow the accused party to have plausible deniability. For example, in a simulated negotiation study, Shapiro and Bies (1994) found that negotiators who were identified after an initial transaction as having provided false information to their partner received significantly more positive
evaluation and cooperation from their partner in a subsequent negotiation when ‘rumor’ rather than ‘fact’ was the way negotiators referred to the information that was later learned by their partner to be false. This led Shapiro and Bies to conclude, as they had predicted, that there is strategic value in cloaking one’s information in ambiguity if the information’s veracity is unsure or known by the communicator to be false. Another example of how dubious language can help relieve those suspected of wrongdoing is illustrated by the way a Senate report describes the distribution of the CIA intelligence report containing Ambassador Joe Wilson’s politically unpopular finding on his trip to Niger that no evidence existed to support a link between Iraq and Niger’s uranium ore. The Senate report stated that this report was ‘widely distributed in routine channels’ yet also stated that the ‘CIA’s briefer did not brief the Vice President on the report, despite the Vice President’s previous question about the issue’ (Wilson, 2005: xxiii). Investigative reporter Russ Hoyle, in his foreword to Wilson’s memoir, states (ibid.):

Had Cheney read the report? His office later denied it. By marginalizing Wilson’s findings on the CIA-sponsored trip to Niger and broadcasting that the report was distributed through routine channels, Agency analysts handed Vice President Cheney that old executive-branch plum, plausible deniability. Yet the Senate committee also reported that the CIA report on Wilson was widely distributed, suggesting that the vice president could not possibly have missed it.

In summary, the tactic of creating reasonable doubt about the morality of an accused party’s action and/or about one’s motive – indeed, about one’s awareness of an action whose ethics is in question in the first place – places doubt, ultimately, on whether the accused party has indeed acted badly. This tactic is thus used by accused leaders and/or by such leaders’ network of supporters to help leaders stay in place, despite whatever wrongdoing they may be suspected of committing. Although this tactic may assist leaders in maintaining their position (which of course is important for leaders who are innocent but dangerous for organizations whose leaders are engaging in wrong), it has the potential to harm organizations as a whole and society at large since it highlights competing moral standards that may, in turn, confuse message receivers including employees about what ought to be morally guiding their actions.

_Tactic 3. The harm-doer/leader is in actuality the victim (of politics)_ People typically wish to see harm-doers or wrongdoers punished – that is, to see ‘retributive justice’ (Alicke, 1992). But the degree of punishment they typically deem appropriate is that which is proportional to the harm that has been done. For this reason, ‘proportional justice’ is what people generally seek; indeed, it is also a hallmark of the US justice system. When extreme punishment is foisted upon harm doers, judgments become blurred about who is the ‘victim’: is it those harmed by the accused party’s action, or is the victim the accused party as a result of prosecutors’ or punishers’ strong-arm tactics? The recent war between Israel and Lebanon, started after Lebanon took unprovoked aggression against Israel by repeatedly firing rockets into its cities and kidnapping two Israeli soldiers, vividly illustrates how judgments about who is the ‘victim’ change as punishers’ responses become increasingly aggressive. Sympathy tends to be directed at victims; not surprisingly, then, identifying oneself as a victim is a strategy that has been found to help people accused and even found guilty of wrongdoing to receive less punitive judgment.
Consistent with this, Solomon (2005: 98) notes that ‘the inversion of victimizer and victim is common in wartime media coverage . . .’ and that support for decisions to act militarily is generally higher when the aggressor is perceived as the victim in need of military defense. Relatedly, support for wrongdoers is generally higher when they are viewed as victims. For example, McLean Parks et al. (2000) found that evaluations of President Bill Clinton during the time of his impeachment hearings resulting from the Lewinsky scandal were more supportive on the part of those who more rather than less strongly perceived Clinton to be a victim of prosecuting attorney Kenneth Starr’s unethical tactics. Leaders’ support networks are generally quick to say that accusations against the leader are politically motivated, thereby suggesting that the accused leader is a victim of politics (see Thomas, 2006). Such statements not only increase the perceived victimization of the accused party, but also reduce the credibility of the accuser. This returns us to the risk journalists take when they report concerns, or ask concerning questions, regarding the actions of top leaders in government or business.

Business leaders, not only politicians, have illustrated how networks can assist them in shaping perceptions and evaluations in a desired direction. For example, as we noted earlier, CEOs use corporate annual reports, as well as the assistance of many employees who actually do the writing and data-related substantiating needed to create these, to explain corporate performance in ways that enhance the likelihood of continued shareholder support (see Salancik and Meindl, 1984). Additionally, Conlon and Shapiro’s (2002) content analysis of managers’ replies to employees’ postings on an electronic bulletin board during a time of employee layoffs demonstrates that managers explain good news versus bad news differently – namely, the length and ‘readability’, as measured by the Flesch (1951) score, is worse (i.e. longer and less understandable) for the communications containing negative content. Because leaders control the substance that gets printed and/or posted to management-supervised electronic bulletin boards, including removing postings (even websites) that harm the corporation’s image (see Shapiro and Kulik, 2004), leaders’ access to supportive networks – in verbal and print form – exceeds the network accessibility of their subordinates. As a result, leaders have a greater ability than lower-level or non-supervisory employees to loudly and widely ‘shout’ their innocence or lack of intended harm-doing.

In summary, our explanations for why bad leaders stay in good places thus far share a common assumption – namely, that the leader has indeed acted badly but this truth can be shielded by interpersonal mechanisms that are cognitive-, emotional- and/or network-based. All of the latter actions would be taken only by a leader who believes s/he is guilty or may be perceived as guilty. As such, the explanations we have offered for why bad leaders stay in place fail to consider the possibility that a bad leader may stay in place not because s/he is shielding him/herself from punitive evaluation – and, thus, not because s/he is doing things to actively influence others’ attributions of responsibility, positive or negative emotions, or public-oriented communications. Next, we consider the final reason why bad leaders stay in good places: they feel no guilt or concern about their actions and, as such, continue boldly to do whatever actions have been ethically questioned by others. Firmly believing themselves to be performing good deeds, continuing unabated to do these deeds, and communicating their conviction via their supportive networks (described above), such leaders essentially define their actions so that they and eventually others, even skeptics, see them only as good.
A self-oriented explanation: the leader feels guiltless

There are several reasons why leaders may feel no guilt about whatever harm or wrong they may be committing. First, as noted earlier, ‘deviance’ is consensually defined; as a result, it is possible that if cheating is normative, the leader who is doing this may see this as ‘the way we do business’. Second and relatedly, as we have noted in the previous section, leaders may believe they are victims with little choice but to do as they are doing. For example, if they are victims of a corrupt culture, as apparently some top-ranking employees at Enron believed themselves to be (Eichenwald, 2005), they may believe they have no choice but to conform (see Callahan, 2004). If they believe they are victims of unfair pay or other unfair work practices, they may believe they ‘deserve’ to steal harmlessly from the organization (see Greenberg, 1990). Third, they may believe that their actions are not harmful since in the long run (if not the short run) their actions will be beneficial to their organization and all of its stakeholders. And lastly, related to some of the issues we have already examined, perhaps one of the easiest explanations for why the leader feels guiltless is due to perceived media hypocrisy. A recent article challenges the cabal-like dynamics of Karl Rove, Bob Novak and others who have been excoriated in the press, when in fact it was the CIA who actually blew Plame’s cover over a decade ago (McCarthy, 2005). The specifics of this argument, while fascinating, point to the fact that many leaders who have been hauled over the coals in the court of public opinion don’t pay any further attention to media reporting they perceive to be skewed in the wrong direction. Here the leader feels guiltless due to bias in media coverage. Enron’s CEO Kenneth Lay has similarly been described as one who disbelieved the business reports he was receiving prior to that company’s collapse (see Eichenwald, 2005).

Relatively, the leader feels guiltless because followers are unwilling or unable to intervene (Kellerman, 2004). Kellerman notes that bad leadership is as ubiquitous as it is insidious – and that leaders, followers and context are all comingled such that cause and effect are questioned. When this happens, we argue, bad leaders continue to behave badly.

Other reasons offered for why bad leaders feel guiltless include attributes discussed earlier such as incompetence, corruption and sheer evilness. To this, Kellerman (2004) adds rigidity, callousness and insularity, all attributes that serve to inure the leader to guilt.

A framework for why bad leaders stay in good places

Taken together, the relationships posited in the figures we have presented thus far, and the logic accompanying these, culminate in the framework we offer in Figure 6.4 for why bad leaders tend to remain in place long past the time when they might optimally go.

As shown in Figure 6.4, the hierarchical level of the employee influences how aware others will be of the employee’s misconduct (as shown via Arrow A) and how willing others will be to report the employee’s misconduct (as shown via Arrow B). We arrive at these conclusions guided by the theorizing we presented earlier about the greater job complexity of higher- relative to lower-ranking employees and, relatedly, the more complex and long-term metrics typically associated with complex jobs. Low levels of awareness regarding a high-ranking employee’s misconduct and little (if any) willingness to report it in turn influence the likelihood that that employee will remain in place (as shown via Arrows C and D, respectively). If, indeed, this framework is valid – a question for future leadership researchers – then it has several important practical as well as theoretical implications. We next turn our attention to these, in turn.
Practical and theoretical implications for managing ‘bad’ leaders

Practical implications

There are several practical implications associated with the relationships shown in the cumulative framework we offer in Figure 6.4 regarding why bad leaders stay in good places. First, there is a need for organizations to rethink what they are doing to enable others to be aware of what leaders are doing. Interestingly, the typical human resource management system is designed to enable leaders to assess what their subordinates are doing, yet very little attention is given to telling subordinates what leaders are doing, short of face-to-face staff meetings. In other words, performance appraisal data of leaders are seldom revealed to subordinates even though it is quite common to have one-on-one reviews for subordinates. Even less observed in most HR systems is the type of upward appraisal that academics discuss (Gomez-Mejia et al., 2007). Moreover, in many firms, it is considered disloyal for employees to ‘go over the head’ of their immediate supervisor and communicate with someone further up the chain of command (ibid.). This insularity of leaders can simultaneously create and be created by barriers to upward communication channels. Practically speaking, organizations should reinforce two-way ‘line of sight’ arguments generally aimed at ensuring low-level employees know/understand and act on the leader’s mission and vision (WatsonWyatt.com, 2004).

A second practical implication of our framework offered in Figure 6.4 is that there is a need for organizations to rethink what they are doing to enable others to feel willing to report misconduct that they may be aware of on the part of leaders. We recognize that the latter action carries risk for the reporters, evidenced vividly by well-known whistleblower Jeffrey Wigand who lost his marriage as well as his job with a big tobacco company after ‘he revealed that executives of the tobacco companies knew that cigarettes were addictive and the firms added carcinogenic ingredients to the tobacco’ (Thomas, 2006: 92). Such risk
surely explains why whistleblowing tends to be a low base-rate phenomenon (Miceli and Near, 1992). Consequently, minimizing this risk is something that organizations need to do if they are to help employees feel ‘safe’ in reporting the misconduct they know about. While the latter insight is not new and has been noted previously by scholars studying employee-reporting behavior (see Shapiro et al., 1995), the latter studies regarded peer-reporting behavior and thus have insights that may not necessarily generalize to interventions that may help employees report higher-ups. Although Sarbanes–Oxley provides whistleblower protections, and although ethics officers in organizations tell us that they routinely assure employees that their reports of misconduct will be treated with confidentiality, anecdotal evidence as well as preliminary evidence from a survey-study by Shapiro et al. (2006) demonstrates that such assurances are generally not believed due to the fact that co-workers (not just organizational authorities) are feared agents of retaliation.

A third practical implication regards the fact that the dynamics described in this chapter and illustrated in Figure 6.4 begin with, simply, the hierarchical level of the employee. This alone suggests that organizations may need to rethink what the effect of ‘legitimate power’ (i.e. employees’ rank) may be on the behavior of others who have less of this. Perhaps it is because the USA is deemed a ‘low-power distance culture’, at least relative to Asian countries where deference to authority is more the norm (Hofstede, 1980), that management scholars have generally ignored the effect of this structural variable. However, cultures of high- versus low-power distance and of other types of cultural values are increasingly likely to mix as the nature of work (even domestically) becomes increasingly internationally diverse due to organizations’ reliance on global virtual teams (Shapiro et al., 2002), expatriates (Kumar et al., 2005), and other internationally expanding activities involving the use of teams and/or organizations as a whole (see Shapiro et al., 2005, for a review of this literature). This reinforces the need for managers to rethink how legitimate power may be affecting the perceptions, emotions and actions of their employees.

The last point suggests that the only source of power that higher-ranking employees have over others is legitimate in nature. Our chapter has highlighted the reward- and coercive-based sources of power that employees’ rank enables them to have, as shown in Figure 6.3. Consequently, a fourth important implication for managers is to monitor how higher-level employees are using the sources of power available to them, or at least more available to them than to those lower in the hierarchy. For example, Sarbanes–Oxley provisions require transparency with respect to financial statements or audits, and provides penalties for senior executives who attempt to influence, coerce, manipulate or mislead any auditor. By analogy, leaders should not abuse their sources of power for their own personal gain.

Theoretical implications
There are several theoretical implications associated with the relationships shown in the cumulative framework we offer in Figure 6.4 regarding why bad leaders stay in good places. First, with respect to the ‘transformational leadership perspective’, care should be taken not to define transformational leadership in terms of the leader’s success, of which tenure may be a proxy. Furthermore, transformational leadership should not be viewed as universal, which is how it has been taken until very recently (Pawar and Eastman, 1997; Egri and Herman, 2000). Transformational leadership should be viewed from a situationalist perspective in that this type of leadership may be more appropriate...
in some situations than others, and some cultures rather than others (McShane and Von Glinow, 2007). Employee awareness of misconduct and willingness to report such misconduct is quite likely to be situational and cultural. For example, Butterfield et al. (2006) studied academic dishonesty and discovered that peer behavior had the greatest impact on whether or not students cheated; penalties and policies had little effect. Thus we would predict that, based on our model, willingness to report misconduct may well be influenced more by the situation and less by the leader, even if that leader is engaged in transformational or even charismatic leader behaviors. We would also assert that the cultural context makes a difference as well. For example, employee misconduct can be considered along a numeric continuum of less to more, but that does not mean that ‘less’ or ‘more’ is bothersome in some cultures.

Second, it should be noted that the leadership literature has historically looked at the traits, competencies, behaviors and so on of good rather than bad leaders. Given the recent corporate scandals, our model would suggest that it is time to start studying bad leaders (a) because there are a lot more of them; (b) their degree of badness has significantly impacted the study of organizational behavior; and (c) recent research suggests that business graduate students, more than any other discipline, are more likely to engage in cheating (Butterfield et al., 2006). Taken as a whole, our view is that the study of why bad leaders stay in good places is woefully under-researched.

Third, if our model suggests that situations and cultures play a role, it may be that everyone regardless of level plays a role in abetting misconduct by the leader. Should this be the case, then the network analysis discussed earlier should include a myriad of others from board members, to advisors, to customers/clients to government relations. All may play a role in determining why bad leaders stay in good places (Kellerman, 2004).

Conclusion
In conclusion, we believe bad is good. This is to say that the study of bad leadership should require focused research attention as much as, if not more than, what constitutes good leadership. Influence tactics have more recently been scrutinized and increasingly US-based corporate governance structures mandate codes of conduct. However, if the values of a society, culture, organization or any other socially constructed entity dictate ‘how things are done around here’, then it is no wonder that simple awareness of inappropriate behavior, much less willingness to report it, are met with a blind eye and go begging.
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Chapter 7: Leadership and ethics: the darker side of management
Marc J. Schabracq and Iva Embley Smit

Introduction
This chapter examines management and leadership in their relation to ethics. As an example, the role of the Christian main virtues in regulating management is explored, together with the development of ethics in dialogue. The relation between ethics and management is further examined by analyzing the social context of ethics, as well as the role of emotion, empathy and reflection in ethics.

Due to a number of recent scandals in government and business (Bakan, 2004; Glasbeek, 2002; Huffington, 2003; Usher, 2006), the relation between ethics, or rather the absence of ethics, and leadership has yet again become an issue. The costs of unethical leadership and inadequate management – the darker side of management – are enormous, both at the organizational and personal level. To examine the relations between leadership and ethics, we investigate the following topics:

- Good leadership
- Ethics
- The social context of ethics
- Integrity
- The emotional process inherent in ethics
- The role of empathy in ethics
- Reflection in ethics
- Dialogue.

What is good leadership?
In German, the verb ‘to lead’, ‘leiten’ (in Dutch: ‘leiden’), has the intransitive counterpart ‘leiden’ (in Dutch: ‘lijden’), which means to suffer, to undergo, to be subjected to, and to go. The old English forms of ‘lead’, ‘lidan’ and ‘lithan’ also mean to go. Leading thus becomes the causative of experiencing or going. Though in English this is not expressed as harshly as in Dutch and German – where to lead essentially stands for making someone suffer – leading in English determines where someone else goes (or does not go), and thereby what that person is subjected to and experiences. It is obvious that ethics must play a part here, for the well-being of the ‘led’ as well as the leader and other stakeholders is at stake.

Ideally, a leader reflects the ‘soul’ of a group (Chopra, 2006, personal communication). He or she tunes into its motives and into the potential of its members. He represents them to the outside world, orchestrates their actions, and strives for their actualization. Leading then boils down to sensing the explicit as well as tacit needs of the group and transforming them into an effective approach, without cronyism and without drawing too much attention to itself. Discerning where the group needs to go and guiding it on its way
presupposes skills in sensing and observing, connecting with others, and clarifying their motives and needs. It also demands taking responsibility, organizing resources, and sensing the right moment for actions (Chopra, 2006, personal communication). Leadership is thus about realizing, both in the sense of becoming aware of, and of fulfilling and actualizing, motives and potentials. To succeed, a leader – as Gandhi stated (Nair, 1997) – must be morally courageous and willing to serve unselfishly and truthfully.

Essentially, being a ‘good’ leader is following what Handy (1996) has termed the ‘subsidiarity principle’, i.e. being a servant to your people to enable them to do their job as well as possible. Such leadership can start a virtuous cycle, called the ‘loyalty effect’ (Reichheld, 1996): this leads to more motivated employees and consequently to more satisfied customers and happier stockholders (see also Rosenbluth and McFerrin Peters, 1992).

As leaders reflect the motives of the group members, the group members are to a degree responsible for what the leader does. Ethically speaking, a group gets the leader it deserves. Accordingly, Chopra (2006, personal communication) explicitly stated that American citizens shouldn’t complain too much about having Bush for president.

Reflecting the ‘soul’ of the group is not enough for being a good leader. In order not to mislead the group, the leader also has to consider the group’s environment. First, he should ensure that the group’s motives take into account the ethics of the environment. Second, to prevent phenomena such as groupthink and distorted perception, he should remain open to independent external information.

To conclude, as a leader governs the conduct of the group, good leadership must, by definition, be firmly rooted in ethics.

What is ethics about?
We argue that ethics is about the regulation of the interactions among human beings, as well as the interactions with their further environment. Essentially, its function is the joint optimization of the quality of life of the individuals and groups involved.

As such, ethics consists of a body of suppositions, values and rules that govern the conduct of the involved actors. In addition, there are virtues – the standards of moral excellence – which provide guidelines and criteria for good behavior, and sins, which inform us of exemplary bad behavior. Practicing these virtues and sins is exemplified in all the stories about heroes and villains. Ethics addresses issues such as conduct, custom, manners, prescription, free will, choices, infractions, self-esteem and honor. Further, ethics investigates the underlying principles of conduct, their structure and application in specific domains. Acting morally then involves what Williams (1985) referred to as:

- feeling an obligation,
- acting autonomously,
- acting from a certain ‘station’ or position,
- the actor’s free will (which boils down to being free to do what is right; Schabracq, 1991),
- an idea that this is for the best,
- the power of right judgment.

Ethics comes into being by interaction: when a certain new form of interaction turns out to be successful, that is when its outcomes are favorable to all parties involved, its forms
tend to be repeated. These forms gradually get a prescriptive quality: they in turn help to shape future interactions. In this way, ethics is embedded in action and practices. In the words of Usher (2006: 136): ‘ethical behaviour is not a matter of applying codes because ethics is immanent, it is always already in practices’.

The ensuing cyclical process of interactions being first shaped by and then shaping other interactions usually happens tacitly, outside of awareness. The process consists of almost automatic tuning in to situated rules by all participants, so that they, for the time being, inhabit a shared reality. Here the participants exchange some information, which makes them even more alike, as they now share not only the situated reality, but also some additional knowledge (Schabracq, 1991). In this context, it is interesting to note that the word ‘communication’ stems from the Latin ‘communis facere’, or to make common. Once established, the common forms of interactions tend to stay in place for a long time, even if their outcomes are no longer favorable.

To be able to deal with the fast and great changes in the societal environment, ethics cannot be completely unchanging. Still, to remain trustworthy, rules about good and evil cannot be entirely relative and flexible either. Ethics is developing, but in such a way that the underlying suppositions and values are not really affected. This development often takes the form of ‘non-zero-sum’ solutions (Wright, 2001), i.e. solutions to interpersonal and intergroup disagreements that benefit all parties and are based on an alignment of underlying suppositions where at the behavioral level differences of opinion seem to be insurmountable. Ethics can even be conducive to reaching such alignment, as we shall illustrate in the final section.

To give an example of the regulatory role of ethics, we look at the system of ethics exemplified by the Christian main virtues such as coined by the apostle Paul. This is about the virtues of faith, hope, love, temperance, courage (or vigor), prudence and justice. The latter four, which Paul has taken from Plato, are called the cardinal virtues. Cardinal originates from ‘cardo’ (hinge), the virtues that serve as the hinge from which everyday reality hangs and around which it revolves (Schabracq, 1991).

For the regulatory part of ethics, it is easy to see that following the guidelines of virtues in everyday life has much to offer, also from a secular point of view. Interacting along these lines is not only morally rewarding, but also makes our interactions more functional, as there are few conflicts. There is less unnecessary stress and misery. The perceived safety of most situations is greater and most situations inspire more trust. There are more positive interpersonal feelings, as those involved can attune their goals better to each other and their environment, so that these goals are more easily attainable, with less waste and environmental damage (for a further elaboration see Schabracq, 1991). Nonetheless, virtues obviously do not always find their way into everyday practice. Let us investigate what can happen if a manager doesn’t subscribe to some of these virtues.

First, let us consider the case of a manager who has insufficient faith in what he and the organization are doing. Such a person does not occupy himself with the longer term, makes only ad hoc decisions focused on immediate gains, without any consistency over time, and behaves without bearing in mind any ethical considerations. In short, this manager acts like a psychopath (Hare, 1993; Stout, 2005), and, unless stopped by others, brings disaster upon the organization or department.

A manager who is without hope in what he and the organization are doing has a very undesirable impact too. He never attains the loyalty effect (Reichheld, 1996). Instead, he...
spreads pessimism, and undermines the meaning of what his employees are doing by obscuring their goals. His attitude implies a negative self-fulfilling prophecy, starting a vicious cycle of despair, which paralyzes the employees, the department and even the organization as a whole. Such effects of hopelessness or pessimism are well documented by Seligman (2000).

A manager who treats his colleagues and other stakeholders of the organization without respect can also considerably damage his department or organization. He does not recognize the abilities of his employees and arrests their development. This makes their work unchallenging and can negatively influence their client-friendliness. Moreover, such a manager does not provide social support, so that stress and burnout can ensue (Winnubst and Schabracq, 1996). The effects on clients, shareholders and other parties involved, not to mention the environment, are equally devastating.

In a similar way we can demonstrate that the absence of any of the other main Christian virtues – temperance, courage, prudence and justice – in a manager would be just as disastrous for the organization or department. All in all, it is obvious that ethics, exemplified in Christian virtues, has an all-important regulatory function in management and leadership.

Does that mean that management essentially is a Christian affair? Not at all. First, these virtues are not exclusively Christian. Christianity shares them with other religions such as Judaism and Islam, while we’ve already mentioned that Paul derived four of them from Plato. In addition, more virtues are involved, such as sincerity, creativity, wisdom and so on.

**Ethics as a cultural phenomenon**

Ethics transcends the here and now, and is much bigger than an individual person, even if this person is an influential leader. Ethics is a cultural phenomenon: it is shared by members of an organization, trade or society. Ethics here refers to what you may and must do, as well as to what you must abstain from. As far as this system of assumptions and rules is successful, it governs what you do and how you do it. In many instances, it comes close to custom or manners. In fact, the ancient Greek word ‘ethos’ (ἦθος) means ‘custom’ or ‘customary place to be’. This meaning of ethos is also used in ‘ethology’, the biology of behavior.

To operate ethically, we must take part in an external cultural reality that was already there before we were born and will be there when we are gone. Functioning within this reality provides feedback about how we are doing, reinforces certain lines of conduct and extinguishes or punishes others. This happens mostly ‘bottom–up’, by vicarious learning, by copying successful others. Occasionally, however, the learning can take place ‘top–down’, in a form of an explicit instruction or code (Allen et al., 2005). So we build up proficiency in many different rule-steered domains and situations, which we must explore and learn to know in order to ‘re-cite’ and ‘re-present’ them (Moscovici, 1984).

The cultural context also encompasses agencies and systems that are more specifically focused on guarding ethical behavior: explicit codes of behavior, legislation, a juridical system and a police force. Without these provisions, ethical functioning is vulnerable. In organizational settings this requires that a manager should practice sufficient monitoring and auditing, including – i.e. when possible – of outcomes and not only of procedures. This is part of ethics also, just as is applying rightful rewards and sanctions. In Einstein’s
words, ‘The world is a dangerous place to live in, not because of the people who are evil, but because of the people who don’t do anything about it’ (Stout, 2005: 106).

Moreover, it is advisable to minimize secrecy in organizations, as secrecy is responsible for much distrust (Nair, 1997). More concretely, minimization of secrecy leads to managerial questions such as ‘Is the payment on the face of an invoice?’ and ‘Would it embarrass the recipient to have the gift mentioned in the company newspaper?’ (Cadbury, 1983: 6). Benjamin Franklin, for instance, made it a rule ‘to be concerned in no affairs that I would blush to have made public’ (Rogers, 1990: 155).

A wise leader, then, explicates the values of his organization, takes a clear position regarding them, and reinforces them (Gellerman, 1983). Robert Haas, interviewed by Howard (1983), stated that values can act as guidelines and controls for behavior on the work floor. Further, he argues that values provide a common language for aligning a company’s leadership and people. Essentially, this is the logic behind mission statements and corporate philosophies. Of course, this works only if the values and assumptions behind the mission statements reverberate with the desires and motives of the group. By actualizing values in this sense, a leader enables people at all organizational levels to make their own choices, and empowers them to use their creativity and problem-solving capacities optimally, without unnecessary supervision.

**Integrity**

Ethics is not only a cultural phenomenon, but also a personal one. Personal ethics boils down to choosing to behave appropriately in specific situations, actually behaving so, and building a repertory of such conduct. This approach, which is largely internalized, involves a great deal of repetition: each time an actor enters the same situation with the same purpose – which happens surprisingly often, as ‘right’ conduct tends to produce desirable outcomes – he assumes the same appropriate attitude, in both its mental and bodily sense (Schabracq, 2006). Such an attitude is an internalized disposition of action, desire and feeling. This is how Aristotle defined virtue (Williams, 1985). Besides repetition, building up a repertory of virtues also involves a strict discipline of attention: it is essential to attend only to what must be attended to in a given situation and ignore the rest. In this way the mind is kept free to handle optimally the situation at hand and to attain the goals involved (Schabracq, 2003a). As it is, vices can be learned in a comparable way, especially if the societal feedback is not functioning appropriately.

The appropriate attitudes are mainly ‘appropriated’ by mimesis, i.e. by copying from other people in a never-ending, mostly tacit, history of assimilation and adaptation. The resulting set of attitudes not only helps to structure one’s life, behavior and experiences, but also installs consistency over time. In addition, various attitudes from different situations can be related to each other, enriching the repertory of conduct even further (Schabracq, 2006). All of this results in what we call ‘integrity’, a term that points both to wholeness and being moral. Integrity involves a system of ethics that acts as a whole, in the sense that an infraction on a part of it activates the whole system (Schabracq, 2003b; Williams, 1985). At the same time, integrity implies a sense of self (Damasio, 2000), and involves a familiar background feeling of personal ‘sameness’ against which feelings and thoughts can be perceived.

Essentially, consistency and wholeness are about staying on Aristotle’s way of the middle, the narrow path of virtue (Schabracq et al., 2001; Nair, 1997). On the other hand,
the absence of such a consistency and wholeness is characteristic for psychopaths. This lack of consistency implies that they are completely rooted in the present, and as such are unable to resist any good opportunity presenting itself. Moreover, lack of consistency makes casual lying – another key characteristic of psychopaths – very easy (Hare, 1993).

Integrity can be then seen as the basis for work and life. If well developed, it forms a comfort zone that provides control over one’s living space and reality. It enables working without interference, keeps risks at bay, and affords safety, peace of mind and acceptance by others. In the longer term, it incites trustworthiness, self-esteem and honor (Branden, 1987; Stout, 2005). Building integrity, however, takes effort. Spinoza saw this effort to preserve oneself as the unique foundation of virtue (Spinoza, 1677/1952, part IV, proposition 22).

It is good to contemplate one’s integrity from time to time, to check whether it is still the intact source of one’s actions. If not, extra attention is needed. This is of special importance to managers, as they find themselves in a rather lonely position, especially when they have to make decisions involving opposing interests. The deliberate use of mental silence, for example by meditation techniques or running, can be of help here.

Contemplating one’s integrity ultimately leads to the explication of a personal theme, a personal mission, a task that makes life worth living. Such a theme or task can give direction to both professional and personal life, and can be used as a touchstone to examine whether one is still on the right track. Although we speak about a personal mission, to be meaningful, it must explicitly include at least some reference to others and their well-being. For instance, considering the unfriendliness, even hostility, that unfortunately prevails in many organizations, an example of such a mission would be to learn about adverse environments and how to deal with them, so that this skill could be passed on to others. Another example is learning about not being accepted – perhaps because of having unusual or unpopular opinions – and dealing with such ‘disqualifications’ constructively. This can be of great value when an unacceptable ‘solution’ of an ethical issue is leading the group astray. Moreover, the ability to demonstrate a different attitude can immensely improve problem solving and counteract groupthink. For instance, how many successful inventions have seen the light only because their creators went on in spite of others’ disapprovals?

Managers can improve their and others’ integrity by refining the goals at hand, and by making them as motivating and challenging as possible. The most important point here is that the goals should closely fit the selected theme and strong points of the people involved. Other criteria to improve the goals are their:

- ethical characteristics;
- expression in positive terms;
- specificity, concreteness and measurability;
- acceptability to relevant others;
- realism and appropriate level of challenge, i.e. being neither too high nor too low;
- independence of circumstances that cannot be influenced.

Once you have appropriately refined a goal, connect yourself strongly with it and let it sink in really deeply, for example by a simple self-suggestion technique: formulate the goal as concisely as possible, put yourself in a state of mental quiet and then drop ‘the’ goal
into that quiet. In difficult times evoke the goal explicitly, and ensure that your activities are in line with it.

Integrity has a strong spatial component. It takes place in one’s own niche in reality, partly self-selected, self-designed and self-furnished, though its forms are obviously cultural. The spatial characteristics of integrity include, for instance, the space of one’s own office, and the rules that specify its accessibility; one’s personal space, with its different zones for intimate, personal, social and public communication (Hall, 1966); and lastly one’s rights, privacy, privileges and claims. This niche recalls an animal’s territory, the area in and from which an animal lives, and which it defends and takes care of (Emlen, 1958; Kaufman, 1971). Here lie the beginnings of the concepts of mine and thine that underlie the ideas of division, exchange etc. Here also is the biological source of all kinds of set points defining infractions and intrusions, and the emotions triggered by passing them (Frijda, 1986).

Consequently, one’s immediate environment at work must meet certain criteria not to interfere with integrity. Only then is it possible to work effectively. This should involve appropriate – neither too low nor too high – levels of orderliness, social embedding and compatibility of norms and rules. A too high compatibility of norms and rules with the work environment, for example, would rob us of our limits and would leave us open to every demand from the organization, while a too low one would imply that we are forced to do things that go against our own norms and values. In the longer term, both can result in burnout (see Schabracq, 2003b). The criterion that determines whether these levels are appropriate is the functionality of the workplace: can the required work be done here without unnecessary disturbance or diversion, and does it feel safe to do so? Ensuring that the work environment satisfies these criteria involves the following steps, which essentially are valid for employees at all levels of the organization, including the CEO.

First, be aware of your own needs. Select, design and furnish your own territory to your own preferences. Think about the right degrees of orderliness, social embedding and compatibility of rules and norms. Set your limits and guard them. Second, if applicable, be aware of the needs of your employees in this respect. Are they able to design and furnish their own niches? Do you give them enough autonomy, room to move? Let them set their own limits, then recognize and respect these. Are the orderliness, social embedding and compatibility of norms and rules in their niche appropriate? Coach them in attaining this objective. Third, keep in touch with your external environment. That is, stay open to its signals and communicate with it. Several exercises are useful here. They involve purposefully centering yourself, appreciating your environment with all your senses without prioritizing one of them and enlarging your limits until they encompass the whole environment and you feel at one with it. In fact, connecting yourself with entities greater than yourself in a loving way by eliminating borders is one of the principles underlying all ethics (Sato, 2003).

The emotional process inherent in ethics

Although not all philosophers agree, in our opinion ethics is to a considerable degree a matter of emotions and feelings. Saint Jerome, the fourth-century church father, spoke in this context of ‘syndresis’, the innate God-given ability to sense the difference between good and evil (Stout, 1995). What kind of sense did he mean? Ideally, acting ethically feels good, and sometimes may even involve a feeling of flow, the feeling of
coinciding with one’s activity (Csikszentmihalyi, 1988). Other times there is not much feeling at all. Moreover, trying to be good may even feel forced, a little bit priggish (Williams, 1985).

In everyday life, ethics only tends to come to the fore when something threatens to go wrong according to our ethical standards. So (the threat of) an infraction or transgression of ethical rules does evoke feelings, mostly rather aversive ones. It activates an emotional process (Frijda, 1986), more specifically a stress process, which links ethics to the extensive stress research literature (Schabracq, 2003a). Is it a coincidence that the media treat stress phenomena as modern manifestations of evil? However, not everybody can adequately sense ethical transgressions. Psychopaths, for example, probably cannot. Yet, when it is socially desirable, they make up for the lack of affect by making a facsimile based on a cognitive approach (Hare, 1993).

The emotional process triggered by rule infraction involves readiness to a highly energetic action, that is to fight the unethical act, fly from it, or freeze and postpone more drastic actions. Of course, this readiness for action also pertains to more figurative forms of the accompanying patterns, and goes hand in hand with specific feelings such as anger, indignation, fear, anxiety, disgust, shock or terror. These feelings we call primary alienation, i.e. the feeling that something is wrong (Schabracq and Cooper, 2003).

The second stage of this process starts with the realization that the unethical influence is there to stay; nothing can be done about it. This stage involves diverting one’s attention and suppressing the readiness to respond to the original unethical act and the feelings it evoked. This is achieved by switching off the whole feeling capacity. As the feelings evoked by the original act were unpleasant, their denial, i.e. suppressing them and diverting one’s attention, is rewarding. This not feeling what one was about to feel we call secondary alienation (Schabracq and Cooper, 2003). Secondary alienation can also lead to impersonal and rude behavior, which is mostly aimed at keeping the other person at a distance, as is amply documented in the burnout literature (e.g. Schaufeli and Buunk, 2003).

Switching off one’s feeling capacity deprives oneself of the signal that something is wrong, and takes away the responsibility for what happens. It also implies not meeting the challenges laid on one’s path, and not acting as a full person, or as a full manager, for that matter. According to Branden (1987), such a withdrawal negatively affects self-esteem. Essentially, it is a breakdown of morality, an act of bad faith, according to Sartre (1966). Still, it is obvious that secondary alienation is far from uncommon in organizational life, where often everything is subjugated to the goal of making profit. Yet – surprising as it may sound – maximizing profits is only a company’s second priority. The first is ensuring its survival, and acting in unethical ways may very well jeopardize this primary goal (Gellerman, 1983).

Preventing and solving secondary alienation requires regularly checking your feelings in this respect. This involves the so-called focusing technique, that is paying special attention to your bodily feelings and examining the mental content that the focusing evokes (Gendlin, 1981; Hendricks, 1998). In addition, you can systematically examine your imagination (Glouberman, 1989). Next, go back mentally to the original event that triggered the secondary alienation. Admit the accompanying feeling again, face it and work it through. In a way, this is akin to confession: facing sin and repenting (Schabracq and Cooper, 2003).
Ethics and empathy

Most human beings have the faculty of empathy, feeling what the other feels. By fully or subliminally imitating the other within ourselves physically, we more or less automatically feel what the other feels and, to a certain degree, thinks. We assume the other’s attitude in its mental as well as bodily meaning, and fully or subliminally examine how he feels. In German this is expressed by the verbs ‘verhalten’ (in Dutch: ‘verhouden’) and ‘verstehen’ (in Dutch: ‘verstaan’), which mean, respectively, to relate and to understand, but which literally mean to change attitude and stance, i.e. take the attitude or stance of the other. This is a very ancient faculty, which we share with many other species that live in groups. During the first years of our life, we are heavily influenced by this mechanism. Learning to partially or fully inhibit the automatic assumption of the stance of another person, so that it no longer controls us, is one of the major developmental tasks around our second birthday. Failing this task can condemn one to the predicament of being completely overwhelmed by the feelings of others. Something similar can happen in the case of damage in the pre-frontal lobes of the brain. This concerns the phenomena of echopraxia and echolalia, that is involuntarily copying the movements and speech utterances of any person entering one’s focus of attention (Schabracq, 1991).

That most human beings have the faculty of empathy is not to say that everybody always practices it. As we have seen, it is a faculty that can be switched off in the case of secondary alienation. Moreover, psychopaths probably are not able to use this faculty fully, and have to seek refuge in cognitively constructing or reconstructing the other’s mental state (Hare, 1993). But still, the combination of the emotional process in ethics, discussed in the last section, and the human faculty of empathy lies at the base of much of ethical functioning, as the following basic rules express (Stout, 2005):

- ‘Do unto others as you would have them do unto you.’ (Jesus)
- ‘Do not do to others what you do not want done to you.’ (Confucius)
- ‘What is hateful to you, do not to your fellow man. This is the law: all the rest is commentary.’ (Jewish proverb)

According to Stout (2005), there are two kinds of mistakes one can make here. The first is the desire to be personally in control of others and of the world. This motivation involves the illusion that domination in itself is a worthwhile goal. Managers have power over employees, and using this power well can be difficult, especially when a manager finds this kind of power personally important. The second mistake is moral exclusion. This happens in siding too much with other managers and seeing other employees as representatives of a lesser kind. Incredible as that may sound, it can have very real consequences. One example is being unduly harsh to employees; another is the frequently occurring phenomenon that managers increase each others’ salaries by a much higher percentage than that of the other workers.

Managers can prevent such mistakes by staying in close contact with their employees, and working hard to genuinely see the employees and their good qualities and possibilities. This also implies seeing the employees’ annoying qualities as a surplus of an intrinsically good thing, for example seeing someone’s nagging as simply too much of a healthy, critical attitude. Other approaches are: attentive listening (what is he really saying?), using
all sensory modalities without prioritizing one of them (sensing), intentionally taking the perspective of the other party (role reversal) and maybe exaggerating that a little (role exaggeration). What also helps is entering into a dialogue. Full-person treatment, that is not seeing the other as lesser person, could also be made into the subject of a separate training module.

Such approaches also help to learn about problems early, by being told about them by the employees. This, however, requires trust between the involved parties, for people usually hide their failures to protect themselves. Staying in contact with one’s employees also involves keeping them informed, providing accurate feedback, explaining decisions and policies, being candid about one’s own problems, and resisting the temptation to hoard information as a tool or reward. As it is, a decline in information flow – in both directions! – is often a first sign of trouble (Bartolomé, 1983).

**Ethics and reflection**

Ethical functioning is not just an emotional process; it also involves reflection. This is what Thomas Aquinas called ‘conscientia’, human reason – mistake-prone as it is – struggling to reach decisions about behavior, a mental debate about how to behave (Stout, 2005). Reflection consists of looking to ourselves and our feelings and activities, and those of others by the faculty of empathy. Essentially, reflection boils down to asking ourselves questions. As such, it implies the presence of an autonomous and judging agent inside ourselves, who is able to observe, ask questions, interpret answers, apply ethical standards, ask further questions, make choices and take decisions about our own functioning. Reflection is also about free will. That is, we can reflect at will and we can act according to its outcomes. Though this free will applies mostly to the selection of our goals, it also gives us choices about our own actions and our reactions to the actions of others. We can always say yes or no, and take the consequences (Frankl, 1978). As such, reflection is basic to ethical functioning as well.

In general, it is more than worthwhile to reflect on the ethical aspect of one’s managing. Where Socrates stated that the unexamined life is not worth living (Williams, 1985), Gandhi saw a daily period of reflection as a necessity, which doesn’t draw time from work, as it supports the mind and heightens the intensity and quality of work (Nair, 1997).

So, if reflection is a matter of asking questions, what questions may be relevant here? A few examples (based on Gellerman, 1983):

- Is this an ethical issue? And if so, what are the consequences of different approaches?
- What points of view are relevant here? Who are the stakeholders involved?
- Do I mask my feelings?
- Am I putting the interest of the organization above my own sense of right and wrong?
- How would I feel if I were found out?
- Did I choose not to investigate bad news?
- Am I doing it only because I think that the company thinks it would be OK and will even protect me?
- Will this bring me in jeopardy? Will it bring (the survival of) my organization in jeopardy?
Other examples could be:

- What are my choices here and what are their consequences?
- Is this a fair exchange? Is this a hit-and-run approach? Am I trying to get something for nothing?
- Am I staying within reasonable ethical and legal limits here?
- Do I respect the other person? Did I order him to do something irrespective of his limits and of how he felt?
- Am I being as courageous as I should be?
- Am I being honest here?

Dialogue

When one wants to pay more attention to ethical issues, a logical way to start is to organize a work conference for the top management. A logical objective would be a plan to jointly optimize performance quality and ethical quality. Coming to a real dialogue is then an appropriate way to realize this. Dialogue is a technique to reach innovative agreements, which involves some definite ethical development (Dixon, 1998). It consists of learning to know each other’s presuppositions, and finding a non-zero-sum or win–win solution to satisfy all parties involved. As such, dialogue is used in business and politics to work out solutions for disagreements and conflicts that cannot be solved otherwise. To make dialogue successful, all its participants must practice certain virtues. Because we described this approach extensively elsewhere (Schabracq, in press), we confine ourselves here to a further examination of the role of the Christian main virtues mentioned earlier. The idea is that development of these and other virtues would greatly enrich everyday management practice.

Dialogue presupposes willingness to look at other people’s good and strong points, as well as their possibilities. If we don’t, we will not find out much about others’ underlying suppositions and will take a too passive, defensive or indifferent stance to be successful in dialogue. This willingness can be regarded as a form of love for our fellow men, as accepting the others, seeing their good characteristics, having compassion for their weaker sides, and intending to assist them and make their life pleasant. Thomas Aquinas, the thirteenth-century Italian philosopher and theologian, stated in this respect: ‘the plurality and consequently the inequality among things provides the occasion for the performance of good acts. Charity is the more perfect when we love things different from ourselves’ (Long, 2005: 60).

Dialogue also is a matter of faith or belief, particularly belief in our ability to create, recreate and inhabit our own world (Freire, 1970, in Dixon, 1998). This belief relates especially to our assumptions. It is the belief that appropriate assumptions enable us to found a reality we can inhabit and understand, a reality that manifests itself to us as if of its own accord (Heidegger, 1991; James, 1890/1950), a reality that we share with others. Such a belief resounds also in Anselm of Canterbury’s saying: ‘I believe in order that I understand’ (Schisskoff, 1978). When all parties believe in the common assumptions and the resulting reality, we are on firm ground. If that is not the case, there is work to be done. In everyday life, when assumptions are not questioned, this belief comes easily and is self-evident. In dialogue, however, when assumptions must be suspended or even uprooted, this belief has to be transformed into the more abstract faith that the enterprise
undertaken is worthwhile, can be taken to a good end, and in time will give rise to proper
new beliefs. This involves a serious test of faith. Not subjecting ourselves to the faith test
equals signing off: one is no longer a partner in dialogue. Moreover, when we merely
pretend to believe, our mind is unable to execute the required mental operations.

Another virtue is hope, namely, hope that the dialogue will succeed, that a solution that
works for all will be found. This hope refers to the idea that the group is smart enough to
come up with solutions. Entertaining such hope is well founded for several reasons. First,
it is a fact of experience that success is definitely possible, as the alignment of diverging
values has been achieved numerous times before. Second, it can be defended that assump-
tions underlying any reality have always a positive goal deep down: to keep us out of
trouble and get where we want to be. The same goes for other people’s assumptions. So,
the chances are that these seemingly incompatible goals can be integrated in an and–and
solution that enriches all parties involved. Lastly, once hope kicks in, it operates as a self-
fulfilling prophecy: if we think that we can accomplish something, we are much more open
to opportunities to do so, and put in effort to succeed. In this way hope protects us from
the vicious cycle of thinking that nothing will work out, missing out on opportunities and
consequently not putting in any effort at all.

The openness that dialogue requires demands acceptance of the other person, and sus-
pension of a part of our assumptions and behavioral repertory can be painful and threat-
ening. We must expose ourselves and give away control to somebody we do not trust. Also,
we have to go into unknown territory without a ready-made repertory, not knowing what
to expect. Moreover, dialogue involves allowing ourselves to fully realize that the other is
different and has different views on things. It also means that we let that different mater-
ial sink in, which is difficult and sometimes painful. Further, to fully explore and map the
differences with the other, we must bear this long enough to gain a clear understanding of
what is different, because only then can we shape a new reality together. All in all, dia-
logue demands from us that we willingly and knowingly enter a situation with painful and
threatening moments, a situation which we do not control, and the outcomes of which we
don’t know in advance. That asks for courage and strength. Abstaining from openness or
making a false show of openness is incompatible with a successful dialogue, or with any
form of real communication.

Another crucial element of dialogue is to call forth our and others’ assumptions, with
their similarities and differences, without deterring or hurting the other party. This
demands carefulness. Carefulness is crucial in inquiry, in asking questions without
making the other feel unduly observed, attacked or misunderstood. It also plays a role in
advocacy, that is in explaining our own ideas as a means to invite the other to comment
on them and to point out lacunas, exaggerations and distortions in them (Dixon, 1998).
The term ‘caution’ applies here as well, also in the sense of circumspection, looking for
possible risks and pitfalls, such as may result from possible sensitivities of the other
person. Acting in a gross way in inquiry and advocacy obviously has devastating effects
on the progress of the dialogue.

Another threat to dialogue consists of overstressing one or more virtues at the cost of
the others. This would endanger the whole ethical fabric (Berlin, 1998). For instance, too
much carelessness interferes with courage, too much faith becomes fanaticism and inter-
feres with carelessness, and so on. Overstressing one virtue constitutes a lack of moderation or temperance, the sin of intimpanaria. Lack of moderation not only jeopardizes
dialogue, but all forms of communication and action. Inflating one of the virtues can also be used as a weapon. We do this by making ourselves ethically superior by focusing on our favorite virtue and accusing others of not living up to our standard. This assigned ‘lack of virtue’ is then also a handy pretext for punishing the other, while we ourselves come out smelling of violets and roses.

Lastly, in dialogue, we should see to it that nobody is mistreated or cheated out of something, as this always jeopardizes the end result. Essentially, we are talking here about justice, the right application of the whole ethical system. Justice results in rules about the exchange and division of property, hierarchical position, rights and attention, and rules about the ranking of rules and about their applicability (see also Storrs Hall, 2000). This is what Socrates called the only true virtue (Williams, 1985). An important point here is that such a system should be more or less equally applied to all involved. So no person or group of persons should be preferentially or unfairly treated. Organizational examples here are to be found in differences in increases in compensation between management and shopfloor. Another issue stems from all kinds of IT applications, which employ computational techniques to judge performances, often within the context of performance or competence management. This may even have consequences for individual compensation. There are several other problems here. One is the use of too narrow or downright invalid performance criteria; another is the blind application of these judgments to different individuals in different circumstances. The delegation of decisions to computers can lead to ethical negligence and malpractice, as it obscures or even covers up the judgmental tasks. In general, it is the task of the leader to explicate the ethical system, truthfully spelling out the dilemmas, implications and choices.

All in all, the example of applying and explicating the Christian main virtues in dialogue shows that virtues not only act as regulatory principles, but also play a pivotal role in the development of the ethical system.

Of course dialogue is not the only intervention possible. Others are improvements in policy (see for example Nair, 1997), coaching and work progress meetings. In addition, many different training programs and workshops address the specific knowledge, skills and attitudes involved in ethics (Schabracq, in press).

Conclusion
Organizations operate in an increasingly complex and turbulent environment, which makes it more and more difficult for them to prosper and even to survive. Delivering the required results under these circumstances puts the highest demands on the continuous development of the coordination of all stakeholders involved, inside and outside the organization. Such coordination is essentially a matter of good leadership and carefully concerted governance of conduct. In fact, as we have argued in this chapter, we may conclude that good leadership, that is a leadership that successfully takes on the challenges arising from the organization and its environment, is almost by definition of an ethical nature.

Clegg and Rhodes (2006: 4) state that ‘in recent years the study of business ethics has been particularly critical of the assumption that organizations can collapse ethics into systems of rules, codes or administrative procedures’. Ethical codes, which merely provide rules and regulations, are of no great help here, as they cannot remedy all behavioral difficulties (Cohen, 2006). Apart from their window-dressing functions, they serve at best as a top–down disciplining tool. As organizations by themselves are not particularly
ethical by nature – Bakan (2004) compares the corporation’s legal ‘personality’ with that of a psychopath – leaders play a crucial role here. Essentially, leadership always boils down to individual feelings, reflections and choices in a moral maze. Here the difference is made between the darker and the brighter side of management.

Notes
1. For reasons of readability, in the remainder of this chapter, we will use ‘he’ in place of ‘he or she’.
2. We refer to the characteristics of psychopaths here, and in other places in the chapter, because they represent the epitome of unethical behavior. For more detailed examination of psychopathy, we refer the reader to Chapter 2.
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Opportunities for gain via organizational trust

While trust was sporadically recognized as important in the management literature, until the mid-1990s the topic was often mentioned, but then attention was turned to other more manageable topics (Gambetta, 1988). In contrast, the last decade has seen a great deal of attention turned to the topic of trust in the workplace (Kramer and Tyler, 1996; Dirks and Ferrin, 2002). Sadly, there is no credible evidence that the new interest in trust has translated into higher trust levels in the workplace. Corporate scandals such as those seen at Enron, WorldCom and Tyco may have actually taken trust in management in the opposite direction.

Over four decades ago, Argyris (1964) theorized that organizations in which members trusted the leaders would perform better than those whose leaders garnered less trust. Surprisingly little empirical evidence of this proposed performance improvement has been published. Dirks (2000) found that National Collegiate Athletics Association basketball teams who had higher levels of trust in their respective coach amassed better win/loss records than those whose coaches garnered less trust. Davis et al. (2000) found that in a chain of restaurants, those in which the facility’s general manager was more trusted had significantly higher overall sales and net profits than those where the manager was less trusted. The fact that these differences were statistically significant was particularly striking, given that with only nine stores in the study there was very little statistical power. To achieve statistical significance with such a modest sample size suggests that something rather powerful was operating.

A simple keyword search of Social Science Citation Index or Google Scholar reveals that many hundreds of papers on trust and related topics have been published in the organizational sciences within the last decade. Many of them have studied levels of trust in various levels of the management ranks, including supervisors (e.g. Konovsky and Pugh, 1994), general managers of a facility (e.g. Davis et al., 2000), and top management (e.g. Mayer and Gavin, 2005). During that same period, a much smaller number of researchers have been exploring employee behaviors from a less traditional viewpoint. Scholars have examined such topics as employee deviance, looking at employee behaviors that might be considered as counter-organizational (see Becker and Bennett, Chapter 9, this volume). Their research has considered employee reactions that are very much in contrast to employees trusting in management. Rather, the behaviors might be seen as ways of acting out against the organization when there is a lack of trust. The current chapter considers factors that lead to loss of trust in management as well as some potential remedies.

If trust can enable higher levels of organizational performance as some of the research above suggests, then it seems reasonable to assume that cultivating higher levels of trust would be a worthwhile goal for managers to pursue. In addition to potentially higher
performance for the organization, working in a more trusting environment is likely to reduce employees’ stress levels. Stress is known to be related to a number of serious negative medical conditions such as heart disease and cancer. If companies can build a more trusting environment that lowers the level of stress that employees experience, one might expect not only positive medical benefits for the employees but also a reduction in loss of resources for the employers. Not only might medical and insurance costs be driven down, but scheduling problems might also be avoided if fewer employees take medical leave. While this tie has not often been considered in the organizational literature, it is a hidden cost of a low-trust environment. Incremental improvements in intra-organizational trust levels might bring not only immediate gains in productivity and teamwork, but also long-term financial benefits from lower healthcare costs for the organization.

This chapter will first consider how employees find themselves at risk in their work arrangements. This risk comes from a variety of sources, both inside and outside the organization. Next, I consider how the past and anticipated future length of the relationship affects trust and the employment relationship. Taken together, these perspectives lead to questions about why an employee should trust management. Following that, the potential role of catharsis in rebuilding broken trust as well as insights from classical conditioning relevant to the repair of broken trust are considered. At the conclusion of the chapter are some general approaches to managing trust in an organizational setting.

Referents of trust

Despite the gains in productivity and reductions in costs that may be made via organizations’ efforts to develop higher trust levels, a variety of forces tends to inhibit trust within a work organization. To gain a clear understanding of these, two points about trust are important. First, it is critical to understand the relationship of risk with trust. While one can hold some level of trust in a party without ever being called on to take any risk, it is when a risky decision must be made that the level of trust becomes relevant. In other words, whether or not one trusts one’s manager doesn’t matter until one is in a position where one must choose how much to willingly put oneself at risk at one’s manager’s hands. At that point in time, trust becomes crucial because it is an important determinant of the actual risk taking (Mayer et al., 1995). Thus, understanding where and how employees are in a position to take risks as part of their jobs is important, as trust will be a key determinant of their risk taking.

Second, it must be recognized that in an organization there are multiple important specific referents of trust. A commonly considered referent is an employee’s direct supervisor, as in the example above. The relationships that expose an employee to risk, however, go far beyond the employee’s supervisor. Within the formal organization, top management makes decisions that affect the direction of the company, its prosperity, and thus its long-term viability as a provider of security for an employee. The general manager of an employee’s facility is often in a middle management position with responsibility for many decisions about scheduling, hiring and firing, staffing levels, and promotions within the organization. All of these decisions have a significant impact on the employee.

Aside from the line managers above the employee in the organization, many others also affect the employee’s well-being. For example, those who work in the human resources function within the organization develop and implement policies having to do with compensation and benefits policies that clearly affect the employee. In a unionized firm, the
board of directors may ultimately determine the stance that the company will take in forging contracts with the union.

In addition to these specific tangible trust referents, employees often tend to think about the organization itself as a trust referent (see Robinson, 1996). Eisenberger and colleagues (Eisenberger et al., 1986, 1997) developed the idea that people perceive the organization itself as an entity that can provide a greater or lesser perceived level of support, despite the fact that this construct reflects decisions made by a number of different people within the organization. In the same way that people see the entity as a sentient being that can make either more or less supportive decisions, consistent with Robinson and others I contend that people commonly view their employing organization as an important referent of trust. Over time, different people move into and out of managerial roles. Because of this, ownership of decisions that affect an employee may remain unknown. Over a period of time, the employee cannot determine who made the decision that had an adverse impact on him or her. He or she is simply aware that things happened over which someone within the organization had control. In other words, someone in the organization whose identity may or may not be known made a decision that hurt the employee. After seeing people come and go in the various important positions, it occurs to the employee that it is not necessarily the particular person who occupies the role that matters. The focus of the referent becomes nebulous, and the attribution is made in the employee's mind that 'the organization' did something to him or her. While in reality the organization is not a sentient being capable of making decisions about how trustworthy to be, to the extent that an employee thinks about the organization as sentient, the employee will react to it as if it is.

Employees can be vulnerable to their co-workers and to their subordinates as well. One's teammates, for example, jointly determine the success of projects assigned to the whole group. An employee's subordinates have a substantial impact on his/her performance as well, since their collective level of performance largely constitutes their manager's level of performance. For completeness, it is important to note that an employee can also be vulnerable to parties outside the organization such as customers, governmental officials, and former employers and employees, to name a few. Such parties can create risk in the employment relationship for a wide variety of reasons (e.g., non-compete lawsuit from a former employer because of the nature of the employee's involvement with the current employer). Consideration of risk involving these outside parties is, however, beyond the scope of this chapter.

Sources of risk in the employment relationship

Consideration in this chapter of the sources of risk that affect an employee begins with a broad external view. The past several decades have seen a major shift in the US labor market. In the 1950s and 1960s, the rate of technological change was very slow compared to the present rate. The inventor and futurist Kurzweil (Kurzweil and Meyer, 2006) projects that the twenty-first century alone will account for more technological change than did the previous 20,000 years. As such, in decades past the reasons for changes in an employer's labor needs were based on relatively simple factors such as business volume, a new product, or on an occasional change in strategy. While the intent here is not to minimize the complexity involved in these decisions, the reasons for change in workforce needs for a company in this new age have become far more complex. Such
issues as outsourcing, new manufacturing technologies, the advent and growth of the Internet, and the growth in importance of the global labor market have made firms’ employment needs much more turbulent over time. Employees whose parents had stable employment with a given company for 30 or 40 years or more joined the company expecting to do the same, only to find that, unlike those of their parents, their skills became obsolete. The tasks they performed were either no longer needed, were replaced by machines or robots, or were moved offshore to be performed by less expensive labor.

This phenomenon is certainly not new to the last several decades. The invention of the cotton gin over two centuries ago in 1793, for example, had much the same effect on the workers who performed the laborious task of removing the seeds from raw cotton. What has changed is how widespread across industries these changes happen, the speed at which they occur, and the extent to which people with higher skill levels are also affected by the developments.

Some companies have been very open about these changes. General Electric’s (GE’s) legendary chairman Jack Welch, for example, made it clear to employees that GE could not offer job security to a worker, as job security implies that a given job would continue on into the future. Instead, he said that GE was committed to offering employment security. The thrust of this idea was that GE was committed to helping an employee continuously upgrade his or her skills such that if the person’s skills became no longer needed at GE, he or she could go on to another job at a different company which was as good as or better than their current job at GE. The idea that Welch was pushing his workforce to accept is that the days of expecting to work for the same company for an entire career were probably gone, and that they should respond by continually upgrading their skills to make certain that they always possessed a skill set that was contemporary and valuable. In essence, this approach forces employees to think about the labor market much as free agents do in sports: develop strong skills, then market and sell them to the highest bidder at a point in time. Professional sports in the USA are becoming full of examples of athletes who move from organization to organization every few years.

One might argue that GE was in an atypical situation compared to most firms. Being one of the world’s largest corporations, GE had the resources to commit to continuous development of their employees. This idea of employment security and ‘free agency’ is more feasible for large companies with deep pockets than for smaller or less profitable firms or those competing in less profitable industries. Such firms cannot afford to pay a premium to attract the necessary current skills, or to continually invest in helping their employees reinvent themselves.

Another pressure that contributes to undermining the relationship between employers and employees is the short-term expectations of Wall Street. It seems that analysts have little patience for investments in areas such as building positive relations and morale in the workforce. While these endeavors tend to play very positively in the eyes of employees, persuading Wall Street of their value is a different matter. The pressure to continually generate quarterly earnings, and to either meet or beat the expectations of Wall Street analysts, puts many managers in a perceived position that they must make short-term oriented decisions. Moves such as downsizing in response to economic downturns or slowdowns in demand for current products may play well to Wall Street analysts, but they threaten the most basic security of employees and their ability to support their families. Maslow (1943) pointed out half a century ago that threatening fulfillment of
such basic needs will have a major impact on employee motivation and the focus of their attention.

In sum, there are numerous reasons for employees to be wary about expecting a long-term relationship with their employers. Wall Street and investors put tremendous pressure on companies to maintain short-term profits. Structurally, a given company needs the flexibility to evolve its skill set continually. Releasing employees who do not have the needed skills to hire employees that do seems to present a viable solution to companies that need to continually evolve their skill sets while maintaining even short-term profits. These pressures come from sources outside the firm, but have a major influence on decisions within the firm that affect employees. Given these factors that entice an employer to take a short-term orientation toward employees, the next section considers the effect of longevity of the relationship on its outcomes.

**Length of the relationship**

Trust is a fundamental dimension of a relationship between parties. Its presence allows the parties to deal with one another in situations where they perceive risks either to what they might gain or what they might lose. It is common that the parties in a relationship do not have full information about the risks involved or the likelihood of success. It is under these conditions that the parties need to have trust in one another in order to cope with this uncertainty. The length of the relationship has at least two important effects. One is the basis for judgments about the other party, the other is a basis for future expectations.

In a new relationship where one does not have information about the other party, the nature and extent of trust is tenuous at best. Some have referred to this stage of the relationship as having deterrence-based trust (e.g. Shapiro et al., 1992; Lewicki and Bunker, 1996), in that a party would only take the level of risk that is appropriate given the level of control or deterrence that can be had over the other party via such external mechanisms as the law or contracts. Mayer et al. (1995) suggested that in such situations a person is forced to rely on what they termed propensity to trust. This is the person's general tendency to trust others, which, by definition, is how much they trust a person of unknown characteristics. Kramer (1999) suggested that a trustor accounts for the group to which someone belongs as providing some information about relevant trustworthiness characteristics. For example, knowing only that someone is a politician, used-car salesman, policeman, bank teller or manager moves a person from having no data about the trustee (wherein Mayer et al. suggest one must rely on their propensity to trust) to having only category-based data. Still, this information is at best a sketchy basis for making a risky decision. In sum, each of these describes a very tenuous basis on which to trust another party. In each case, the main ingredient that is lacking is information about the trustee developed through repeated interactions over time. Mayer et al. explain that such interactions provide data about the trustee, allowing for a more data-based judgment of trustworthiness. Lewicki and Bunker (1996) refer to this stage of the relationship as having knowledge-based trust.

In addition to the length of the relationship between parties affecting both the bases of their trust in one another and its stability in the face of reasons to question it, there is an important forward-looking component in the relationship as well. Parties in a relationship are cognizant of how much they expect to continue to deal with one another into the future. Negotiation experts point out the importance of the relationship itself in choosing a strategy for negotiation (see Lewicki et al., 2006). They recommend avoiding
distributive negotiations, where one party’s gain will be at the other’s loss, when one expects to have to deal with the other party in the future. Any ‘wins’ for a focal party in the negotiation are likely to come at the expense of the quality of the relationship with the negotiation partner. When the parties must deal with one another again in the future, a party who feels that the other has taken unfair advantage will likely remember the past interaction and be less likely to cooperate. People have a tendency to behave fundamentally differently based on their expectations of how much they will have to deal with the other in the future. Those who do not expect to deal with the other party commonly engage in a so-called ‘end-game strategy’ of maximizing current gain without concern for any damage that might be done to the relationship. If there is no expectation of dealing with the other in the future, there is no offsetting cost in the relationship to taking any immediate gain possible. Patterns of cooperative behavior by a party often halt abruptly if the interaction is known to be at an end. Thus, in a typical end-game scenario a previously cooperative partner is suddenly willing to defect on the last exchange upon learning that there will be no further opportunities for exchange.

So far this chapter has considered risk to employees and perspectives on time. Putting the two lines of thought together produces a disturbing situation. First, a case was put forward that companies face considerable external pressure to take a short-term orientation toward the employment relationship. Employees can see from the reactions of the labor market, with downsizing, outsourcing and the increased pace of the need for new skills, that unless they are very adaptive and learn new skills very quickly, their security is clearly at risk. When one considers this new-age employment relationship in light of what is known about actions of parties who do not expect to continue in a relationship, it should not be surprising to find employees reacting to the relationship in a negative way.

The perspectives on time orientation and its effect on the relationship provide reasons for serious concern on the part of those who seek to make organizations run effectively over time. These concerns are exacerbated when attention is also given to other outside forces that affect employees’ evaluations of the relationship with the employer. The next section considers some of these other factors.

Coping with risk: can you ignore that elephant?
Mayer et al. (1995) clarified the relationship between risk and trust. They proposed that the two interact to determine actual risk taking in the relationship by the trustor. In order to understand the effect of trust, they defined risk in terms of the likelihood of gains or losses outside of issues related to the trustee. By conceptualizing risk in this fashion, in their model, if there is enough trust to overcome the height of the threshold of risk, the trustor will engage in the risk-taking action. If there is insufficient trust to overcome the threshold of risk, the trustor will avoid engaging in the risk. Based on this analysis, then, there are two basic approaches that can get a trustor to engage in a risky behavior if the risk inherent in the action exceeds the level of trust the trustor has in the trustee. Either the level of trust in the trustee must rise, or some other factors must come into play to control the level of risk to the trustor. Conversely, if events transpire that either lower the level of trust in the trustee or raise the perceived risk inherent in the situation, the trustor will be less likely to engage in risk-taking actions.

Recent years have seen several noteworthy examples of major abuses and scandals by corporate executives that serve to heighten employees’ awareness that their security is at
risk. Among the most heinous examples was the fall of Enron. At the time of this writing, top executives were being found guilty of major wrongdoing that was clearly designed for self-gain. This fosters a perception among many employees that those on the top are there to serve only themselves. The chasm of compensation levels between high-level executives and lower-level employees makes fertile ground for this perception to grow. As if these executives’ abuses of their power for self-gain were not enough to pique the perception of risk for employees, it was learned that the highly respected auditing firm of Arthur Andersen was aware of and allowed the accounting fraud to persist in order to preserve its company’s lucrative consulting contracts with Enron. The lessons for employees were that not only can you not trust the executives, but you cannot trust those responsible for keeping the executives’ potential greed and opportunism in check.

This is by no means meant to imply that all or even most executives are not trustworthy and good stewards of the companies and resources placed in their charge. The point here is that the magnitude of the scandals at companies such as Enron and WorldCom raises questions for employees of many other firms—even large, well-respected ones. Few employees of Enron saw its collapse coming, and the employees were certainly devastated after it happened. Not only did they lose their jobs, but what were the employment prospects for an employee who reentered the job market with years of experience at ‘The Crooked E’? Not only did employees lose their financial security, they also saw their employability take a serious hit. If it could happen at a highly respected firm like Enron while a large prestigious auditing firm like Arthur Andersen was overseeing it, an employee is left to wonder if the same thing could happen or perhaps is happening in his or her own firm.

The picture painted so far in this chapter is rather bleak. Even in a firm where the executives have done no wrong, the pressures for taking a short-term orientation, the firm’s need to be able to change skill sets quickly and cheaply, and the surprising and salient examples of executive opportunism in these and other well-publicized debacles all suggest to employees that their futures are substantially at risk. What’s more, given the information asymmetry in large organizations, it is virtually impossible for the employees to accurately assess the extent to which they are at risk.

The text above presents a case that demonstrates that it is difficult in today’s environment for organizations to build trust even in the best of circumstances. Rather than questioning why employees don’t seem to trust their employers, perhaps we would do better to ask why employees should trust their employers. With this as a starting point, what happens if an organization’s leader makes a self-serving decision that affects the company and the security of the employees? Can trust from employees be rebuilt, or is the executive’s errant behavior the straw that broke the camel’s back for the already wary employees? At the time of this writing, the topic of repairing broken trust is beginning to gain attention among organizational researchers. An upcoming issue of Academy of Management Review (Dirks et al., eds) will be focused on precisely that issue. The next section examines some factors that could have a positive effect on rebuilding broken trust.

The role of catharsis

When a party behaves in ways that damage trust, the experience can be anywhere from illuminating to heartbreaking for the violated party. Lewicki and Bunker (1996), among others, have pointed out that destroying trust is much faster and easier than is building it
initially. Mayer and Fuller (2002) extended this reasoning to suggest that it is even harder to rebuild trust after it has been broken. Following that work, it is suggested here that the process of rebuilding may be somewhat different conceptually from initially building trust.

A well-accepted proposition in employee selection is that one of the best predictors of future performance is past performance. By the same token, one of the best predictors of future trustworthiness is past trustworthiness. A party with a developed pattern of trustworthy behavior is likely to continue that pattern in successive interactions. Lewicki and Bunker (1996) recognize this, referring to that phase of the development of the relationship as having knowledge-based trust.

While this supports the gradual incremental building of trust, the importance of a violation of trust becomes very large. If a party violates trust in a significant way, the violation can become extremely important as a predicting event. A large or salient violation may take on such importance to the violated party that it precludes rebuilding trust merely through acting subsequently in a trustworthy fashion. In these circumstances, in order for trust to be rebuilt, an intervening event or process may be needed that provides a discontinuity between the past and the future. Since the best predictor of the party’s future behavior is past behavior, a salient trust violation may become the best predictor of what to expect in the future. Thus, an important first step in rebuilding trust is to get the violated party to move beyond preoccupation with the risk that will be involved in once again becoming vulnerable to the other party.

The intervening event that divorces the past from the future was referred to by Mayer and Fuller (2002) as catharsis. Catharsis is a cleansing, and has been found to be important in other domains. For example, the well-known twelve-step program used by Alcoholics Anonymous for moving people from dependence on alcohol to an alcohol-free lifestyle begins with a public admission of having a problem and a desire to change to a new lifestyle. This is a form of catharsis, as it divorces the person from feeling that the past will necessarily continue. It represents turning from the past to a new and different pattern of expectations of self.

By the same token, rebuilding trust after a large and salient violation necessitates that events of the past be divorced from expectations of the future. Without catharsis, the best predictor of future behavior will be past experiences. Unless there is an event to provide a discontinuity in the expectations, the same action that violated trust in the first place will make rebuilding it solely through subsequent trustworthy behavior very difficult. The following section describes how rebuilding trust after a major violation can be precluded via classical conditioning.

The violator as a conditioned stimulus
In some circumstances, the likelihood of rebuilding trust after a violation is small or zero (Robinson et al., 2004). Pavlov’s famous experiments and a wealth of subsequent research demonstrated that a neutral stimulus presented along with some naturally stimulating cue can associate the neutral stimulus with a physical reaction. This makes the inherently neutral cue a ‘conditioned’ stimulus to which the subject will respond in much the same fashion as to the natural stimulus. In Pavlov’s case, a bell and the presentation of food were paired, which led to a dog salivating in response to merely hearing the bell—which had become a conditioned stimulus. In some cases, a transgressor may become a
conditioned stimulus leading to a negative emotional reaction from violated trust (see Morrison and Robinson, 1997). This is likely to be particularly true if the trustee has violated trust repeatedly or where the violation of trust is severe and salient. Seeing or hearing the voice of the violator – or perhaps even just hearing the violator’s name – can be sufficient to evoke strong emotional reactions that preclude the violated party from considering being vulnerable to the violator again.

The strength of the emotional pain suffered by the violated party as well as attributions about the reasons for broken trust (Tomlinson and Mayer, 2006) will be related to the extent to which that party needs catharsis to rebuild trust. Consider the experience of Enron employees under the late CEO Kenneth Lay, who was found in court to have had a high level of responsibility for the well-known scandal. The CEO, by sight and name, becomes associated with the emotional turmoil associated with the trust violation. Consider the reaction of the employees if Enron had somehow survived as a company with the same CEO, who then began to act in a completely trustworthy fashion. There are, at that point, too many cues about the CEO that are paired with the violation of trust and the emotional turmoil it brought to be overlooked. In such a situation, some form of catharsis may be necessary before trust can be rebuilt to any significant extent.

While classical conditioning is usually associated with repeated pairings of the conditioned stimulus with the unconditioned stimulus (e.g. the bell paired with presentation of food), repetition is not necessary. An undergraduate psychology of learning demonstration pairs an animal’s ingesting sugarwater for the first time (which is normally attractive to an animal) with injection of a noxious drug that sickens the animal for several hours. This classical conditioning of a taste aversion can be effective after only a single pairing of the conditioned and unconditioned stimulus. After only one taste of sugarwater and then experiencing subsequent illness, the animal will refuse the (normally attractive) sweet liquid in the future.

Classical conditioning may help to explain why leaders sometimes must be replaced in order to rebuild trust in management. Interestingly, this Pavlovian association might also extend to potential trustees who are similar to someone in a trustor’s memory. Similarities in such innocuous issues as appearance, voice quality or mannerisms may be enough to trigger negative reactions. Furthermore, rebuilding trust may involve more than the violating party. It may include the context, such as the office or the position. Thus, once the office (e.g. that of the CEO) has violated trust, those who follow in the position inherit that legacy despite the fact that they personally have done nothing to violate trust. In such severe situations, replacing the leader may be the only practical option to restore trust in the leader’s office. Given the cues surrounding the violator, even that remedy may have less than the desired effect in providing catharsis to enable rebuilding trust.

**Conclusion**

Why is trust necessary? Why does a lack of trust cause the workplace to be dysfunctional? It is because there are so many areas of uncertainty in an employment relationship. An employee cannot know what information his/her supervisor has when conducting a performance appraisal, or what his/her supervisor will do with those insights or with his or her personal feelings. Likewise, an employee cannot know whether top executives are being good stewards (Davis et al., 1997) of the organization’s resources, or if they are making decisions that will increase their own net worth regardless of the potential consequences.
to the organization and its employees. Thus risk is very salient to the employee when the employee has reason to believe management might be self-serving and won’t have the employee’s interests in mind. If someone does not trust, then ‘CYA’ (cover your ass) and the other mechanisms discussed in Mayer and Gavin (2005) will become important to protect one’s self-interest if the person cannot leave that to the protection of the manager.

Can anything be done to foster a recovery of trust in organizations? At the time of this writing, a special issue of *Academy of Management Review* is in progress which is focused on rebuilding broken trust. Clearly, persuading managers of the importance of acting in trustworthy ways would be very helpful, but a clear and complete understanding of what that means for them would be necessary. Due to differences in such issues as demands of their roles and individual perceptions, various parties will have different views about the trustworthiness of a given party. Formal mechanisms such as 360-degree evaluations can help a manager to understand how other relevant parties view him or her, and thus provide a basis for planning how to change behaviors to appear more trustworthy in the eyes of those others.

As described in this chapter, employees find themselves at risk for a variety of reasons. Risk can come from sources both inside and outside the organization. In addition to attempting to increase trust in management, there is a variety of actions the organization can take to reduce the perceived levels of risk to the employees. Some of these involve changing formal systems to increase their transparency to employees (e.g. Mayer and Davis, 1999). Others involve helping employees stay prepared for environmental changes that might affect their current employment, such as continuous development of their skill sets. One of the most valuable ways to identify good strategies is to ask the employees themselves what issues stand in the way of trusting management. Further examination of these strategies and a plan for when it is best to use which would provide a helpful roadmap for managers who want to help their employees deal with the growing risk of the twenty-first-century work environment and to heal the dysfunctional workplace.

References


9 Employee attachment and deviance in organizations

Thomas E. Becker and Rebecca J. Bennett

Workplace deviance refers to intentional acts initiated by employees that violate norms of the organization and have the potential to harm the organization or its members (Bennett and Robinson, 2000, 2003). The yearly costs of deviance in the USA are staggering: $4.2 billion for violence (Bensimon, 1997), $50 billion for employee theft and fraud (Sandberg, 2003), and $54 billion for corporate cyberloafing (Conlin, 2000). Add to this the costs of sabotage (Ambrose et al., 2002) and slowed productivity (Dunlop and Lee, 2004), and it becomes obvious that organizational deviance constitutes an extremely serious problem for employees, employers and society.

Much has been learned about types of deviance and their antecedents and consequences (see Bennett and Robinson, 2003; Berry et al., in press), but less is known about how misbehavior might be reduced. Researchers have studied organizational deviance as an effect of (a) frustration, perceived injustice and other reactions to organizational experiences (e.g. Greenberg and Alge, 1998; Spector, 1997), (b) personality traits such as dispositional aggressiveness and anger (e.g. Deffenbacher, 1992; James, 1998), and (c) norms, modeling and other aspects of social context (e.g. Bennett et al., 2005; Giacalone et al., 1997; Robinson and O'Leary-Kelly, 1998). These antecedents suggest that there are a number of ways that deviance might be reduced in the workplace. For instance, selection processes may be used to screen for hostile applicants, abusive supervision might be ameliorated by careful training, and performance management systems may be designed to apply clear and apt consequences for deviant acts. However, not all aggressive applicants are likely to be screened out of the applicant pool, and not all hostility is a function of individual characteristics. Further, abusive supervision is sometimes more a matter of motivation than insufficient knowledge or skills, so training won’t always be the answer. Finally, although providing formal consequences for deviance is a noble goal, one must first know that deviance occurred, who was involved, and who was at fault – not always simple matters. We assert that because behavior in organizations occurs in a social context, and because deviance requires interaction among people, the degree and target of employee attachment are likely to be additional drivers of deviance. Like other deterrents, attachment will not be a panacea. But as we explain in the following sections, elucidating the attachment–deviance relation has potential for enhancing the scientific understanding of employee deviance and better managing deviant actions.

The premise of this chapter is that one promising route to understanding employees’ social contexts lies in the phenomenon of employee attachment – in particular, workplace commitment and identification. Employee commitment is one’s psychological bond to various social foci (e.g. supervisors, work groups, the organization) (Becker, 1992; Bishop and Scott, 2000; Reichers, 1985; Siders et al., 2001) and non-social foci (e.g. goals, jobs, change programs) (Klein et al., 2001; Herscovitch and Meyer, 2002; Morrow, 1993).
Given the topic of this chapter, our focus will be on commitment to social foci. Widely studied forms of commitment to such foci include affective commitment (a positive emotional bond), normative commitment (a sense of obligation to maintain membership), and continuance commitment (an awareness of the perceived costs of leaving) (Meyer and Allen, 1997). Employee identification is an individual's perceptions regarding membership in a collective (Ashforth and Mael, 1989), and the attitudes and behaviors adopted in order to have a satisfying, self-defining relationship with the collective (Becker et al., 1996; O'Reilly and Chatman, 1986).

Compared to the variables mentioned earlier, employee attachment may be easier to influence. For example, commitment is positively affected by transformational leadership, role clarity, fair treatment, and employees' perceptions of the degree to which the organization values their contributions and cares about their well-being (Meyer et al., 2002; Rhoades and Eisenberger, 2002). Given that these processes are largely under the control of organizational decision makers, they appear promising as counterweights to organizational deviance. Indeed, indirect evidence suggests that both commitment and identification may lessen organizational deviance. For example, higher levels of both variables are positively related to in-role performance and organizational citizenship behaviors, and negatively associated with absenteeism and turnover (Cooper-Hakim and Viswesvaran, 2005; Meyer et al., 2002; Riketta, 2005). Therefore, it would seem that commitment and identification should be negatively correlated with deviant behaviors such as intentionally restricting one's performance (shirking), engaging in antisocial behaviors such as aggressively competing with co-workers or spreading rumors about the company, and voluntarily violating attendance norms such as taking regular two-hour lunches or leaving early.

However, a deeper consideration of the link between attachment and deviance suggests that the relationship may not be so straightforward. For instance, supervisors don’t always share the norms of the wider organization, and in these situations commitment to the supervisor may have a dominant influence on employees’ behavior (Becker et al., 1996). If the supervisor’s values run counter to the welfare of the organization (e.g. ‘In this department, the boss encourages unethical activity’), commitment to the supervisor would likely promote organizational deviance. As another example, the form of commitment may be consequential. Unlike affective and normative commitment, continuance commitment is positively related to absenteeism and low performance (Cooper-Hakim and Viswesvaran, 2005; Meyer et al., 2002). These behaviors are considered to be ‘deviant’ if they are intentional. As a final example, several authors (Glomb and Liao, 2003; Robinson and O’Leary-Kelly, 1998) have demonstrated that group social context influences individual interpersonal aggression. This has been called a modeling or social learning effect, but we would expect that an individual’s identification with their work group would exacerbate the relation between social context and aggression.

Because employee attachment seems to be a promising means for better understanding and more effectively managing organizational deviance, we believe the time has come to focus greater effort on examining the link between these two variables. In the following section, we provide our initial ideas on deviance and attachment as a means of setting the stage for subsequent theory development. Next, we draw upon a mature, validated motivational model, the theory of planned behavior, to elucidate the link between attachment and deviance. This approach serves as the basis for 12 specific and testable propositions. We end with a discussion of the implications of our perspective for science and practice.
Preliminary thoughts on employee deviance and attachment

Employee deviance
Workplace deviant behavior (WDB) is based on the violation of organizational norms, i.e. standards established by the dominant coalition of an organization (Robinson and Bennett, 1995). Although the norms of other entities (e.g. supervisors, work teams, customers) also influence WDB, behaviors that violate other entities' norms but not organizational norms are not WDB. Nonetheless, they may be considered deviant by the entity, and may have implications for organizational constituencies and the organization overall. Thus we will address the causes of such behavior and will answer the question of why an employee may violate the norms of a given entity while following organizational norms, or vice versa.

Bennett et al. (2005) investigated the origins of norms regarding acceptable behavior. They suggested that new employees are socialized by organizational leaders to adopt the appropriate role behaviors defined by the organization's culture. As a result of this socialization process, employees may internalize organizational norms, and subsequent violations produce guilt and shame and a desire to correct the deviant behavior. In the case of other workplace entities, socialization also identifies what behaviors are considered deviant. For example, new members of a work group quickly pick up on written and unwritten rules of appropriate behavior (Feldman, 1984; Levine and Moreland, 1998; Moscovici, 1985). Members either adapt to the norms or experience discomfort. If the latter, they may leave the situation (e.g. seek a transfer from the work group). The leadership of a collective (e.g. department, union, work unit) is likely to have a significant effect on the collective's culture, norms and socialization practices. If the norms of the collective are different from the norms of the organization, employees will probably experience conflict. In such situations, we propose that which norms more strongly affect employee behavior depend upon certain aspects of employee commitment.

Employee commitment and identity

Commitment  Commitment is a psychological bond between an individual and a social or non-social target, and to a course of action relevant to that target (Meyer et al., 2004). This definition reflects that an individual's bond with a target commits the person to behaviors pertinent to that target, and implies that commitment can vary in degree (see Becker and Kernan, 2003, and Meyer and Herscovitch, 2001, for further discussion). As mentioned earlier, we concentrate on social foci because we believe these are an essential part of the social context in which deviance occurs. In this section we further restrict our discussion to within-target comparisons (i.e. where identity and commitment involve the same collective). In a later section, we broaden this discussion to include the relationship between commitment and identity across collectives.

The links between commitment and behavior vary as a function of the mindsets accompanying commitment. More specifically, employees maintain attachments to foci because they want to (affective commitment), because they think they should (normative commitment), or because they have too much to lose by leaving (continuance commitment) (Meyer and Allen, 1997). As Meyer et al. (2002) reported, affective commitment generally has relatively strong and positive relationships with behaviors such as employee retention, extra-role activities and performance; normative commitment has weaker positive relationships with these behaviors; and continuance commitment has negative or no relationships with these behaviors.
Identity  The essence of a social identity is inclusion of group membership as part of one’s self-concept (Riketta, 2005). That is, having a social identity means seeing oneself as part of a larger whole (Rousseau, 1998; Tajfel, 1978). Because social identities can be specific to situations or take on a trait-like character, Rousseau (1998) suggested distinguishing between two kinds of identity. A situated identity arises when contextual cues indicate that an individual shares interests with a collective. Thereafter, the identity is dependent on those cues and exists only as long as the cues persist. On the other hand, a deep-structure identity involves changing one’s self-concept to incorporate attributes (e.g. interests, values) of the collective. Once created, deep-structure identities are relatively enduring and impervious to situational cues.

Many employees belong to multiple collectives, such as teams, unions and organizations. Therefore employees can form multiple social identities, one or more of which may be dominant at a given time (Van Dick et al., 2005). In addition, social identities are composed of cognitive, emotional and evaluative elements (Van Dick, 2001). The mindsets associated with a social identity typically include a cognitive awareness of membership in a collective, an evaluation of the collective and oneself as a member, and an emotional response to that evaluation (Harris and Cameron, 2005). Finally, social identities have implications for behavior. For instance, social identification has been tied to stereotyping, ingroup favoritism and susceptibility to social influence, all of which have ramifications for group dynamics (Ashforth and Mael, 1989; Blanton et al., 2002).

In sum, as Meyer et al. (2006) have argued, although both commitment and identification are forms of attachment, they differ in terms of their defining characteristics. That is, social identification involves defining ‘self’ as part of a collective, while commitment involves the binding of self to a target and a course of action. Also, the two concepts differ in terms of the corresponding mindsets and behavioral implications. We turn now to the development of a model explicating the relationships between identification, commitment and deviance.

Attachment, deviance and the theory of planned behavior
Our model of attachment and employee deviance is illustrated in Figure 9.1. In beginning our analysis, the theory of planned behavior (Ajzen, 1991) seemed to us a reasonable starting point. We chose this theory due to its parsimony and demonstrated ability to enrich the prediction and explanation of motivated behavior. The theory of planned behavior is an extension of the well-known theory of reasoned action (Fishbein and Ajzen, 1975), which holds that a person’s intention to engage in a behavior is the most proximate determinant of that behavior. Behavioral intention is, in turn, determined by attitude toward the behavior and subjective norms regarding it. Attitude toward the behavior is the degree to which a person has a favorable or unfavorable evaluation of the given behavior. This attitude is a function of the expectation that engaging in the behavior will lead to certain consequences and the person’s evaluation of those consequences. Subjective norms are the perceived social pressure to engage in the behavior. They are a function of the belief about whether others think the person should engage in the behavior and the motivation to comply with others.

Although the theory of reasoned action has demonstrated predictive utility in many situations and across a large variety of behaviors (Prestholdt et al., 1987; Sheppard et al.,
it does not fare so well with respect to behaviors (e.g. smoking cessation) that are influenced less by volition and more by other factors (Ajzen, 1989). In such cases an additional variable, perceived behavioral control, is helpful. Perceived behavioral control is the degree to which a person believes he or she has the resources (personal, social and material) necessary to engage in the behavior. It is a function of the person’s belief that certain resources are present and the person’s evaluation of the usefulness of these resources. The only difference between the theory of reasoned action and the theory of planned behavior is that the latter includes perceived behavioral control while the former does not.

The theory of planned behavior performs especially well in situations where there are constraints on volition (Ajzen, 1991), such as starting a business (Kolvereid, 1996; Krueger et al., 2000), using new technology (Harrison et al., 1997; Venkatesh et al., 2000), preventing industrial pollution (Cordano and Frieze, 2000), and – perhaps most relevant to our topic – ethical decision making (Chang, 1998; Flannery and May, 2000). Because deviant behavior can be facilitated or constrained by broad structural and sociological factors such as societal norms (Bennett et al., 2005; Dietz et al., 2003), organizational culture (Trevino, 1986; Vardi and Weitz, 2004), workplace policies (Leatherwood and Spector, 1991; Schat et al., 2005) and other situational variables, we believe the theory of planned behavior is preferable to the theory of reasoned action for predicting and explaining deviance in organizations.

Most likely, the theory of planned behavior has superior validity in the above conditions because constraints on behavior are often open to interpretation, and because the same events are not equally constraining for everyone. For example, one person, low on perceived behavioral control, might start a new business and view competitors and the need for financing as overwhelming constraints. But another person, high on perceived control, might see the same ‘constraints’ as challenges to be overcome on the path to success. The varied perceptions of the two people would be a matter of real or imagined differences in available, relevant resources.
A legitimate application of the theory of planned behavior requires adherence to the principle of compatibility, that is, that all of the elements (attitude, subjective norms, perceived behavioral control, intention and behavior) have an identical focus (Ajzen, 1991). Because the focal behavior of current interest is deviance, the relevant determinants are:

- **Intention to engage in workplace deviance**: the extent to which an employee aims to engage in deviant behavior at work.

- **Attitude toward workplace deviance**: the degree to which an employee has a favorable or unfavorable evaluation of deviant behavior at work. This attitude is a function of the expectation that engaging in deviance will lead to certain consequences (e.g. material goods from theft, getting fired) and the actor’s evaluation (positive or negative) of those consequences.

- **Subjective norms regarding workplace deviance**: the perceived social pressure to engage in deviant behavior at work. These subjective norms are a function of the employee’s belief about whether others (e.g. managers, peers) think the employee should engage in deviance, and the employee’s motivation to comply with the others.

- **Perceived behavioral control regarding workplace deviance**: the degree to which an employee believes he or she has the resources necessary to engage in deviant behavior at work. This variable is a function of the employee’s belief that personal resources (e.g. knowledge of how to get away with a deviant act, a sense of justified outrage), social resources (e.g. sympathetic peers) and other resources (e.g. opportunity) are present, and the person’s evaluation of how useful these resources are.

In summary, the theory of planned behavior applied to the current context suggests that workplace deviance will occur when employees intend to engage in deviant acts. This intention will exist when employees believe workplace deviance will result in positive outcomes (and/or help avoid negative ones), when they are inclined to comply with others who favor deviance, and when they believe the necessary resources are available. Therefore we offer the following propositions:

*Proposition 1*: The best predictor of deviant behavior is the intent to engage in deviance.

*Proposition 2*: A more positive attitude toward deviance (the perceived probability that deviance will lead to desired, rather than undesired, outcomes) leads to a greater intent to engage in deviance.

*Proposition 3*: Subjective norms favorable to deviance (based on the motivation to comply with others’ favorable judgments regarding deviance) lead to a greater intent to engage in deviance.

*Proposition 4*: High perceived behavioral control regarding deviance leads to a greater intent to engage in deviant behavior.

**Exchange-based and values-based commitments and deviance**

In attempting to integrate work on social identities and commitment, and explain how these affect workplace behavior, Meyer et al. (2006) developed several key points relevant to this chapter. The first is that some forms of commitment (value-based commitment) are more potent than others (exchange-based commitment), in that the former have a
broader effect on work behaviors. Earlier, Meyer et al. (2004) argued that employees with a strong affective commitment to a collective act on the basis of a volitional, positive attachment, and that they thus want to engage in positive actions relevant to the collective. Meyer et al. (2006) added that the same is true of employees whose bond with a collective is driven by an uncoerced desire to fulfill moral obligations, a form of attachment they labeled ‘normative commitment as moral imperative’. For both types of ‘value-based commitments’, employees are likely to experience autonomous self-regulation (Ryan and Deci, 2000), the sense that one is freely choosing his or her course of action. Because action is experienced as freely chosen, and because it is predicated on strong, positive attachments to the given collective, the employee is likely to engage in both non-discretionary and discretionary actions relevant to the collective. For example, if the collective is the organization, such an employee would be inclined to perform both in-role and extra-role behaviors with a similar degree of vigor. On the other hand, employees with strong continuance commitment, or normative commitment based on a resigned obligation to repay a debt (normative commitment as indebted obligation), experience a greater feeling of being controlled. They therefore restrict their efforts to required, non-discretionary behaviors.

With respect to workplace deviance, the above analysis suggests that employees who have a high level of value-based commitment to a target other than the organization are most likely to engage in workplace deviance. This is especially true when the target (e.g. boss, work team) is characterized by norms and values that are not in the organization’s best interests. For example, the first author once worked as a waiter in a restaurant where the maitre d’ told servers that ‘A good waiter never goes hungry!’ Not surprisingly, most dining-room employees assumed this to mean that stealing food was acceptable – which, since nobody was ever punished for such theft, was a reasonable assumption. Given the above, employees who were emotionally attached to the maitre d’ (e.g. who liked and admired him), or who shared his ideal for an employee-initiated profit-sharing plan, were most likely to have stolen from the restaurant. The theory of planned behavior suggests that this is because, compared to other employees, these individuals were either more likely to have a positive attitude about theft (e.g. because we often adopt the attitudes of those to whom we’re committed), a more favorable subjective norm regarding stealing (e.g. because we are motivated to comply with the norms of those to whom we’re affectively committed), higher perceived behavior control (e.g. because we believe those to whom we are affectively committed – such as the maitre d’ – will protect, or at least not condemn, us), or because we hold some combination of these beliefs.

This is not to suggest that exchange-based commitment cannot lead to deviant behavior. For instance, one could label overcommitment to a course of action a type of deviant behavior. In the classic ‘knee deep in the Big Muddy’ scenario (Staw, 1976), individuals continue to contribute to a losing cause long after it is clear that this is a tremendous waste of money. This behavior may be influenced, in part, by sunk costs, in that the amount lost can make it difficult for a person to halt irrational investments. However, this overcommitment is volitional in the sense that it is not required and participants can choose to stop. Assuming that the norms of the organization do not support the senseless disposal of profits, overcommitment driven by sunk costs seems deviant by definition. The same is true of an accountant completing illegal transactions due to perceived obligations to top management or to a lack of alternatives. Thus, while value-based commitment
appears likely to produce a more enthusiastic, ostensibly autonomous deviant, exchange-based commitment can probably lead to deviance too. Therefore we offer the following propositions:

**Proposition 5**: When emotional attachment or moral ideals favor deviance, value-based commitment to non-organization foci leads to cognitions (theory of planned behavior cognitions) conducive to deviance. This form of commitment typically has a stronger relation with deviance than does exchange-based commitment.

**Proposition 6**: When sunk costs, a sense of indebted obligation, or a lack of alternatives favor deviance, exchange-based commitment leads to cognitions conducive to deviance.

**Situated and deep-structure identities and deviance**

Another key point made by Meyer et al. (2006) is that some kinds of social identities (deep-structure identities) have a greater effect on the more potent types of commitment than do others (situated identities). According to Rousseau (1998), situated identities are interest-based and cue-dependent, whereas deep-structure identities involve the internalization of characteristics of the collective into one's self-concept. Situated identities, such as those typically formed by contingent and marginal workers, are likely to contribute to the development of exchange-based commitment. This is because these employees may perceive the existence of a transactional contract with the organization (Rousseau, 1995), one that involves a mutual, time-bound, *quid pro quo* relationship. On the other hand, deep-structure identities, like those typically formed by dedicated, long-term employees, are likely to foster values-based commitment. The internalization and sharing of values, characteristic of deep-structure identities, are a basis of affective commitment (Becker and Billings, 1993; Kristof-Brown et al., 2005), and this should be true of other forms of values-based commitment too. Finally, it should be noted that employees' desires for security and belongingness may facilitate the transition from situated to deep-structure identities (Meyer et al., 2006), especially for those whose self-concept is rooted in membership in a given collective. Hence we offer the following:

**Proposition 7**: Deep-structure identities lead to values-based commitments which, under the right circumstances (Proposition 6), increase the likelihood of deviance. Situated identities lead to exchange-based commitments which, under the right circumstances (Proposition 5) can also increase the likelihood of deviance.

Norms, the informal rules that collectives adopt to regulate behavior, are an essential mechanism by which collectives influence members, and members who strongly identify with the collective are particularly affected by its norms. An organization is usually composed of multiple constituencies (e.g. work teams, union, departments), and may have strong associations with others (e.g. professions, customers), including non-work-related ones (e.g. families, activist groups). For employees, these constituencies can serve as the bases for one or more foci of commitment. Further, although the norms of a given constituency can be congruent with organizational norms and, therefore, may benefit the organization, this is not always necessarily the case. Norms develop through explicit statements, critical events and history, and normative control focuses on behaviors that ensure
survival of the collective, increases predictability of members’ behavior, avoids embarrassing interpersonal situations, or gives expression to the collective’s central values (Feldman, 1984). It seems clear that norm development of a constituency can work against organizational norms, and may even operate to harm the organization. For example, a work group that has experienced massive layoffs could attempt to ensure the group’s survival by creating norms supporting sabotaging other groups or engaging in hostile office politics.

When these kinds of deviance norms evolve, members with deep-structure identities are most likely to promote and enforce them. For these employees, the norms of the collective are fully consistent with their self-concept and reflect their personal goals and values. While those with a situated identity may comply with the norms, their actions are driven by situational cues rather than internal values. The corresponding lack of emotional attachment with the collective would make their related beliefs and actions less fervent.

Hence we offer:

*Proposition 8*: The effects of identification on deviance are mediated by commitment and the theory of planned behavior variables.

*Proposition 9*: When norms of a collective favor deviance, a deep-structure identity vis-à-vis the collective leads to more, and more severe, deviance motivation and behavior than does a situated identity.

### Multiple identities, commitments and deviance

Finally, Meyer et al. (2006) acknowledged that employees can identify with and commit to many different work-relevant foci, and discussed the attitudinal and behavioral implications of the nature of such commitments. In this section we extend this analysis to deviance-related attachment and behavior. Due to space constraints, we limit our focus to relatively stable identities and two fundamental types of relations among foci: nested and cross-cutting.

Among the many work-related foci that may engender important and stable identities are organizations, departments, teams and specific individuals (e.g. supervisor, friend at work). However, what determines the relative strength of these identities? How do they relate to one another, and what implications does this have for deviant behavior? Ellemers and Rink (2005) identified two configurations of multiple identities. The first is nested collectives, whereby membership in one (e.g. team) requires membership in the other (e.g. organization). Although identical variables influence identities at all levels of nesting, the corresponding forces tend to be stronger and more salient at proximal (lower) levels. Thus identities are usually stronger at these levels (Becker et al., 1996; Riketta and Van Dick, 2005). For example, most employees come into more regular contact with specific local members of their department (e.g. the immediate supervisor) than they do with more general, global representatives of the organization (e.g. top management). Therefore the distinctiveness and meaningfulness of employees’ associations with department members are likely to be stronger. Further, while it has been argued that commitment to the organization must mediate the effects of more proximal commitments (Hunt and Morgan, 1994), research has demonstrated that this is not the case: relationships between commitment to teams and other foci and behavior exist even after commitment to the organization is controlled (Maertz et al., 2002).
Ellemers and Rink (2005) also described a second configuration of attachment to foci that they called 'cross-cutting'. Cross-cutting collectives have no necessary dependencies, and therefore employees may have to choose among their loyalties. To borrow an example from Meyer et al. (2006), employees can identify with their profession, the organization in which they work, or both. Further, Ellemers and Rink suggest that these identities can have reinforcing or diluting effects. Reinforcing effects occur when values and norms are compatible. In such cases, employees might identify most with, and show the greatest favoritism toward, others who share the same profession and who work in their own department. With diluting effects, values and norms are incompatible, and the strength of an employee’s identity with one likely undermines identification with the other.

In light of the evidence provided by Ellemers and Rink (2005) and the logic outlined in the development of our previous propositions, we offer the following propositions concerning the impact of multiple identities on commitment and deviance:

**Proposition 10**: Individuals with multiple identities in nested collectives identify most strongly with the lower-level collective and develop stronger value-based commitment to that collective and its deviance norms than they do to the higher-level collective.

**Proposition 11**: Individuals with multiple identities in cross-cutting collectives develop value-based commitment to the collective and its deviance norms in proportion to the strength of their identity *via-à-vis* these collectives. When identities are reinforcing, employees experience value-based commitment to both collectives, and deviance norms are strengthened. When identities are diluting, employees develop a stronger values-based commitment to that collective, and its deviance norms, with which they identify most strongly.

**Reciprocal effects of deviance on identity**

Finally, although identities are important antecedents of commitment, motivation and behavior, there may also be a reciprocal influence of behavior on social identities. For example, according to Bandura’s social cognitive theory of self-regulation (1991), we learn about ourselves in part through observing our own behavior. Therefore, engaging in positive discretionary behavior directed toward a collective might be interpreted as indicating that the collective is important to the person, thereby leading to an increase in deep-structure identity. In contrast, restricting one’s activities to non-discretionary task performance might help to maintain one’s perception that membership in a collective is conditional (i.e. situated). Applying this rationale to deviance in organizations, we offer:

**Proposition 12**: The perception of voluntarily engaging in deviant behavior on behalf of a collective creates or enhances deep-structure identity with respect to that target. The perception of involuntarily engaging in deviant behavior on behalf of a collective creates or enhances situated identity with respect to the target.

In the preceding pages, we have described what we believe to be a tenable and testable model of employee attachment, motivation and deviance in organizations. We now turn our attention to discussion of specific implications of our approach for advancing knowledge in this area, and for facilitating the management of deviance.
Implications for theory and practice

Implications for theory
Our theory has implications for prior approaches to understanding WDB, including social psychological perspectives, models of perceived organizational support, and research on interpersonal treatment. First, we believe our model of attachment contributes to social psychological perspectives of modeling, information processing in groups, and social contagion (for discussion of these models, see Dietz et al., 2003; Ferguson, 2006; Glomb and Liao, 2003; and Robinson and O’Leary-Kelly, 1998). Although the related research provides insights into WBD, it doesn’t provide the specific, detailed connections to motivation and behavior that is possible with the theory of planned behavior and that is reflected in our 12 propositions. Further, because they do not distinguish between different forms of commitment and do not consider the social identities of the deviant employees, these theories are at a disadvantage in explaining and predicting motivational processes pertinent to employee deviance.

Perceived organizational support has also been found to affect WDB (Colbert et al., 2004; Eder and Eisenberger, 2006; Stamper and Masterson, 2002). That is, if perceived organizational support is low (i.e. the employee experiences a thwarted sense of belongingness), the employee may exhibit more WDB than when perceived support is high (Thau et al., 2006). This effect may be mediated through affective commitment and identification with the supervisor and other commitment foci. The inclusive model of attachment proposed in this chapter would further explain why perceived support may have varying effects depending on employees’ attachments to other nested and cross-cutting collectives. For instance, if supervisors’ norms encourage engagement in WDB but organizational norms do not, employees may typically act according to supervisors’ norms (Becker and Kernan, 2003). If, however, employees have high perceived organizational support, they may identify more strongly with the organization and hence be better able to avoid engaging in the WDBs encouraged by individual supervisors. Thus our model implies a more complex but more significant role of perceived organizational support in the deviance process.

Finally, interpersonal treatment has received considerable support as an antecedent for WDB (e.g. Aquino et al., 1999; Colquitt et al., 2001; Dineen et al., 2006). We suspect that interpersonal justice, behavioral integrity and trust affect values-based commitment which, in turn, often discourages engaging in WDB. On the other hand, unjust treatment and a lack of integrity by supervisors, and corresponding mistrust on the part of employees, are likely to result in greater WDB because of a reduction in values-based commitment. Further, we anticipate that cross-cutting and nested identities may moderate the effect of interpersonal mistreatment on WDB. For example, if a supervisor is verbally abusive of employees but co-workers treat one another with respect, WDB may depend on whether employees are most attached to the supervisor or to each other. We suggest that studying these dynamics will contribute to the understanding of workplace justice, employee trust and other areas of interpersonal treatment.

Implications for practice
Our model implies that there are several attachment-related triggers for modifying deviant behavior. For purposes of discussion, we make two assumptions: that our model and propositions are sound, and that organizational norms are legal and ethical. The first
trigger is employees’ social identities. To foster desirable employee identities, organizational decision makers should encourage deep-structure identities with the organization, with entities nested within the organization (supervisors, work groups, etc.), or both. To benefit the organization, the nested entities would need to share the organization’s norms against deviance. Promoting this condition would likely require targeted hiring practices (to screen for inclinations toward deviance), training (to inform employees about core norms and values and impress upon them the seriousness with which management holds them), and an effective incentive system (to reward ethical behavior and punish WDBs).

The second trigger is employee commitment, a variable that is affected not only by social identification, but also by personal, job and organizational characteristics (Mathieu and Zajac, 1990). Take, for example, a situation in which an exchange-based commitment has been created due to an anti-organizational situated identity (e.g. a clique of contingent workers). As discussed previously, under the right conditions this would be expected to produce employee deviance. However, this outcome might be ameliorated by increasing values-based commitment to the organization or organization-friendly foci. One way to do this would be to provide additional material or psychological resources, thereby enhancing perceived organizational support. As noted above, perceived organizational support appears to be an important driver of affective commitment (Rhoades and Eisenberger, 2002), so it would be expected to foster other forms of values-based commitment as well. Similar arguments could be made for other antecedents of commitment, such as job autonomy, role clarity and leadership behaviors.

The final trigger for reducing deviance is via the theory of planned behavior variables. Even when identity and commitment favor deviance, it is possible that management can to some degree counteract this tendency by attempting to influence employee attitudes, subjective norms or perceived behavioral control. For instance, attitudes favoring deviant behavior could be discouraged by offering valued material or social rewards for acting according to organizational norms. Subjective norms supporting deviance could be undermined by hiring more independent thinkers who value productivity and ethical behavior. These employees, low in self-monitoring and need for approval, would provide an excellent fit in organizations holding these same values, and would not be motivated to comply with foci holding deviant norms. Regarding perceived behavioral control, we suspect the major resources needed for deviant behavior are skill in accomplishing specific deviant acts (e.g. ability to cleverly cover up theft), social support (e.g. the sanction of one’s peers) and opportunity (e.g. keys to the store room). The first two resources can likely be reduced by the hiring, training and socialization tactics discussed previously. In addition, treating employees fairly has been shown to reduce the motivation to act deviantly (Greenberg and Alge, 1998). We suspect that promoting justice may similarly reduce the tendency to sanction deviance. Reducing opportunities for deviance will necessarily require an analysis of direct causes (e.g. Joe has keys to the store room) and development of corresponding solutions (e.g. take the keys away from Joe, fire Joe).

Conclusion
We have presented a model of employee attachment, motivation and deviant behavior in the workplace, and have argued that the corresponding propositions add to previous theory on employee deviance. Before implications of the model are put into practice, it is imperative that a research program be designed and implemented to test propositions and
determine to what extent the model fits reality. This will involve both conceptual and empirical challenges. Conceptually, it is clear that the model should not be applied to deviant behavior that may be driven by unconscious, non-intentional actions. As its name implies, the theory of planned behavior is relevant only to planned courses of action. However, distinguishing WBDs that are intentional versus more spontaneous or automatic may sometimes be difficult, and more research is needed to differentiate these domains. Empirically, there will certainly be challenges in developing deviance-specific measures of planned behavior variables, and in creating an approach to testing the model that is not plagued by method variance and purely cross-sectional data. Nevertheless, the statistics on workplace deviance provided at the beginning of this chapter lead us to believe the trouble will be worth the effort.
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This chapter offers a selective review of the literature addressing work hours and workaholism or work addiction and their effects. Although these two bodies of literature deal with the same topics, they have historically been considered quite separately (Burke, 2006). Work is a vital and potentially enjoyable event which provides us with monetary and non-monetary benefits. Work can give us a sense of achievement and success. Yet how much work is too much? This chapter will explore motives for working long hours, the associated work and well-being outcomes, as well as possible modifiers affecting the relationship between work hours and well-being.

The importance of focusing on work hours is multifaceted. First, a large number of employees are unhappy about the number of hours they work (Jacobs and Gerson, 1998). Second, the amount of time demanded by work is an obvious and important way in which work affects other parts of one’s life (Dembe, 2005; Shields, 1999). Third, work hours are a widely studied structural output of employment. Fourth, the study of work hours and well-being outcomes has produced some inconsistent and complex results (Barnett, 1998).

Because of technological advances and flexible work arrangements, it might be assumed that working time was getting progressively shorter. However, this is one trend that varies from country to country and even within countries by gender, occupation, race and time period (Figart and Golden, 1998). Beginning in the nineteenth century with the Industrial Revolution, workers fought to get policies enacted to restrict hours of work, especially by women and children (Figart and Golden, 1998). In the mid-twentieth century, the USA began to implement employment legislation that reduced the number of hours worked (Hinrichs et al., 1991). A new employment arrangement emerged after World War II, which provided stable and lifelong employment in addition to a family wage. This was an era of stability for North American households; however, it and the employment arrangement have disintegrated. Economic, technological and cultural factors have influenced working time, making it extremely variable (Figart and Golden, 1998).

Recently there has been a rise in the number of hours worked in North America. Jacobs and Gerson (1998) found that professionals and highly educated individuals have seen an increase in their hours worked. In contrast, it was also found that less educated workers have seen a decline. It is also believed that professionals and highly educated persons tend to have more responsibility and are under more stress, with larger workloads (Jacobs and Gerson, 1998). Within the USA, large numbers of people are working very long hours, in both paid overtime and salaried positions (Figart and Golden, 1998). Overtime, which has been used as an indicator of an expanding economy and tight labor markets, has been increasing since 1970 (Glosser and Golden, 1997). In addition, Glosser and Golden (1997) found that the number of those working excessive hours, described as 49 hours per week or more, has also been on the rise, especially for higher-educated white men (Hedges,
Conversely, work hours, both weekly and annually, in Western Europe have decreased (Figart and Golden, 1998). This could be due to a number of factors, including work legislation and standards on overtime hours. However, specifically in the Netherlands, Belgium and West Germany, from 1960 to 1985 there was an annual reduction of 20 percent of work hours (Figart and Golden, 1998). There has been a slight decrease in work hours across Canada as well, which is said to be due to increased vacation time and the expansion of part-time jobs (ILO, 1995).

### Work hours and their effects

People have expected an association of long working hours and adverse consequences for over 100 years. Concerns were raised in 1830 during the Industrial Revolution and in later years, and efforts were made to legislate limits in working hours to 10 hours per day at that time (Figart and Golden, 1988). Most studies of long work hours have been conducted in Japan where ‘karoshi’, sudden death due to long hours and insufficient sleep, was first observed (Kanai, 2006).

A variety of outcome measures have been examined in connection with working long hours (van der Hulst, 2003). Several hypotheses have also been advanced to explain the relationship between long work hours and adverse health outcomes. Working long hours affects the cardiovascular system through chronic exposure to increases in blood pressure and heart rate (Buell and Breslow, 1960; Iwasaki et al., 1988; Uehata, 1991). Working long hours produces sleep deprivation and lack of recovery leading to chronic fatigue, poor-health-related behaviors, and ill health (Ala-Mursjula et al., 2002; Defoe et al., 2001; Liu and Tanaka, 2002). Working long hours makes it more difficult to recover from job demands and the stress of long work hours. Finally, working long hours has been associated with more errors and accidents (Gander et al., 2000; Loomis, 2005; Nachreiner et al., 2000; Schuster and Rhodes, 1985).

More specifically, the research literature suggests that long hours are associated with adverse health effects and increased safety risk (Harrington, 1994, 2001; Cooper, 1996; Kirkcaldy et al., 1997; Spurgeon et al., 1997). Long work hours have been found to be associated with poor psychological health (Kirkcaldy et al., 2000; Sparks et al., 1997; Borg and Kristensen, 1999; Worrall and Cooper, 1999), excessive fatigue (Rosa, 1995) and burnout (Barnett et al., 1999). Several studies have also reported that long working hours are associated with more work–family conflict (Staines and Pleck, 1984), fatigue, worrying and irritability (Grzywicz and Marks, 2000; Kluwer et al., 1996; Geurts et al., 1999).

Van der Hulst (2003) found that long work hours were associated with adverse health, particularly cardiovascular disease, disability retirement, self-reported ill health and fatigue. She concluded that working more that 11 hours per day was associated with a threefold risk of coronary heart disease and a fourfold risk of diabetes. In addition, working 60 or more hours a week was associated with a threefold risk of disability retirement.

Dembe et al. (2005) examined the impact of overtime and extended working hours on the risk of occupational injuries and illnesses in a representative sample of working adults in the USA. They estimated the relative risk of long working hours per day, extended hours per week, long commute times, and overtime schedules on reporting a work-related injury or illness after controlling for age, gender, occupation, industry and region. Data were collected from 10 793 workers between 1987 and 2000. After adjusting for these
control factors, they found that working in jobs with overtime schedules was associated with a 61 percent higher injury hazard rate compared to jobs without overtime. Working at least 12 hours per day was associated with a 32 percent increased hazard rate and working at least 60 hours per week was associated with a 23 percent increased hazard rate. A strong dose–response effect was observed, with the injury rate increasing in correspondence with the number of hours per day (or per week) in the worker’s customary schedule. Job schedules with long working hours were not more risky because concentrated in inherently hazardous industries or occupations, or because people working long hours have more total time at risk for a work injury.

Van der Hulst et al. (2006) considered overtime, work characteristics (job demands, job control), and need for recovery in a large sample (N=1473) of Dutch municipal administration employees working full time. Van der Hulst’s (2003) review showed that long work hours were associated with poorer physiological recovery; working long hours was also associated with fewer hours of sleep. The effort–recovery model (Meijman and Mulder, 1998) proposes that negative consequences of long working hours for health and well-being depend on the opportunities for recovery during the work day (internal recovery) and after work (external recovery). Working overtime reduces the time available for recovery. In addition, external recovery may be poor due to the spillover of work demands to one’s home life. Finally, overtime is more likely to occur in demanding jobs, limiting opportunities for internal recovery. They examined four types of jobs: low strain – low demands, high control; passive – low demands, low control; active – high demands, high control; and high strain – high demands, low control. Overtime was common for a majority of employees and in jobs making high demands. While there was no relationship between working overtime and need for recovery in the total sample, there was a significant and positive relationship between overtime hours and need for recovery in high-strain jobs (high demands, low control); there was also a relationship between overtime and need for recovery in active jobs (high demands, high control). Working conditions (high-demand jobs) influenced the relationship between overtime and need for recovery.

Van der Hulst (2003) suggested two possible pathways between long hours and health: insufficient recovery and poor lifestyle behaviors. Long work hours are believed to be associated with lifestyle choices such as smoking, coffee and alcohol consumption, lack of exercise and a poor (unhealthy) diet. These unhealthy behaviors produce physiological changes (e.g. high blood pressure, high levels of cholesterol, obesity, diabetes) and higher risk of coronary heart disease and poorer health in general.

Caruso et al. (2004) reviewed the accumulating research evidence on the influence of overtime and extended work shifts on worker health and safety as well as worker errors, considering 52 studies in total. Overtime has increased in the USA from 1970 to 2000 (Rones et al., 1997; Hetrick, 2000). Overtime was defined as working more than 40 hours per week; extended work shifts are defined as shifts longer than 8 hours. They found, in a majority of studies of general health, that overtime was associated with poorer perceived general health, increased injury rate, more illness and increased mortality. A pattern of reduced performance on psychophysiological tests and injuries while working long hours, particularly very long shifts, and when 12-hour shifts combined with over 40 hours of work per week, was also noted. When 12-hour shifts are combined with more than 40 hours of work per week, more adverse effects were evident. Hänecke et al. (1998), in a
study of 1.2 million German workers, found that the risk of workplace accidents increased during the latter portion (after the eighth hour) of a long work shift.

Rissler (1977) studied the effects of high workload and overtime on heart rate and hormone levels during rest and work hours. High workload was associated with higher levels of adrenaline and heart rate during evenings at home (rest periods) as well as feelings of fatigue and irritation. His results also indicated an accumulation effect of overtime on adrenaline levels. That is, it takes several weeks to return to normal (resting) values following several weeks of overtime.

Van der Hulst and Geurts (2001), in a study of 525 full-time employees of the Dutch Postal Service, found that working overtime was associated with negative work–home interference. Employees working overtime and reporting low rewards indicated greater burnout, negative work–home interference, and slower recovery. Employees working overtime and with high pressure to do so, coupled with low rewards, had poorer recovery, more cynicism and negative work–home interference.

Rosa (1995) reported that overtime and fatigue were found to be associated with increases in back injuries, hospital outbreaks of bacterial infection, a threefold increase in accidents after 26 hours of work, and increased risk of safety violations in nuclear power plants, showing that long work hours do not just negatively affect the worker; they put a strain on overall workplace safety. Shimomitsu and Levi (1992) found that two-thirds of Japanese workers complain of fatigue, with ‘karoshi’, or death from overwork, an important social concern. Moruyama et al. (1995) found long work hours associated with poor lifestyle habits such as heavy smoking, poor diet and lack of exercise. Sparks et al. (1997) undertook a meta-analysis of 21 samples and found small but significant correlations between hours of work and health symptoms, physiological and psychological health symptoms. Qualitative analyses of 12 other studies supported the findings of a positive relationship between hours of work and health.

Motivations for working long hours

Porter (2004) distinguishes two motivations for long hours of work, both of which could have different moderating effects. A person can work long hours because of the joy in their work. This is a constructive, highly committed achievement-oriented style. A person can also put in long hours in a compulsive, perfectionist fashion, driven to achieve unrealistic standards. Such individuals react to criticism with hostility and resentment, experience frustration from failing to meet superhuman standards, and express anger and competition with colleagues in the workplace. These individuals may also experience the adverse impacts of stress and burnout. Tucker and Rutherford (2005) argued that some individuals may work longer hours because they enjoy their job and derive pleasure from succeeding at it, enjoy the associated benefits, or want to enrich their job or quality of life. This is contrasted with someone who works longer hours to avoid job insecurity or negative sanctions from a superior. Although there might be pressure on an employee to overwork, it is ultimately their choice.

Brett and Stroh (2003) examined why some managers work 61 or more hours per week. They considered four explanations: the work–leisure trade-off; social contagion; work as an emotional respite from home; and work as its own reward. Data were collected from a sample of 595 male and 391 female MBA alumni of the same university. The males were all married with children at home and a smaller percentage of the females were married.
and had children. More men than women worked 61 or more hours per week (29 percent versus 11 percent). Men worked 56.4 hours per week and women worked 51.5 hours per week. Of the four explanations considered by Brett and Stroh, work as its own reward was the only one supported for males, with hours worked significantly connected with job involvement and intrinsic satisfaction. For females, the work–leisure trade-off and social contagion hypotheses were supported. However, hours worked did not correlate with job involvement, income or job satisfaction for females.

For some samples, such as blue-collar workers, money may be a more important moderator of the hours worked and health relationship. Brett and Stroh (2003), in their sample of MBA graduates in managerial and professional jobs, found that extrinsic (financial) and intrinsic job rewards were associated with working longer hours. How many hours a person works involves weighing the costs (more fatigue, impact on family and social life) against the benefits (income, recognition). People with good social support may be better able to deal with the costs of long work hours; rewards will be more attractive to these individuals.

Choosing to work long hours as opposed to being pressured to work long hours is an important moderating consideration. One may choose to work long hours for more pay, to get the job done, to prove one is committed, and to position oneself for advancement. One can also work long hours or overtime to avoid sanctions and increase one’s job security. Barnett et al. (1999) found that discrepancies between actual and desired hours are associated with negative health outcomes. In their study of 141 married physicians, the relationship between number of hours worked and burnout depended on the extent to which work schedules met the needs of the employee, his or her partner and their children. Physicians working more or fewer hours than they and their partners preferred, and whose work hours were distributed differently than they and their partner preferred, scored higher on burnout measures.

**Moderators of the work hours–well-being relationship**

The literature has attempted to study possible moderators in relationship between work hours and the variety of outcomes identified. Tucker and Rutherford (2005) examined the relationship of work hours and self-reported health as moderated by the reasons for working long hours (or overtime), by work schedule autonomy and by the degree of social support experienced at home and at work. They collected data from 372 train drivers in the south of England. Respondents lacking both schedule autonomy or control and social support demonstrated positive relationships between hours worked and physical health symptoms. Negative relationships were found among drivers reporting low schedule autonomy and high social support. No such interactions were found with fatigue and psychological health, however.

**Addressing work hours**

Legislative and structural policy changes may have moderating effects worth considering. Figart and Mutari (1998) argue that the expansion of overtime for men and part-time jobs for women reinforces the skewed division of domestic labor and occupation segregation. Gender typing of jobs was prevalent before many equality policies were enacted in the 1960s and 1970s. These statutes and legislation broke down barriers for women to enter the labor force; however, they did not address the larger social structures (Figart and Mutari, 1998).
Strategies for preventing work injuries should consider changes in scheduling practices, job redesign, and health promotion programs for people working in jobs involving overtime and extended hours. Van der Hulst and Geurts (2001) suggest that compensation may also reduce adverse effects of work hours. In addition, length of vacation and commuting time may also affect the relationship of overtime with health and safety. More days of vacation allow for more rest and many lessen the impact of overtime; longer commute times may add additional job stressors to the effects of working hours. Workers’ ability to exert control over work schedules may have influenced the effects of work hours on health (Barton, 1994; Smith et al., 1998).

A number of other initiatives could be undertaken by organizations and their employees to minimize the potential adverse effects of long work hours. These include the following:

● encourage governments to regulate the length of work schedules, as is already the case in many countries in Europe;
● increase worker control of work hours;
● utilize ergonomic job design;
● increase worker training;
● develop capable supervision;
● establish a workplace culture that promotes health and safety;
● employ more people working fewer hours;
● use more rest breaks (Tucker et al., 2003);
● redesign work to avoid the need for overtime;
● offer health promotion counseling about the risks of long work schedules; and
● provide medical examinations for at-risk workers.

Workaholism

Although the popular press has paid considerable attention to workaholism (Kiechel, 1989a, 1989b; Klaft and Kleiner, 1988) very little research has been undertaken to further our understanding of it (McMillan et al., 2003). It should come as no surprise, then, that opinions, observations and conclusions about workaholism are both varied and conflicting (McMillan et al., 2001). Some writers view workaholism positively from an organizational perspective (Garfield, 1987; Korn et al., 1987; Machlowitz, 1980; Sprankle and Ebel, 1987). Machlowitz (1980) conducted a qualitative interview study of 100 workaholics and found them to be very satisfied and productive. Others view workaholism negatively (Killinger, 1991; Schaef and Fassel, 1988; Oates, 1971). These writers equate workaholism with other addictions and depict workaholics as unhappy, obsessive, tragic figures who are not performing their jobs well and are creating difficulties for their co-workers (Porter, 1996, 2001). The former would advocate the encouragement of workaholism; the latter would discourage it.

Definitions of workaholism

Research on workaholism has been hindered by the absence of acceptable definitions and measures. Mosier (1983) defined workaholism in terms of hours worked; workaholics were those who worked at least 50 hours per week. Machlowitz (1980: 11) defines workaholics as people ‘who always devote more time and thoughts to their work than the situation demands . . . what sets workaholics apart from other workers is their attitude toward
work, not the number of hours they work’. Killinger (1991: 6) defines a workaholic as ‘a person who gradually becomes emotionally crippled and addicted to control and power in a compulsive drive to gain approval and success’. Robinson (1998: 81) defines workaholism ‘as a progressive, potentially fatal disorder, characterized by self imposed demands, compulsive overworking, inability to regulate work habits and an over-indulgence in work to the exclusion of most other life activities’.

Oates (1971: 4), generally acknowledged as the first person to use the word ‘workaholic’, defined it as ‘a person whose need for work has become so excessive that it creates noticeable disturbance or interference with his bodily health, personal happiness, and interpersonal relationships, and with his smooth social functioning’. Most of these definitions have a negative connotation.

Spence and Robbins (1992: 62) define the workaholic as a person who ‘is highly work involved, feels compelled or driven to work because of inner pressures, and is low in enjoyment at work’. Most writers view workaholism as a stable individual characteristic (Scott et al., 1997; Spence and Robbins, 1992) and use the terms excessive work, workaholism and work addiction interchangeably.

**Types of workaholics**

Some researchers have proposed the existence of different types of workaholic behavior patterns, each having potentially different antecedents and associations with job performance, work and life outcomes. Scott et al. (1997) suggest three types of workaholic behavior patterns: compulsive-dependent; perfectionist; and achievement-oriented. They hypothesize that compulsive-dependent workaholism will be positively related to levels of anxiety, stress, physical and psychological problems and negatively related to job performance and job and life satisfaction. Perfectionist workaholism will be positively related to levels of stress, physical and psychological problems, hostile interpersonal relationships, low job satisfaction and performance and voluntary turnover and absenteeism. Finally, achievement-oriented workaholism will be positively related to physical and psychological health, job and life satisfaction, job performance, low voluntary turnover and pro-social behaviors.

Spence and Robbins (1992) propose three workaholic types based on their workaholic triad notion. The workaholic triad consists of three concepts: work involvement; feeling driven to work; and work enjoyment. Profile analyses were undertaken, resulting in the emergence of three workaholism types. Several other studies (e.g. Buelens and Poelmans, 2004; Kanai et al., 1996), using the same three scales, have produced essentially these same types: work addicts (WAs); enthusiastic addicts (EAs); and work enthusiasts (WEs). WAs score high on work involvement and feeling driven to work, and low on work enjoyment. WEs score high on work involvement and feeling driven to work, and low on work enjoyment. EAs score high on all three components. A consideration of types of workaholics may help to reconcile conflicting findings.

**Research findings**

The following sections review research findings that compare the three types of workaholics proposed by Spence and Robbins (1992) on personal demographic and work situation characteristics, job behaviors, work outcomes, personal life and family functioning and indicators of psychological health.
Personal demographic and work situation characteristics

A critical question involves potential differences between the three workaholism types on both personal demographic and work situation characteristics, including hours worked per week. If the workaholism types were found to differ on these (e.g. organizational level, marital status, hours worked per week), these differences would account for any differences found on work and health outcomes.

A number of studies (Spence and Robbins, 1992; Burke, 1999a; Burke et al., 2002; Bonebright et al., 2000) have reported essentially no differences between the workaholism types on a variety of personal and work situation characteristics. The workaholism types work the same number of hours and extra hours per week; the workaholism types working significantly more hours per week and more extra hours per week than the non-workaholism types. In addition, these three workaholism types were similar on age, gender, marital and parental status, level of education, job and organizational tenure, income and organizational size.

Job behaviors

There has been considerable speculation regarding the job behaviors likely to be exhibited by workaholics. This list includes perfectionism, job stress, non-delegation of job responsibilities to others, job performance and interpersonal conflict. There is empirical research which examines some of these hypothesized relationships (Porter, 2001).

Both Spence and Robbins (1992) and Burke (1999a) provide evidence of the concurrent validity of the Spence and Robbins workaholism types. Both studies showed that WAs exhibited higher levels of perfectionism, non-delegation and job stress than did the two other workaholic profiles (WEs and EAs). Kanai et al. (1996), using the Spence and Robbins measures, also reported that EAs and WAs scored higher than WEs on measures of job stress, perfectionism and non-delegation.

Antecedents of workaholism

Three potential antecedents of workaholism have received some conceptual and research attention. One, personal beliefs and fears, is the result of socialization practices within families and society at large. The second, Type A behavior, is a learned response to environmental demands. The third, organizational norms and expectations for work–personal life imbalance, represents organizational values and priorities.

Personal beliefs and fears

Burke (1999b) examined the relationship of personal beliefs and fears, a reflection of values, thoughts and interpersonal styles and workaholism types. Measures of three beliefs and fears developed by Lee et al. (1996) were used. One, ‘Striving against others’, had six items (e.g. ‘There can only be one winner in any situation’). A second, ‘No moral principles’, had six items (e.g. ‘I think that nice guys finish last’). The third, ‘Prove yourself’, had nine items (e.g. ‘I worry a great deal about what others think of me’). A total score was also obtained by combining these three scales.

Burke compared the three Spence and Robbins workaholic types on these measures of beliefs and fears. First, all three beliefs and fears were significantly correlated with measures of feeling driven to work (positively) and work enjoyment (negatively). Second, comparisons of workaholism types showed significant type effects on all three measures of beliefs and fears as well as on their composite. More specifically, WAs scored significantly
higher than WEs and EAs on measures of ‘Striving against others’ and ‘No moral principles’, as well as on the composite measure. In addition, WAs scored higher on the need to prove self than did WEs. WAs scored higher on the composite measure than both WEs and EAs. Workaholism thus emerges as work behaviors in response to feelings of low self-worth and insecurity. This is best reflected in managers’ feelings of being driven to work because of inner needs.

**Type A behavior** Type A behavior has been shown to be associated with levels of job stress, psychological distress and coronary heart disease. Pred et al. (1987) factor-analyzed the Jenkins Activity Survey, a self-report measure of type A behavior, producing two independent factors: ‘Achievement striving’ (AS), which they found to be predictive of positive work attitudes and performances, and ‘Impatience–Irritation’ (II), found to be predictive of psychological distress. Burke et al. (2004), in a study of 171 Norwegian owners and senior managers of construction companies, found that WAs scored higher than WEs on II, while EAs scored higher than WEs on AS. Impatience–Irritation has been shown to be predictive of psychological distress.

**Organizational values** Burke (1999c) compared perceptions of organizational values supporting work–personal life imbalance among the Spence and Robbins workaholism types. Organizational values encouraging work–family imbalance were measured by scales proposed by Kofodimos (1993). Organizational values encouraging balance were measured by nine items (e.g. ‘Setting limits on hours spent at work’). Organizational values supporting imbalance were measured by eight items (e.g. ‘Traveling to and from work destinations on weekends’). A total imbalance score was obtained by combining both scales, reversing the balance scores.

There was considerable support for the hypothesized relationships. WEs reported greater organizational balance values than did both WAs and EAs. WAs reported greater imbalance values than both WEs and EAs. In summary, WAs see their workplaces as more supportive of work–personal life imbalance than two other workaholism types.

**Work outcomes** The relationship between workaholism and indicators of job and career satisfaction and success is difficult to specify. It is likely that different types of workaholics will report varying work and career satisfactions (Scott et al., 1997). Burke (1999d) compared levels of work and career satisfaction and success among the workaholism profiles observed by Spence and Robbins (1992). Four work outcomes, all significantly intercorrelated, were used. ‘Intent to quit’ was measured by two items (e.g. ‘Are you currently looking for a different job in a different organization?’) This scale had been used previously by Burke (1991). ‘Work satisfaction’ was measured by a seven-item scale developed by Kofodimos (1993). One item was ‘I feel challenged by my work’. ‘Career satisfaction’ was measured by a five-item scale developed by Greenhaus et al. (1990). One item was ‘I am satisfied with the success I have achieved in my career’. ‘Future career prospects’ was measured by a three-item scale developed by Greenhaus et al. (1990). One item was ‘I expect to advance in my career to senior levels of management’.

WAs scored lower than WEs and EAs on job satisfaction, career satisfaction and future career prospects and higher than WEs on intent to quit. Interestingly, all three workaholic
profiles (WAs, EAs, WEs) worked the same number of hours per week and had the same job and organizational tenure.

Psychological well-being

There is considerable consensus in the workaholism literature on the association of workaholism and poorer psychological and physical well-being (McMillan et al., 2003). In fact, some definitions of workaholism incorporate aspects of diminished health as central elements. It is not surprising that this relationship has received research attention.

Burke (1999) compared the three workaholism types on three indicators of psychological and physical well-being. Data were obtained from 530 employed women and men MBAs using questionnaires. Psychosomatic symptoms was measured by 19 items developed by Quinn and Shepard (1974). Respondents indicated how often they experienced each physical condition (e.g. ‘headaches’) in the past year. Lifestyle behaviors was measured by five items developed by Kofodimos (1993). One item was ‘I participate in a regular exercise program’. Emotional well-being was measured by six items developed by Kofodimos (1993). One item was ‘I actively seek to understand and improve my emotional well-being’.

The comparisons of the workaholism types on the three measures of psychological and physical well-being provided considerable support for the hypothesized relationships. Thus WEs and EAs had fewer psychosomatic symptoms than did WAs; WEs had more positive lifestyle behaviors than did WAs; WAs had more psychosomatic symptoms than both WEs and EAs and poorer physical and emotional well-being than did WEs.

Other researchers have shown similar results. Kanai et al. (1996), using the workaholism triad components developed by Spence and Robbins in a sample of 1072 Japanese workers from ten companies, found that both WAs and EAs reported more health complaints than did WEs. There were no differences between these three groups on measures of smoking, alcohol consumption and serious illness, however. Spence and Robbins (1992), in a sample of men and women social work professors, noted that WAs indicated more health complaints than did individuals in their other profiles.

Extra-work satisfactions and family functioning

A number of writers have hypothesized that workaholism is likely to impact negatively on family functioning (Killinger, 1991; Porter 1996; Robinson, 1998). Empirical examinations of this hypothesis are unfortunately few. Robinson and Post (1995) report data from a sample of 107 self-identified workaholics (members of Workaholics Anonymous chapters in North America) who completed the Work Addiction Risk Test (WART) and a family assessment instrument. Three levels of WART scores representing increasing levels of workaholism were compared. High scores differed from low and medium scores on six of the seven family assessment scales indicating lower (poorer) family functioning in all cases.

Robinson (1990) also reviewed the literature on children of workaholics. Robinson and Kelley (1998) asked 211 young adults (college students) to think back to their childhoods and rate the workaholism of their parents on the WART. Participants also completed measures of depression, anxiety, self-concept and locus of control. College students who perceived their parents as workaholics scored higher on depression and external locus of control. Children of workaholic fathers scored higher on anxiety than did children of
non-workaholic fathers. Interestingly, mothers' workaholism had no effect on these outcomes. Burke (1999f) considered the relationship of workaholism types identified by Spence and Robbins (1992) and extra-work satisfactions. Three aspects of life or extra-work satisfaction were included. Family satisfaction was measured by a seven-item scale developed by Kofodimos (1993). One item was ‘I have a good relationship with my family members’. ‘Friends satisfaction’ was measured by three items developed by Kofodimos (1993). One item was ‘My friends and I do enjoyable things together’. ‘Community satisfaction’ was measured by four items also developed by Kofodimos (1993). A sample item was ‘I contribute and give back to my community’.

The comparisons of the workaholism types on the three measures of life or extra-work satisfactions provided moderate support for the hypothesized relationships. First, WAs reported less family satisfaction than did the two other types. Second, WAs reported less friend satisfaction than WEs. Third, WAs and EAs reported less community satisfaction than did WEs. Thus WAs reported less satisfaction on all three measures than did WEs and less satisfaction on one (family) than did EAs.

Evaluating workaholism components
The two workaholism measures used in two or more research studies (i.e. Robinson, 1998; Spence and Robbins, 1992) each contain components or factors. Do each of these factors have similar and independent relationships with particular outcomes? Or might they have opposite relationships with some outcomes and no relationship with others?

Burke (1999g) considered whether the workaholism triad components had different consequences. A research model was developed to guide both variable selection and analysis strategy. There have been suggestions that both personal and work-setting factors are antecedents of workaholic behaviors (Scott et al., 1997; Schaeff and Fassel, 1988). Thus both individual difference characteristics and organizational factors were included for study. Five panels of predictor variables were considered. The first consisted of individual demographic characteristics (e.g. age, gender, marital status). The second consisted of three measures of personal beliefs and fears (Lee et al., 1996). The third consisted of work situation demographic factors (e.g. years with present employer, size of organization). The fourth included measures of perceived organizational values supporting work–life imbalance (Kofodimos, 1993). The fifth included the workaholism triad components (work involvement, feeling driven to work, work enjoyment). The important questions were whether the workaholism triad components would add significant increments in explained variance on particular work and personal well-being measures, and if they did, which of the workaholism triad components accounted for these increments.

Outcome measures included job behaviors indicative of workaholism (e.g. hours worked, job stress, perfectionism) aspects of work satisfaction (e.g. job satisfaction, career satisfaction, future career prospects, intent to quit), psychological well-being (psychosomatic symptoms, emotional well-being, lifestyle behaviors) and elements of life satisfaction (e.g. family satisfaction, friends satisfaction, community satisfaction).

An examination of the relationships among specific workaholism components and the various types of outcome variables revealed an interesting, and complex, pattern of findings. First, work enjoyment and feeling driven to work were significantly related to every job behavior measure, while work involvement was significantly related to about half of
them. Respondents scoring higher on the workaholism components also scored higher on job behaviors reflecting workaholism, with one exception – difficulty in delegating. In this instance, respondents scoring higher on work involvement and feeling driven to work, and lower on work enjoyment reported greater difficulty in delegating. Second, joy in work was the only workaholism component related to work outcomes. Respondents reporting greater work enjoyment also reported more job satisfaction, more optimistic future career prospects and more career satisfaction to date. Third, both work enjoyment and feeling driven to work were related to indicators of psychological well-being but in opposite directions. Respondents reporting greater work enjoyment and lesser feelings of being driven to work indicated more positive psychological well-being. Finally, workaholism components had a significant effect on only one of the three measures of extra-work satisfactions. Respondents reporting greater work involvement and lesser feelings of being driven to work reported greater community satisfaction.

Although work enjoyment and feeling driven to work had consistent and similar effects on job behaviors reflecting workaholism, these two workaholism components had different effects on work outcomes and psychological well-being. One, work enjoyment, was associated with positive outcomes; the other, feeling driven to work, was associated with negative outcomes. Finally, none of the workaholism components showed consistent relationships with measures of extra-work satisfactions.

Conclusions and implications

This chapter compared the job behaviors, work and non-work outcomes, psychological well-being and personal values among three types of workaholics, all of whom work equally long hours. A generally consistent pattern of findings emerges from the literature. Work addicts reported job behaviors likely to be associated with reduced contribution (job stress, perfectionism, difficulty delegating) in comparison with work enthusiasts and enthusiastic addicts. Work addicts also indicated lower levels of psychological health than the two other types. And work addicts indicated less non-work satisfactions.

Why would three types of managers working the same hours per week at the same organizational levels, having the same family structures, the same job and organizational tenure and earning the same incomes, indicate such different work and life experiences?

The findings shed some light on this. First, work addicts held values and beliefs indicative of greater needs to prove themselves, greater insecurity (lower self-esteem) and a less supportive and trusting environment in general. Second, work addicts described their organizational values as less supportive of work–personal life balance. Third, they scored higher on feeling driven to work because of inner needs, certainly related to their beliefs and values. Fourth, they worked in ways that created higher levels of work stress for themselves and others, being perfectionistic and non-delegating. Thus it was not a question of how hard they worked, but why (their motivations) and how (their behaviors) they worked hard that mattered.

WAs are addicted to the process of work; outcomes are important only as they supply external rewards for temporarily enhancing self-esteem. Work addicts strive for increasing accomplishments to achieve self-worth. They are given to rigid thinking and perfectionism. They have difficulty delegating, which limits the development of others around them – work addicts are likely not effective team contributors. They strive to be in control, in control of their work activities and of other people around them. As a consequence
they increase the chances of ill health, poor relationships and diminished leadership contribution – theirs and others around them.

Addressing workaholism

How can employers help workaholics and workaholics help themselves? Schaef and Fassel (1988) offer the following suggestions. Employers should pay attention to the performance and work habits of employees and be alert to warning signs of workaholism. They should not reward addictive behavior, but recognize those employees who are productive but also lead balanced lives. They should ensure that employees take vacation time away from work. Finally, job insecurity, work overload, limited career opportunities and lack of control can make employees feel compelled to work longer. If these factors exist, employers should try to minimize their impact on the atmosphere within the organization.

Haas (1991) also highlights the role that managers can play in assisting their workaholic employees to change. Workaholic employees should be referred to an employee assistance program or a recovery program to start treatment processes. Managers should help prioritize projects for employees as long-term and short-term assignments. Workaholics must be encouraged and helped to delegate their work. At the end of each day, the manager should meet with the employee to discuss what has been accomplished during that day and to plan (down to short intervals) for the following day. The employee should be given specific times to take breaks and to leave work so that positive terms may be acquired through training. It may also be possible to reduce the negative effects of workaholism, particularly well-being and health consequences, through stress management training.

The development of workplace values which promote new, more balanced priorities and healthier lifestyles will support those workaholism types that want to change their behaviors.

There is an old saying that ‘hard work never killed anybody’. Our research bears this out. Hard work that provides feelings of accomplishment and joy, undertaken for noble not selfish motives, is likely to enrich a person’s life. It is not how hard you work, but why and how you work hard that matters.

Note
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Performance appraisal (PA) information is used as a basis for a variety of critical organizational and individual decisions (Murphy and Cleveland, 1995). Organizations use PA information to decide who receives salary increases, promotions or key assignments or will be reprimanded or terminated from employment. Employees use PA feedback to gauge their performance compared to co-workers, assess interpersonal relationships with their supervisors, and make career development choices (Murphy and Cleveland, 1995). Representative quotes from leading researchers in this area reinforce the belief that feedback is both utilized and beneficial to employees. For example, London (2003: 1) notes that ‘Meaningful feedback is central to performance management. Feedback guides, motivates, and reinforces effective behaviors and reduces or stops ineffective behaviors.’ He further indicates that ‘Even when someone who shies away from seeking feedback directly may still crave it’ (ibid.: 12). Ashford and Cummings (1985: 67) claim that ‘It is generally acknowledged that feedback and knowledge of results provide mechanisms for increasing employee performance’.

Performance appraisal and feedback systems in most organizations often rest upon three assumptions: (1) employees want feedback about their performance; (2) supervisors can and will give useful feedback; and (3) timely and accurate feedback will lead to positive changes in employees’ behavior. Unfortunately, none of these assumptions is likely to be warranted. Supervisors and subordinates often approach performance evaluations and feedback with equal amounts of dread and cynicism; dissatisfaction with performance appraisal and feedback is endemic in many organizations (Boswell and Boudreau, 2000; Harris, 1994; Murphy and Cleveland, 1995; Steelman and Rutkowski, 2004). The purpose of this chapter is to examine why supervisors are often unwilling to give and subordinates unwilling to accept and act on feedback about their performance. We begin by explaining the importance of examining feedback avoidance and discuss three PA feedback assumptions. We then identify the characteristics of individuals, organizations and situations that can lead to the success or failure of performance appraisal and feedback systems. In particular, we examine factors that influence the likelihood that supervisors and subordinates will be willing or unwilling to give, receive and act on performance feedback.

Why is it important to understand unwillingness to give or receive performance feedback? The consequences of not receiving performance feedback can be dire. Two powerful anecdotes clearly illustrate this (Moss and Sanchez, 2004). NASA engineers heatedly debated the potential for wing damage the day before the space shuttle \textit{Columbia} disintegrated, but they never provided feedback to their superiors for fear of the way this feedback would be received (Associated Press, 2003). Government officials in Guandong, China appear to have hampered the spread of prevention information concerning Severe Acute
Respiratory Syndrome (SARS) because employees were fearful of supervisory reprisal (Flor Cruz, 2003). In both cases, the fear that supervisors would receive negative feedback led to catastrophic consequences.

Giving feedback to employees can have a range of adverse consequences. Employee aggression is particularly likely after receiving negative performance feedback (Geddes and Baron, 1997). Extreme workplace violence, in which disgruntled employees shoot their colleagues and supervisors, is also sometimes linked to negative feedback (Neuman and Baron, 1998). Potential causes of such aggression often include the perception of unfair treatment (Neuman and Baron, 1997), which can enhance the likelihood of aggressive behavior towards superiors. Unfair treatment can also lead to acts of deviance. Performance appraisal feedback can lead to perceptions of unfair treatment (Vardi and Weitz, 2004), and employees may retaliate by engaging in organizational misbehavior ranging from interpersonal infractions, such as incivility, aggression, harassment and bullying.

Affective explanations play an important role in understanding why employees may be unwilling to provide accurate feedback to their bosses (Moss and Sanchez, 2004). Specifically, there are emotional costs in the seeking of feedback. There is fear of appearing incompetent to one’s boss as well as fear of peer criticism. Conversely, managers may respond emotionally when the feedback is negative. Managers who avoid conflict may be uncomfortable with their subordinates’ emotional responses. Hence the potential for very negative affective responses from both the manager and the employee may adversely influence feedback seeking and giving.

Assumptions about feedback

As we noted at the beginning of this chapter, research and practice in the area of performance management is based on assumptions that feedback is wanted, accurate and necessary for improvement in employee performance. We examine each of these assumptions in greater detail below.

Employees want feedback

Employees often do want feedback, as long as the feedback is positive. However, employees may not want to risk seeking feedback unless they are confident that the information will be positive (London, 2003). There is significant literature on evaluation apprehension (e.g., Leary, 2004) showing that evaluation by others is generally stressful and is unlikely to be seen as purely beneficial. We do not enjoy failing and avoid interactions where we believe negative information about our behavior will be forthcoming from others.

Why do employees avoid feedback? Prior to entering the workforce, we are likely to realize that people will often disagree in their evaluations of performance. The performance appraisal literature certainly bears out this observation. Agreement in evaluations of job performance is disappointingly low, regardless of the source of the evaluation (Conway and Huffcutt, 1997; Viswesvaran et al., 1996). Further, we are likely to understand that other people’s evaluations of our performance will tend to be less positive than self-evaluations. Again, research on performance evaluations in organizations supports this conclusion. Self-ratings of performance are usually higher, or more lenient, than ratings obtained from supervisors and peers (Farh and Werbel, 1986; Harris and Schaubroeck, 1988; Thornton, 1980). This self-serving bias in evaluation is quite robust, and has been empirically confirmed in a number of settings (Bracken et al., 2001).
Finally, it is not completely clear whether people evaluate their performance in an unrealistically positive fashion, or whether they merely report high performance in situations where there are clear motivations to do so (e.g. in performance evaluations). There is little research comparing private self-assessments with more public discussions of performance that are required when organizations request self-ratings. Much of the available research on feedback is written from the supervisory or organizational perspective rather than the employee perspective. There are surprisingly few studies asking employees directly about their preferences for feedback. It is unlikely that employees want or will act on feedback about many aspects of their job performance. For example, I may invite or seek feedback in areas where I believe I am capable of making meaningful changes, for example, time management or self-development. I may be less receptive to feedback on tasks that depend on skills, knowledge or abilities that are difficult to change (e.g. interpersonal or leadership skills).

With the increasing attention given to 360-degree feedback (Atwater et al., 2002), employees are provided with potentially huge amounts of performance information from multiple sources. Employees may not desire performance feedback because the volume of information may reduce its apparent usefulness and value. When an employee receives multisource feedback, (s)he must make sense of it, decide what information can be used, what behaviors can realistically be modified or improved and how to implement these changes. The information overload produced by some current multisource performance management systems may make feedback seem overwhelming, leading employees to avoid performance feedback rather than struggle with complex and sometimes confusing performance management systems.

**Supervisors can and will give useful feedback**

The only task more difficult than receiving performance feedback is giving performance feedback. Managers often see little practical value in providing feedback because they anticipate a largely aversive situation, especially when constructive or negative feedback is offered. Managers also may avoid providing positive feedback because it can lead to unrealistic expectations that valued rewards will flow from such evaluations (London, 2003). Regardless of the content, providing one-to-one feedback is generally regarded as an uncomfortable situation where supervisors either feel embarrassed (providing positive information) or apprehensive (in providing negative information).

Further, supervisors may believe that they have little control over the performance of their employees, especially poor-performing employees. Employees who are performing poorly tend to avoid performance feedback (Larson, 1989), even though it is precisely these employees who need to improve their behaviors. Feedback avoidance often means that poor performers will perform even worse over time. Baron (1988) found that as performance problems persist, the supervisor is likely to see the problem as more significant and become increasingly angry and resentful toward the employee, diminishing the likelihood of constructive feedback.

Finally, the task of evaluating employee performance is a complex one. For accurate judgments, the process requires a number of factors that may or may not be present within a work situation or relationship. For example, accurate evaluation requires full and effective acquisition of information about employee performance, often through observation of relevant employee behaviors and outcomes; encoding of the behaviors; storing the information in memory and then retrieving it when the appropriate time comes to
record it within the organization (Murphy and Cleveland, 1995). Raters who understand the complexity of their task and the potential inaccuracy of the feedback they provide may take the conservative strategy and provide as little concrete feedback as possible.

Timely and accurate feedback will lead to positive changes in employee behavior

It is widely assumed that performance feedback helps to motivate and direct behavior change, and that high-quality feedback will lead to performance improvements (Kluger and DeNisi, 1996; London, 2003). Empirical assessments of feedback effects suggest otherwise. Even when feedback is provided, there is not consistent evidence of positive improvements in performance. Performance following feedback sometimes improves (Atwater et al., 1995; Reilly et al., 1996), but it is unclear why and whether or not it is the results of the feedback per se. A widely cited meta-analysis by Kluger and DeNisi (1996) showed that in many situations, especially those in which feedback focused on personal characteristics rather than task behaviors, performance deteriorated rather than improved following feedback.

Self-enhancement and self-identity theory predicts that employees will react more positively to favorable feedback. However, although positive feedback may be perceived as more accurate and acceptable to the recipient, it is generally viewed as providing the least information about developmental needs. Thus there continues to be a question about whether or not feedback (positive or negative) is likely to lead to constructive changes in employee performance.

Theoretical frameworks for understanding feedback

Organizational researchers have developed a number of different theoretical frameworks for studying performance feedback including control theory, expectancy theory and variations of justice and goal-setting frameworks. These theories provide insights about how feedback works (or should work) and how feedback could be improved. Notably, the willingness to give feedback is either assumed or ignored in most of these models (models of feedback seeking being an exception), but nevertheless, understanding how feedback is supposed to function may shed light on the variables that influence how it actually works or fails to work in organizational settings.

Many feedback models are variations of control theory, in which feedback is the result of a discrepancy between the present state of a system and the desired state. Feedback is designed to reduce that discrepancy (Brief and Hollenbeck, 1985; Sandelands et al., 1991). In this tradition, feedback might be part of a self-regulation process or part of a process in which regulation of behavior is largely determined by external demands. In all control theories, there is an emphasis on learning about discrepancies between actual and desired states and taking actions to reduce these discrepancies. Some theories suggest that feedback can be used to modify goals (or desired states) as well as to reduce discrepancies between present and desired states (Murphy et al., 2001b). Other models examine sequences of decisions, in which feedback from previous decisions might be used to help determine future decisions (Lant and Hurley, 1999).

Expectancy theory suggests that feedback can change both goals and perceptions of the feasibility of attaining these goals (Pavett, 1983). Studies based on expectancy theory often focus on anticipated rewards and punishments that might accompany different choices in responding to feedback. Goal orientation research suggests that in addition to
external rewards and punishments, there are individual differences in the extent to which people are willing and able to expend effort in order to reach key goals (Cron et al., 2005; VandeWalle, 2003). Some models are concerned with the perceived fairness of feedback (e.g. Alder and Ambrose, 2005), which presumably affects willingness to receive feedback. Others focus on the reasons why people might or might not be willing to seek feedback (Ashford, 1986). Feedback that is inconsistent with self-assessments or self-images (e.g. Stets, 2005) is of particular interest in both of these research streams, because one’s willingness to accept feedback, believe it is fair and act on it is likely to vary as a function of how much the feedback threatens one’s own assessments of performance and success.

While few feedback models directly address rater willingness to give feedback, they do provide some useful insights. In particular, feedback is most difficult to provide when there is a large discrepancy between the feedback the supervisor wants to give and his or her perceptions of the subordinate’s self-assessments. For example, it will be harder for a supervisor to give a person negative feedback when the supervisor believes the employee thinks his or her performance is good than when the supervisor believes the employee already knows that his/her performance is substandard. Research examining performance feedback over a series of decisions (e.g. Lant and Hurley, 1999) suggests that supervisor’s previous feedback can directly affect the supervisor’s willingness to give feedback in the future. In particular, when a supervisor has given positive feedback in the past, the history of positive feedback will make it more difficult for the supervisor to give negative feedback in the future, especially when the trend in performance is not so dramatic as to make it easy to change the evaluation. Finally, goal orientation models suggest that a supervisor’s beliefs about whether or not subordinates will incorporate the feedback and change their behavior are likely to influence willingness to provide feedback.

Factors that affect willingness to give and receive feedback

Figure 11.1 presents a model of the factors that are likely to affect the willingness to give and/or receive feedback. The content and structure of this model is based in large part on recent reviews of the performance appraisal and feedback literature (Anseel and Lievens, 2002; Ashford et al., 2003). This figure suggests that characteristics of raters, ratees and organizations influence the willingness to give or receive feedback. Our review of the literature suggests that seven specific characteristics of raters and ratees (i.e. rater and ratee demographic factors; personality; performance or competence levels; rater–ratee relationships; rates affect; impression management or motives; and perceptions of organization) and two characteristics of organizations (i.e. performance management systems, feedback climate) are particularly important influences on the willingness to give and receive feedback. It is likely that there are several other attributes of raters, ratees and organizations that are also important, but these nine have been most heavily researched. A review of this research suggests that the dynamics of performance feedback are quite complex, and that a number of characteristics of persons and organizations combine to make it quite difficult to give or receive feedback.

Rater and ratee characteristics

Various rater and ratee characteristics can affect both seeking and providing feedback, including demographic factors such as gender, ethnicity and culture, personality, competence levels and ratee PA motives.
Gender, race, and culture Women have reported stronger intentions than men to alter their behavior based on feedback (Johnson and Hegelson, 2002). However, these differences are accounted for by male–female differences in job status. That is, individuals with lower job status, not women per se, reported the greatest tendency to alter their behavior after feedback. In a study on race, being the only African American in the workplace was predictive of stereotype threat perceptions (Roberson et al., 2003). That is, solo African-American subordinates were the most likely to feel threatened by the expectation that their supervisors did not expect them to succeed, and therefore were less likely to welcome feedback. Further, employees who experienced stereotype threat were likely to discount performance feedback provided by superiors as well as more likely to rely on monitoring others as an indirect mode of feedback seeking. Race also appears to

Figure 11.1 Factors affecting feedback seeking and feedback avoidance
influence supervisors’ behavior. African-American managers employ monitoring as a strategy more often than white male managers (Lovelace and Rosen, 1996). Monitoring and discounting are often less successful inquiry methods (than direct inquiry) and reliance on these indirect methods of obtaining feedback may have a negative impact on job performance.

Cultural differences across individuals may also affect the way in which feedback is sought. Morrison et al. (2004) compared newcomers in the USA and Hong Kong in feedback seeking and found that newcomers in the USA tend to indicate more feedback seeking. They found that such differences were associated with cultural variations in power distance and self-assertiveness. Power distance indicates the extent to which there is unequal power distribution, while self-assertiveness within individualistic societies is the tendency to be direct in communication (Markus and Kitayama, 1991). Both perceptions of low power distance and self-assertiveness appear to be related to feedback-seeking behavior.

Research also suggests that the extent to which employees agree with their supervisors on performance ratings may differ across cultures and that this, in turn, may impact how feedback is used. Fletcher and Perry (2002) outline a theoretical framework examining the impact of two cultural dimensions, power distance and individualism–collectivism, on the performance appraisal process. Specifically, they note the differences that may be expected between cultures with different levels of power distance and with different individualism–collectivism orientations. For example, supervisors in cultures with small power distances may be more likely to start the feedback process (Fletcher and Perry, 2002). At the same time, employees may be more willing to approach their supervisors for feedback as well as to disagree with them. Related to this, Korsgaard et al. (2004) found that employees who tended to be more other-oriented also demonstrated higher levels of rating agreement with their supervisors. Further, these results also suggest that other-oriented employees demonstrated less leniency (i.e. they gave lower performance ratings) as compared to the rating of their supervisors. This suggests that other-oriented employees were more open to receiving negative feedback from their direct supervisors.

**Personality** The personality of a rater and ratee appears to influence performance appraisals and performance feedback. Raters who are high in agreeableness tend to give more lenient or elevated performance ratings (Bernardin et al., 2000). Elevated ratings are especially likely to occur when raters high in agreeableness expect a face-to-face meeting (Yun et al., 2005). Individuals who are low in conscientiousness are also more likely to provide higher ratings (Levy and Williams, 2004). This finding suggests that low levels of conscientiousness may be associated with relatively careless ratings and with low standards of performance.

Research looking at the relationship between personality and willingness to receive feedback can be summarized with reference to the five-factor model of personality (see Smither et al., 2005, for a review). Leaders who are open to new experiences have a greater tendency to be receptive to feedback, while those who are more emotionally stable are more motivated to actually use the feedback (Smither et al., 2005). Interestingly, leaders who are more extraverted and open to experience have a greater tendency to see the value of negative feedback, and to seek further feedback after initial criticism.
Overall, the relationships between personality and responses to feedback are complex. Research on core self-evaluation illustrates this complexity. Core self-evaluations reflect an individual’s evaluation of the self that is enduring (Judge et al., 1997). Four broad traits are identified as being indicative of an individual’s core self-evaluation: self-esteem; generalized self-efficacy; locus of control; and emotional stability. For individuals with high core self-evaluations, developmental goal commitment is stronger when self-ratings are higher than other-ratings than when self- and other-ratings are the same (Bono and Colbert, 2005). On the other hand, for individuals with low core self-evaluations, goal commitment is highest when self- and other-ratings agree. Other research shows that individuals with high levels of self-efficacy tend to be less accepting of repeated negative feedback, while individuals with low self-efficacy did not alter their levels of acceptance (Nease et al., 1999).

There are a number of limitations to the research on personality, feedback and performance changes. First, few studies include job- or task-related feedback from actual work contexts (Bono and Colbert, 2005). Second, our understanding of how recipient characteristics affect feedback processes is limited. Finally, strong theoretical development regarding the use of personality variables in feedback research is needed (VandeWalle, 2003).

Performance levels Performance levels may be one factor that affects beliefs held about feedback received or about the outcomes of feedback. Research has examined the feedback management strategies of both good and poor performers. Moss et al. (2003) discuss the application of three feedback management strategies (seeking, mitigating and avoiding) in two different contexts: when the employee is performing well, and performing badly. When seeking feedback, employees may use entitlements or enhancements as tactics (Moss et al., 2003). Entitlements allow the employee to be recognized for their work while enhancements serve to heighten the supervisor’s perception of the work quality. When mitigating negative feedback, employees may apologize for poor performance or even present the employer with evidence of their poor performance to short-circuit the supervisor’s emotional response. Finally, in feedback avoidance, the employee seeks to reduce the possibility of the supervisor even acknowledging poor performance. In a longitudinal field study on helicopter pilot trainees, there were higher levels of feedback eliciting when performance was rated poorly (Fedor et al., 1992). These results support Ashford’s (1986) model which posits that when performance improvement is needed, feedback is regarded as an asset.

In terms of providing feedback to poor performers, supervisors tend to explain subordinates’ poor performance in terms of low effort or ability (Ilgen et al., 1981). However, Ilgen et al. (1981) also suggest that when outcomes for the supervisor are affected by the subordinate’s low performance, there is a tendency for the supervisor to regard poor performers better and respond in a more helpful way. Overall, employees who perform at different levels may have different ways of managing feedback. Snyder et al. (1984) note that subordinates who viewed the relationship they had with their leaders in a favorable light tended to respond positively to the performance feedback process. At the same time, employees who had a more favorable response to performance feedback also tended to report more role clarity and experienced less role conflict. Finally, the more the employee was perceived as being competent, the more favorable the response to performance feedback.
A caveat should be noted, however. Assessments of performance levels may be systematically biased for several reasons, including the purpose of performance appraisal. It is generally recognized that administrative ratings (e.g., ratings used to make salary or promotion decisions) tend to be lenient or more positive than ratings provided for the purpose of developmental feedback. Jawahar and Williams's (1997) meta-analytic review suggests that performance ratings for administrative purposes were one-third standard deviation higher than performance ratings obtained for developmental purposes. Higher ratings under administrative conditions may be used to motivate an employee who is not performing well (Murphy and Cleveland, 1995), allow the supervisor to avoid negative outcomes, including providing negative feedback, or simply used to attain positive outcomes such as pay increments for the employee. Conversely, more accurate (and lower) ratings are likely to occur in developmental appraisals. Such situations provide an opportunity for the supervisor to help the subordinate work on performance deficiencies. These caveats should be borne in mind when feedback management strategies of different levels of performers are considered.

Rater–ratee relationships One way of perceiving the relationship between the rater and the ratee may be through the leadership lens. Different leadership styles may affect feedback seeking in different ways. Levy et al. (2002) use a vignette study to examine the relationship between leadership styles and feedback-seeking intentions. Participants showed a greater intention to seek feedback when they were exposed to a transformational leader, rather than a transactional leader (transformational leadership involves inspiring employees whereas transactional leadership involves working out favorable bargains with employees). At the same time, certain leader characteristics, specifically the extent of individual consideration, could explain intention to seek feedback above and beyond a particular leadership style. Individual consideration refers to a leader's ability to develop an empowering work environment by taking into consideration how their followers may be different, as well as seeking to develop each follower taking into account individual differences. Individuals who are skilled in providing individual consideration are more likely to provide feedback, and their feedback is more likely to be accepted.

The influence of rater affect Research examining the relationship between leaders and their followers in feedback contexts has examined the effects of the method of delivering negative feedback on ratees. There is a tendency for raters to display negative emotions such as anger and disgust when delivering failure feedback (Baron, 1988, 1990). The emotion leaders display during feedback can also influence subsequent follower perceptions of leader effectiveness and performance perceptions. Using affective events theory as a theoretical framework in an experimental study, Gaddis et al. (2004) found that when a leader displayed negative emotions, subordinates viewed the leader as being lower in effectiveness than when the same feedback was provided with a display of positive emotions. Furthermore, groups with leaders who display negative affect when giving feedback subsequently perform more poorly than groups with leaders who displayed positive affect. In fact, workers who receive a combination of negative feedback and negative emotions performed worse than they did prior to the feedback.

When subordinates have performed badly, Moss and Martinko (1998) note that leaders tend to avoid giving feedback. In addition to delaying the provision of feedback, leaders
distort it to reduce its negativity. However, when leaders’ outcomes are linked to subordinates’ performance, feedback tends to be more immediate, frequent and directive. However, when leaders’ outcomes were dependent on subordinate performance and when attributions were made regarding low levels of effort, feedback tended to be more negative and immediate (Moss and Martinko, 1998).

Interview research suggests the possibility of a dynamic exchange between employee feedback-seeking strategies and the delivery of feedback by the supervisor (Larson, 1989). In particular, feedback and support provided by a supervisor between formal appraisal sessions is likely to influence satisfaction with supervision. When performance feedback is provided informally and regularly, employees may be more receptive to feedback received during their formal appraisal and feedback sessions.

**Impression management: ratee motives**  Ratees may have multiple goals in performance appraisal interviews, including obtaining feedback, influencing the impressions of raters and developing good relationships with raters (Ashford and Cummings, 1983; Murphy and Cleveland, 1995). Impression management consists of attempts to control how an individual comes across to other people (Morrison and Bies, 1991) and has been identified as an important component in the feedback-seeking process.

Impression management is not necessarily a strategy to bias ratings upwards; it is probably best thought of as a defensive strategy against criticism. Negative appraisals can be a source of threat to the ratee’s self-esteem, and ratees will engage in proactive efforts to reduce negative feedback. Morrison and Bies (1991) suggest a three-stage model of feedback inquiry, taking into account motives of impression management, ego-protection and information, while Villanova and Bernardin (1991) outline possible means, motives and opportunities to engage in impression management.

It should be noted that the impact of impression management behaviors on performance appraisals is not necessarily large (Villanova and Bernardin, 1991), in part because supervisors usually have access to information about subordinate performance that is not directly under ratees’ control. Nevertheless, ratees are often strongly motivated to do what they can to encourage positive feedback and discourage negative feedback by influencing the information that is available to raters when evaluating their performance.

Several impression management tactics have been identified and include tactics used to either repair a negative impression or to establish a positive identity. Kacmar and Carlson (1999) review the effectiveness of impression management tactics across several human resource situations. The same tactics may not be equally effective across different situations. For example, self-promotion appears effective in an interview context but is believed to lead to negative outcomes in performance evaluation. Nevertheless, there is evidence that individuals who engage in impression management tend to receive higher performance evaluations than those who avoid impression management (Wayne and Liden, 1995).

Job-focused impression management (Wayne and Ferris, 1990) refers to efforts aimed at self-enhancement by ensuring that the supervisor is aware of work accomplishments; supervisor impression management includes ingratiatory tactics such as complimenting supervisors. Gender dissimilarity and network centrality appear to strengthen the positive association between supervisor-focused impression management and performance appraisal (Barsness et al., 2005). That is, supervisor-focused impression management is
most likely to be successful when supervisor and subordinate gender differs and when the subordinate is strongly placed in a workplace network. On the other hand, gender dissimilarity between supervisors and subordinates strengthens the negative relationship between job-focused impression management and performance appraisal.

Rater perceptions of organizations Drawing on models and hypotheses presented by Murphy and Cleveland (1995), Tziner and his colleagues conducted a series of studies examining the relationships among perceptions of organizations, personnel systems and performance ratings (Tziner and Murphy, 1999; Tziner et al., 2001; Tziner et al., 1998). These studies suggest that rater attitudes toward organizations influence performance ratings. For example, raters who perceive a participative organizational climate and a more positive affective commitment to the organization tend to: (1) give higher ratings; (2) make smaller distinctions among the subordinates they evaluate; and (3) make stronger distinctions among the strengths and weaknesses of their subordinates. One implication of these findings is that the feedback subordinates receive may depend, in part, on whether or not the rater views the organization positively. Supervisors who are strongly invested in the organization and in the concept of participation may be more lenient and less discriminating. On the other hand, raters who are disengaged and authoritarian may be harsher and more judgmental.

Tziner and his colleagues suggest that more proximal attitudes (i.e. perceptions of human resource systems and of the performance appraisal process) have a stronger effect on performance evaluations. In particular, supervisors’ beliefs about the way performance evaluations are used in organizations (purpose of rating) and about the way their colleagues conduct performance appraisals (performance appraisal politics) seem particularly important. Supervisors who believe that performance evaluations will be used to make important decisions about their subordinates (e.g., raises, promotions) are likely to inflate ratings. Similarly, supervisors who believe their colleagues manipulate ratings to accomplish political ends (e.g. maintaining harmony in the work group, making the supervisor look good) are likely to inflate ratings. Again, these findings imply that the performance feedback one receives is the result not only of actual employee performance levels, but also of the supervisor’s confidence or lack of it, (e.g. trust) in other supervisors in the organization and of his or her perceptions of the links between performance ratings and values outcomes and rewards.

The supervisor’s trust in the PA process can also influence the ratee’s trust and acceptance of PA feedback. Supervisors who do not trust appraisal systems (because they believe that other supervisors manipulate ratings) are unlikely to give useful feedback, particularly to poor performers. Murphy and Cleveland (1995) suggest that these same poor performers are often least receptive to feedback. When supervisors and subordinates do not trust the appraisal system, it becomes very difficult to give and receive negative feedback. Murphy and Cleveland (1995) suggest that the tendency to avoid painful feedback will be especially strong when trust in the performance appraisal system is low.

There are several reasons to believe that trust in supervisors and in performance management systems is an important determinant of one’s willingness to accept performance feedback. First, there is evidence that trust in one’s supervisor directly affects perceptions of the fairness and accuracy of performance appraisals (Fulk et al., 1985). There is a clear tendency for individuals to discount negative feedback, and this tendency is likely to be
stronger when the source of the feedback is not trustworthy. Second, there is evidence that trust in the source of feedback affects one's willingness to make meaningful changes in behavior (London, 2003). If the supervisor is viewed as untrustworthy, it is likely that the advice he or she gives about improving performance will also be viewed as suspect.

Organizational and workplace characteristics
A number of contextual variables are thought to affect the feedback-seeking process. A sample of such context factors include supervisory support and politics, feedback in group settings, career transitions, decision standards, multisource feedback systems and feedback climate. Rosen et al. (2006) proposed a theoretical model of relationships between perceptions of organizational politics, morale and job performance that includes the construct of feedback environment, defined in terms of the value and usefulness of daily, informal feedback provision at the workplace (Steelman et al., 2004). Rosen et al. (2006) found that higher-quality feedback environments are related to reduced levels of perceived politics within the organization. When information is available to employees regarding what is appropriate behavior and performance in the workplace, there is a decline in organizational politics perceptions and also improved employee performance. Further, employees seek more feedback when both supervisors and peers are perceived as supportive.

Feedback seeking is also likely to occur in groups. Robinson and Weldon (1993) provide a theoretical perspective of this process, outlining potential motives that may drive feedback seeking in groups. Further, they describe how employee motives can affect the feedback-seeking process in terms of whether the feedback is at the individual or group level, whom to seek feedback from, and whether to seek feedback in private or in public. In one study on work groups, the tendency to seek and receive feedback depended on the overall performance level of the work group and not on differences in active or passive feedback-seeking behaviors (Wijngaard et al., 2000).

Feedback seeking is especially likely during career transitions. Career transitions are especially important times for both the organization and employee as they lay the foundation for how long an employee may stay with an organization. Callister et al. (1999) note that career transitions are times where employee feedback seeking is especially helpful in terms of obtaining role information about their new environment (Ashford and Black, 1996), in particular how well they are attaining objectives (Ashford, 1986). In a longitudinal study, Callister et al. (1999) found that employee observational monitoring for feedback from supervisors and peers was constant across time. Employees’ direct requests for feedback from supervisors also remained stable across time. However, direct requests for feedback from peers reduced across time. As employees’ role clarity increased, there was also a decline in direct requests for feedback from peers.

The decision or comparison standard used to evaluate an employee may also affect subsequent employee-helping behavior (Klein, 2003). Besides being more pleased with their performance, individuals who received positive feedback were more likely to provide helpful hints to another participant on a subsequent task. This relationship was strongest when the feedback provided compared the employee to that other participant or to an ‘average person’. The relationship was weaker when the comparison was made to an objective criterion or to the performance of a person other than the person receiving the help. Klein (2003) noted that, overall, individuals tend to be more responsive to feedback when the comparison is made to an average person.
Current research suggests that organizational contexts and workplace characteristics do affect the nature of feedback seeking in terms of how the feedback is sought as well as the frequency with which it is sought.

**Multi-source performance feedback systems** Traditionally, performance appraisals and feedback have followed a strict top–down model, in which supervisors evaluate their subordinates. Indeed, one of the defining features of a supervisory role is the power and the responsibility to evaluate the performance of one’s subordinates. However, it has long been recognized that there are many potential sources of performance evaluations and feedback (e.g. self-ratings, peer ratings, upward feedback), and it is quite likely that the source of feedback will influence the nature of that feedback and the willingness of recipients to act on it. The increasing use of multi-source feedback systems in organizations (Bracken et al., 2001) highlights the importance of considering both who evaluates one’s performance and how these evaluations are obtained and communicated.

There is a growing literature documenting the effects of multi-source feedback systems (Atwater and Brett, 2005; Atwater et al., 2002; Bailey and Fletcher, 2002; Funderburg and Levy, 1997). These systems are popular, well regarded by users and widely lauded in the business press, but it is still far from clear whether the use of multi-source feedback leads to better outcomes (e.g. performance improvements) than traditional top–down systems (Atwater et al., 2002; Smither et al., 2005a). It seems likely, however, that multi-source feedback systems do have potential to address many of the barriers to feedback giving and acceptance encountered in traditional top–down systems. In particular, a good multi-source feedback system might help address raters’ fear of negative consequences (especially if ratings are less positive than hoped), and ratees’ concerns about the credibility and bias of supervisory evaluations (Harris, 1994; Rutkowski and Steelman, 2005). Because ratings are usually collected from and aggregated across many individuals, the likelihood that any single individual can be blamed for a low evaluation, or that a negative evaluation can be written off on the basis that a particular supervisor is biased or unfair, is reduced. In theory, therefore, multi-source feedback systems should increase the rater’s willingness to give and the ratee’s willingness to receive and accept feedback.

The potential Achilles’ heel of multi-source systems is their potential for providing feedback that is inconsistent and unclear. Murphy et al. (2001a) argue that disagreement will often be the norm when performance is evaluated by multiple sources. For example, supervisors see different behaviors than are seen by peers, and are likely to evaluate them from a different frame of reference. Similarly, peers see different behaviors and evaluate them differently than subordinates (Murphy and Cleveland, 1995). Even if we focus solely on raters who are at a comparable level in the organization (e.g. ratings from multiple supervisors), it is likely that different individuals will, as a result of their position in the organization, work assignments etc., see different samples of behavior. Unfortunately, as Murphy et al. (2001a) note, inconsistency and disagreement often lead recipients to dismiss the feedback they receive, especially if it is negative.

**Feedback climate and environment** McDowall and Fletcher (2004) suggest that perceptions of fairness are associated with the perceived feedback climate. Leung et al. (2001) suggest that even when negative feedback is delivered, if it is done with a sense of interpersonal fairness there is greater acceptance of the feedback as well as more positive reactions towards
the supervisor and the organization. Interpersonal fairness entails an attentive, respectful and supportive attitude towards the recipient of such feedback. Leung et al. (2001) argue that fairness in interpersonal treatment softens the impact of negative feedback by lessening negative dispositional attributions made to the supervisor delivering the criticism as well as drawing forth positive attributions. As noted by Leung et al. (2001), when treated fairly, individuals make positive attributions and think that the person in authority has acted appropriately.

Apart from perceived fairness, trust is also an important aspect of the feedback climate and affects both raters as well as rates. Trust in the appraisal process has been conceptualized as the extent to which a rater thinks that appraisals are both fair and accurate (Bernardin and Orban, 1990). Raters who express less trust in the average supervisor tended to provide higher performance ratings. Employee trust in the source of feedback as well as perceived importance of feedback has also been found to partially mediate the influence of feedback on performance (Earley, 1986).

Research has also demonstrated the importance of trust in the ability of management and accountability via performance appraisal to be among the factors that are predictive of employee participation in behavior-based safety processes (DePasquale and Geller, 1999). Given the heavy reliance on technology in organizations today, the use of computers to gather, analyze and report on individual or group performance is not unusual. Even then, the perceived fairness of such monitoring is affected by feedback attributes. For example, there were higher levels of perceived fairness using such computer monitoring when constructive feedback was provided, rather than destructive feedback. At the same time, perceived fairness of computer monitoring was also higher when individuals had their feedback delivered face to face, rather than through a computer medium.

A recent conceptualization of the feedback climate has also looked at the feedback environment, that is, contextual features pertaining to supervisors and colleagues who are the source of feedback. Steelman et al. (2004) define the feedback environment as the contextual aspects of daily interactions pertaining to feedback between supervisors and subordinates. An environment conducive to feedback facilitates the communication and use of feedback, while an environment unfavorable to feedback limits the acceptance and use of feedback information. Specifically, seven dimensions have specifically been highlighted: source availability, source credibility, feedback delivery, feedback quality, diagnostic favorable feedback, diagnostic unfavorable feedback, and the extent to which feedback seeking is promoted (Steelman et al., 2004). Initial work on this construct has found that when employees are able to be informed about what is acceptable and deemed desirable in the office, political perceptions decline and work outcomes improve (Rosen et al., 2006). Higher-quality feedback environments are inversely associated with reduced perceptions of organizational politics.

Overall, fairness and trust are important across several contexts of feedback. Recent conceptualizations of climate issues include the feedback environment where contextual features pertaining to the daily interactions of supervisors and subordinates are emphasized.

**Practical alternatives to traditional performance appraisal and feedback**

There are many reasons why supervisors may be reluctant to give and subordinates may be reluctant to receive performance feedback, even when the feedback is positive. Are there reasonable alternatives to traditional performance appraisal and feedback systems
that might work better? We see two broad approaches that might improve matters. First, it might be possible to tweak current systems to make it easier to give and receive useful feedback (in line with former US President Clinton’s ‘mend it, don’t end it’ approach). For example, we might focus on giving people more detailed, objective feedback about their performance. Some performance appraisal problems can be traced to inconsistencies between the feedback that is given and the target’s subjective understanding and interpretation of that feedback (Moore and Kuol, 2005). Increasing the level of detail and the amount of relevant objective information in feedback might reduce these conflicts between the feedback the supervisor thinks he or she has given and the target’s interpretation of that feedback. Another possibility for reducing supervisor–subordinate differences in the interpretation of performance feedback would be to use frame of reference training, or some variation on this method, to provide a uniform perspective from which to view and interpret feedback (Sulsky et al., 2002). If supervisors and subordinates at least spoke a common language and knew what phrases such as ‘average performance’ or ‘acceptable performance’ actually meant, the potential value of performance feedback would probably increase.

Instead of changing the feedback or changing the sender and the recipient of the feedback, we might try changing the environment within which performance feedback is typically given and received. In particular, there is evidence that perceptions of the degree to which political factors affect performance appraisals influence the perceived value and trustworthiness of performance feedback (Rosen et al., 2006; Tziner et al., 1998). If we can make the rating environment less political (which can sometimes be accomplished by increasing everyone’s access to information), we might expect better, more useful feedback.

Murphy and Cleveland (1995) had a more radical suggestion – that organizations should consider doing away with performance appraisal and feedback systems altogether. There are sometimes compelling legal or administrative reasons for retaining performance appraisal systems, but it is often hard to point to concrete benefits to the organization, the raters or the ratees that come as a result of performance appraisal and feedback. We suspect that if more organizations took Murphy and Cleveland’s (1995) suggestion to compare the problems associated with performance appraisal and feedback systems with the benefits these systems provide, their assessments of pain versus gain would quickly lead to the abandonment of performance appraisal and feedback systems as we currently know them.

Suppose we dropped the sort of top–down system (or its 360-degree variant) currently used to provide performance feedback. What would we put in its place? One possibility is to put more emphasis on giving people the tools, the information and the motivation to realistically evaluate their own performance. Leadership in organizations too often takes the form of telling people what to do, but when leaders can establish relationships with their subordinates that allow them to serve as valued mentors rather than as judges and juries, the likelihood that subordinates will care about and realistically evaluate their own performance may increase. Self-evaluations are rarely trusted in organizations, but there is good reason to believe that changing the relationships between supervisors and subordinates could turn self-evaluations into a valuable tool. In most organizations, self-evaluations, if they are requested at all, are given in a context where employees are motivated to inflate their own ratings and where they expect that others’ evaluations will not be accurate or trustworthy.
Despite the many reasons for distrusting and avoiding performance feedback, there are many people who actively seek feedback about their performance (Anseel and Lievens, 2002; Ashford and Cummings, 1983, 1985). There are situations in which feedback is both sought and welcomed (e.g. safety-related feedback; Sasson and Austin, 2004). There are organizations in which performance appraisal and feedback systems seem to work well (Ash, 1994). As organizations move toward increasingly decentralized structures and approaches, one significant challenge will be to better equip individual employees to function without requiring detailed input from supervisors. It may be time to identify and develop possible substitutes for performance appraisal and feedback systems as currently used in organizations.
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My illness – a trigger for changes, obviously, in my personal life – also set in motion my thinking about the kinds of hidden forces that determine our well-being, even to the point of acquiring disease. And in particular, how the behavior in organizations and the people in them can affect the health of individuals. (Frost, 2003b: 2)

In memory of Professor Peter J.C. Frost
30 August 1939 – 18 October 2004

Introduction
The Chambers English Dictionary defines dysfunction as: ‘n. impairment or abnormality of the functioning of an organism’. To be a functional human being means that one can operate in one’s daily life in an ordered, structured, efficient, useful and practical way. The term dysfunctional, therefore, refers to an inability to consistently operate in ‘functional’ ways. Put simply, dysfunction implies that something is not working properly. Applying this logic to organizations, we can argue that workplace organizations are predicated on the assumption that everything is ‘working’ properly, or that there is a normal mode of functioning. Organizations, when they work well, are places where people come together to communicate and interact in order to achieve organizational objectives, achieve self-actualization, solve problems, provide goods and services, and generate and sustain organizational survival.

What happens when working well is results-oriented in such a way that notions of self-actualization are interpreted almost entirely in terms of the selves at the top of the organization’s hierarchy? What is, and is not, meant to be achieved or pursued organizationally is dictated, almost always, from the top down. To this end, only management and leadership get to define what ‘functional’ and ‘dysfunctional’ mean organizationally. What is deemed functional or dysfunctional is typically operationalized from very rational and dualistic assumptions. Against this rationalism we argue for a non-dualist interpretation of ‘dysfunction’. We believe that organizations can be both functional and dysfunctional simultaneously; that is, they may pursue functional objectives but in ways that are dysfunctional for the well-being of those who are charged with delivering this functionality. When the individual employee is faced with a tension between external, functional and rational constraints and they experience these constraints as personally dysfunctional, we argue that the emotional life of the person becomes the conduit through which tensions are displayed and sometimes resolved. Thus the coexistence of functionality and dysfunctionality can be best explained through the expression of emotions in the workplace.

Using rich ethnographic research, we investigate the relationships and functioning of staff within a leading neo-natal intensive care unit (NICU). Specifically, we explore how
nursing staff operate and make sense of the functional and dysfunctional aspects of their work through their emotions. We chose the NICU because we knew that it is a highly emotionally charged workplace context, where matters of life and death dominate everyday working lives. Drawing upon positive psychology, especially the late Professor Peter Frost’s work on toxic emotions, we show how dysfunctional workplaces are typified by divergence in emotions felt towards one’s workplace, co-workers and management. We then discuss these findings with specific reference to understanding and managing workplace dysfunctions.

Setting the scene

Hospitals are extraordinary spaces in which rich tapestries of everyday life – and death – unfold, as life starts for some and ends for others, as people struggle with all kinds of illnesses, as families and friends rejoice and grieve. Yet, between the spaces of all the stories that comprise this rich tapestry, people do their jobs. It takes a massive division of labour and knowledge to maintain the everyday life of an organization as complex as a major hospital. Indeed, few organizations concentrated on one site are as complex, and almost none, if any, are as emotionally charged. Even universities, equally professionalized and divided, only have to contend with success and failure in several of life’s small tournaments, not the success and failure of living itself.

Within the extraordinariness of life and death, seemingly mundane acts of organizing, managing and working continue. Cleaners clean, nurses nurse, administrators administer and doctors prescribe. Hospitals are ideal contexts within which to study many of the issues raised within the chapters of this book. Hospitals are emotionally laden spaces in which the functionality of the patients’ well-being is predominant. We enter this functional – and emotional – space where one of its most vulnerable and joyful rituals occurs: birth and its immediate aftermath. Specifically, we examine a neo-natal intensive care unit in which are placed new-born babies with life-threatening complications. In this chapter, however, we are not concentrating on these tiny patients but on those people that work and manage in the unit.

The neo-natal intensive care unit (NICU) not only looks after critically ill babies but also attends to the emotional well-being of the babies’ parents. Primarily, the responsibility for critical care and parent interaction falls on nurses, who also have the additional role of coaching the new parents and other family members in caring for the new baby and integrating it back into the family. A key component of a nurse’s work is being able to cope with the emotions of the baby’s family members, who are often highly emotional. It is a context in which, after the joy of birth, there is sometimes the grief of death, of a little life stilled before it has barely begun. The babies’ illnesses and conditions are serious; otherwise they would not be in NICU, and, thus, deaths are inevitable. Subsequently, nurses must cope personally with these deaths after having been primary care givers for these babies. At the same time they are also expected to assist the family in coping emotionally and mentally.

Nursing anywhere is a stressful, complex and emotionally charged profession (Boyle and Healy, 2003). Nurses in health care systems that are subject to frequent reorganization and change, often as a result of political pressures outside of their everyday work, face the additional stresses of not merely the job but also the changing context in which it can be done. The New South Wales health system has consistently been the focus of
print and television media attention that is highly politically charged. In part this is because of the fact that while health care is a state responsibility, the funding that sustains it is derived from the federal tier of government. Shortcomings that are exposed by media attention can always be blamed by one tier of government on the inadequacies of the other tier. Recent causes célèbres have included a focus on nurse ‘whistleblowers’ exposing alleged medical and hospital managerial incompetence, the pervasiveness of nursing shortages, health system mismanagement, insufficient beds creating long queues for surgery, problems of death due to hospital negligence, and many other undesirable outcomes.

Still, the everyday life of the hospital must go on. Added to the political pressures, nursing is a profession involving high levels of emotional investment and labour, as nurses deal with illness and death almost daily. Nursing has been a growing area of management research and theory (Diers, 2004), in part because of its relatively recent incorporation as a discipline in universities. Because of this, careers are developing that are premised on the social scientific research into nursing. Such research shows that organizational responses to conflictual and contentious public issues increasingly create highly stressful, unproductive and unsustainable working environments, in which nursing managers seek proactively to support nurses in their coping with these work stressors so that they remain in the nursing profession in the long term (Cohen-Katz et al., 2004). We believe such observations make nursing and hospitals ideal contexts within which the discipline of positive psychology can provide insight into how such emotionally charged professions and organizations function.

The positive psychology of emotional labour

Nursing as emotional labour

For over a decade there has been a growing interest in how one can best manage staff working in roles that are emotionally demanding – which has been commonly labelled as emotional labour. Ashforth (1993: 1) defines emotional labour as

the display of expected emotions by service agents during service encounters. It is performed through surface acting, deep acting, or the expression of genuine emotion. Emotional labour may facilitate task effectiveness and self-expression, but it also may . . . trigger emotive dissonance and self-alienation.

Much of the work on emotional labour focuses on service industries, such as customer service officers, call centres and so on (Higgs, 2004). Nursing as a profession is commonly referred to as emotional labour and involves two aspects: the care of the sick and tending to the entire environment within which such care happens (Diers, 2004). Nursing in a neonatal intensive care unit is doubly emotionally charged, given nurses deal with illness and death, as well as the emotions of parents and carers, on a daily basis. In other words, these NICU nurses are required to perform emotional work within a context that is itself deeply embedded emotionally (Boyle and Healy, 2003).

The emotional context within which nurses work is compounded by changes such as the recent restructuring of the healthcare industry to meet the growing needs of the public; the increasing politicization of healthcare; calls for increases in numbers of foreign nurses to address staff shortage; and growing public discontent with the health system and an associated increase in media interest. Anecdotally one would assume that working
under such conditions would be highly stressful, uncertain and complex (Zapf et al., 1999: 372).

The New South Wales health system has seen a trend towards hospitals being run more like a profit-and-loss making business, where managerial skills are now centred on allocating budgets, on strategically rational planning and managing of resources based on quantitative outcomes. Any management that is oriented to the numbers, to quantitative performance indicators, runs the risk of neglecting that which is being managed in favour of that which is being reported against. Realizing this, positive organizational scholarship suggests that in order to ensure the health and longevity of a productive workforce, there needs to be a shift in management and organizational practices towards developing positive psychological strengths, such as optimism, hope and resilience (Seligman and Csikszentmihalyi, 2000; Luthans, 2002a, 2002b; Weick, 2003; Clair and Dufresne, 2004; Snyder and Lopez, 2007). By respecting meaningful aspects of people’s lives, managers can nurture in employees a more positive connection to their organization. In doing so, they help employees develop a stronger sense of purpose in work than when they are treated merely in terms of their achievement of targets.

There is a further important point that emerges from the positive organization scholarship literature. Sometimes, the organizations in which we work and the things that we are required to do in them can be deeply disturbing; they can, literally, cause us pain. In this spirit, Peter Frost (2003b) suggests that managers should recognize that emotional pain is an inevitable and sometimes necessary part of working life. However, a key to building sustainable workplace practices as well as a ‘happy’ workforce is to ‘handle’ this pain in ways that result in growth, learning and increased organizational identity for employees. Moreover, he suggests that handling pain is a major responsibility of managers. He presents a model that identifies seven causes of organizational pain so that managers can use this understanding to address pain within their organizations (albeit that the model has not been subjected to much empirical validation). While Frost acknowledges that negative consequences result from the seven causes of pain, he does not identify the specific consequences of each cause. Consequently, management have at times ignored the centrality of the issues that unavoidably arise when those people whom they supervise are in pain. Left unresolved, with management focused on metaphorical and quantitative bottom lines, the culmination of leaving such issues unaddressed and unresolved is that job dissatisfaction, turnover and industrial actions can escalate, and morale sinks (Chan, 2001).

Nurses are particularly vulnerable to such stresses. Nursing has changed greatly in a relatively short time; nurses now have far more managerial responsibility than they did a few years ago, when their job was premised more on on-the-job training and workplace knowledge (Clegg and Chua, 1989, 1990). As nurses have become better educated, their ability to contribute to patient diagnosis and care has grown, as have the expectations and demands put upon them by management. It is no surprise that the emotional demands on nursing staff often prove to be overwhelming (Diers, 2004). Indeed, research has highlighted the adverse effects of unmanaged emotional stress on health workers who are no longer able to manage their emotions adequately while interacting with others. The main affect is ‘burnout’, which includes emotional exhaustion, alienation and reduced motivation to accomplish tasks (Zapf et al., 1999). Since nurses confront emotional stress as part of their daily work, they are especially prone to manifesting symptoms of burnout. The
outcomes of emotional stressors in nursing can even manifest themselves as crisis situations, such as patient death or serious errors in judgement (Kohn and Henderson, 2002). Nursing managers need to develop managerial competencies to help their nurses, as long-term patient carers who deal regularly with traumatic events, to maintain effective functioning (Cohen-Katz et al., 2004).

Being surrounded by traumatic events, nurses are particularly prone to negative psychological states. Nursing managers need to guide nurses towards focusing purposefully on positive psychological states if they are to counteract negativity. That emotionally charged workplaces need not necessarily be seen as having negative psychological and emotional consequences is one of the tenets of positive psychology (PP). Research by Clair and Dufresne (2004) has found that constructive outcomes can result from environments typified by challenging events, such as those that nurses deal with every day. These outcomes include: greater feelings of organizational identity; heightened insight and awareness of the organization’s vulnerabilities; greater insight into addressing issues relevant to leadership of the team; and an enhanced sense of emotional, spiritual and existential aspects of organizational life. How leaders manage, develop and mentor people during emotionally demanding contexts is the key to whether subjectively negative events can have positive outcomes (Dunphy and Pitsis, 2003; Frost, 2003b; Pitsis and Clegg, 2007). Thus a better understanding of the possible effects of traumatic workplace events, and the role managers play in such events, is required if managers are to foster the experience of positive outcomes for their employees, themselves and their organizations.

The tradition of positive psychological research
Positive organizational behaviour (POB) applies the principles of PP directly to management practice. The growing interest in positive psychology is associated with the special issue of the American Psychologist (2000) edited by Martin Seligman and Mihaly Csikszentmihalyi. The key feature of positive psychology is the argument that psychology should refocus on its original mission: investigating how one can achieve and live a psychologically healthy life. Seligman and Csikszentmihalyi (2000) argue that originally psychology concentrated on positive aspects, such as strength of character, happiness and optimism, virtues, resiliency and other related areas. However, mainstream psychology shifted focus to investigating psychological maladjustment, deviance and abnormality. In short, psychology moved away from investigating what makes people happy towards what makes them sad. Seligman and other positive psychologists believe a more successful approach seeks systematically to build competencies, rather than correcting weaknesses. Therefore, positive psychology is the development of the science of human strength (Seligman and Csikszentmihalyi, 2000; Snyder and Lopez, 2007). There are several human strengths that shield people from mental illness; examples include courage, future-mindedness, optimism, interpersonal skill, faith, work ethic, hope, honesty and perseverance.

As a division of PP, positive organizational behaviour (POB) is the study and application of positively oriented human resource strengths and psychological capacities that can be effectively managed for performance improvement in the workplace (Luthans, 2002a). POB recognizes that in order to apply human strengths consistently and effectively, managers need to have a systematic and proactive attitude to incorporating them in both daily interactions and long-term planning with employees. Founders of POB believe that
focusing on positive attributes of our lives can lead to enhanced psychological health, which, in turn, can have benefits for the organization’s performance. POB argues that successful organizational leadership is achieved by: focusing on enhancing what is being done well while things are going well; working to enhance, improve and transfer those strengths to those areas of potential weakness; and always being mindful of what is working when it is working (Gollan, 2000; Seligman and Csikszentmihalyi, 2000; Luthans, 2002b). The field of POB applies a theory- and research-driven perspective to management practice: understanding and application of those factors that allow individuals, groups, organizations and communities to thrive and prosper (Luthans, 2002a, 2002b; Weick, 2003; Clair and Dufresne, 2004). Its mission is to educate managers on how to nurture both themselves and employees so that, as a team, they are well equipped in both physical- and knowledge-based resources, as well as emotional strength, organizational loyalty and the determination to work through adverse occurrences.

POB suggests that nurturing employee loyalty and commitment is achieved by building positive social, human and psychological capital within the organization (Luthans, 2002b; Bagozzi, 2003; Fredrickson, 2003). In other words, by placing a greater emphasis on the more meaningful aspects of employees’ lives, such as family, or connection to nature, managers can nurture a more positive connection in employees to their organization and also develop in them a stronger sense of purpose with their work. Luthans and Youssef (2004) have added another component to leadership termed positive psychological capital management. The role of psychological capital management is to develop and enhance employees’ psychological strengths such as hope, optimism, self-efficacy and resiliency, achieved by acknowledging the life experiences that everyone brings to the workplace as well as the ways in which the current workplace events shape an employee’s confidence, hope, resiliency and optimism. Organizations that make opportunities to build and strengthen human capital, by understanding that their employees are malleable and flexible to positive change and renewal, are said to be acting in socially sustainable ways (Dunphy and Pitsis, 2003; Luthans and Youssef, 2004; Clegg et al., 2005: 254–7). A sustainable, productive and fulfilling working life, therefore, is seen as a hallmark of POB, and for these reasons it can have a significant impact upon the profession of nursing (Shirey, 2006).

Positive psychology and workplace sustainability

A key concern for POB scholars is how the majority of interactions between co-workers and managers can be made positive and uplifting (Dutton and Heaphy, 2003; Luthans and Avolio, 2003). The concept of sustainability has been used to characterize such positive relationships (Gladwin and Kennelly, 1995; Dunphy and Benveniste, 2000), which Dunphy and Benveniste (2000: 9) define as ‘development that meets the needs of the present without compromising the ability of future generations to meet their own needs’. While the concept of sustainability has been widely applied, used in the human context it refers to the building of human capability and skills for high-level organizational performance that, either directly or indirectly, benefits community well-being (Dunphy and Benveniste, 2000). One should not be surprised to find that although management places strong emphasis on providing satisfactory remuneration, training opportunities and working conditions, people are still unhappy in their workplace (Dunphy and Benveniste, 2000; Goleman, 2003; Bolman and Deal, 2003). The stress on developing sustainable
human resource relations is less concerned with exploiting people as resources and more with reorienting to a primary emphasis on shared humanity that focuses on the emotional and psychological needs, potential and aspirations of employees.

Luthans and Youseff (2004) illustrate that employees draw strength, creativity and inspiration from multiple sources, as well as their place of employment. However, in organizations, a lack of importance is often accorded to individual and community values in preference to those directly related to monetary wealth (Bolman and Deal, 2003; Neal et al., 1999; Dunphy and Pitsis, 2003). Corporate cultures are created that leave employees feeling isolated and dispirited, leading to high absenteeism, burnout, political manipulation, padding of budgets and turnover as well as low staff morale and a general distrust of management (Cavanagh, 1999; Garcia-Zamor, 2003). Issues pertaining to human relationships at work need to be restored to the agenda to counter these adverse tendencies (Cameron et al., 2003).

POB, as a division of PP, is not without its critics: one major criticism is that it promotes research abandoning a focus on failure, to focus entirely instead on the positive. Success and failure are subjectively interdependent, as Lazarus (2003) argues, such that the processes of coping and improvement cannot be understood adequately without addressing both facilitative and restrictive factors in coping and improvement. For Lazarus, focusing on the positive over the negative makes little sense. Given that experience is highly subjective, what is positive for one person might be negative for another. Similar arguments are made about the term ‘positive’, and this criticism has been applied equally to positive psychology and its underlings, positive organizational scholarship and positive organizational behaviour. ‘Positive’ as a word has strong symbolic connotations and meanings attached to it. How society comes to understand and define terms such as positive is socially constructed and experienced (Fineman, 2006; Pitsis, 2007). The term has moral and ethical underpinnings because a positive term will be experienced differently by different societies, groups and individuals.

In our view, the former criticism is not as valid as the latter because the main proponents of PP, POS and POB have never sought to deny the importance, affect and force of the negative upon people, organizations and communities. Indeed, PP is often the study of how people cope and thrive after ‘negative’ events in their lives, and how they can facilitate growth and healing through the practice of compassion during times of stressful events (see, for example, Kanov et al., 2004). Where a real issue does exist, however, is in the use of the term positive by PP scholars, and the seeming lack of acceptance that how the term is used and defined is highly intersubjective – or socially sensed – and therefore biased towards the person(s) defining and conceptualizing it as a dependent variable upon which to conduct research. For example, there is still no common agreement as to what happiness means. How does the happiness a person feels when her child is born, even though she forwent her chance of successful professional career, differ from the happiness she feels when she gets a promotion at work, even though she sacrificed having children. Clearly, the answer to both cases will be value laden.

For such reasons, one of the most intellectually appealing approaches for explaining how managers can foster a positive and sustainable workplace in highly emotional conditions was that offered by Peter Frost. Frost covertly addressed the criticism of POB by examining the sources of negativity in organizations to understand how these could be managed to realize positive outcomes for both employees and organizations. Frost’s
(2003b) work on toxic emotion integrates a concern with highly emotional conditions caused either by events or people, especially managers; he directly applied the principles of positive organizational behaviour to such situations, focusing directly on the conditions that foster sustainable social and psychological capital at work.

**Frost’s toxicity and sustainability**

Frost (2003a, 2003b) acknowledges the emotional effects of work life on employees and asserts that psychological capital and emotional capital are intertwined in the concepts of hope, optimism, self-efficacy and resiliency. For example, in discussing the notion of resiliency, Frost explains that the extent to which members feel connected to their organization is the key. Hence the achievement of resiliency and the other POB concepts need to be created and nurtured on both a psychological and emotional level.

For Frost (2003a, 2003b), leaders by their very nature will inevitably cause emotional pain. Thus it is not the avoidance of pain, but rather how pain is managed that determines the strength and sustainability of an organization’s workforce. Frost notes that in most companies it is not the manager that plays this role, but rather another employee with whom other employees feel comfortable and safe. However, if there is not an open forum for communication with the manager, then the problems that become identified are most likely to remain unresolved, and become exacerbated over time. Moreover, toxicity is contagious, so when employees choose to vent their pain to other employees, the toxicity spreads among employees with devastating results (Barsade, 2003).

We argue that there is a need for organizational leaders proactively to handle pain. Often it can be a manager’s job to cause pain for their employees. Asking an employee to work harder or work in a new situation or with new people can sometimes be a source of anxiety, fear and doubt. These directives need not remain a source of negativity if they are managed appropriately. Implicit in being a manager is the role of providing support and guidance to employees in such situations. By helping employees learn how to manage such potentially toxic-emotion-causing situations, managers can yield positive outcomes for individuals, teams and the organization.

Enter Toxic Emotions at Work

In his book, *Toxic Emotions at Work*, Frost (2003b) discusses the inevitability of emotional pain within organizations. In fact, it is often the job of a manager to create pain by pushing employees outside of their comfort zone. Leaders who are responsive to the pain that they create or encounter in the workplace are better able to develop and sustain the loyalty of those they lead. According to Frost (2003b), if left alone or managed poorly, pain can become toxic and have detrimental effects on organizational efficiency and sustainability. Emotions that are toxic are negative: fear, anger, betrayal and stress are the most usual, counteracting and interfering with the development of hope, optimism, resiliency and self-confidence. Toxicity occurs systematically in organizations for many reasons, such as company restructures, demanding bosses and clients, as well as retrenchments, for instance. In his book, *Toxic Emotions at Work*, Frost (2003b) identifies seven sources of toxicity within organizations termed the ‘seven deadly INs’: intention, incompetence, infidelity, insensitivity, intrusion, institutional forces and inevitability. Frost focuses on managerial behaviour that results in creating each of the ‘seven deadly INs’. Each of these INs will be discussed in what follows.
Intention refers to those managers who purposely or maliciously create pain in others. Behaviour consistent with ‘intention’ may be exhibited in various ways such as the use of derogatory names or threats, explosive outbursts, public ridicule, or withholding information (Zellars et al., 2002). There is increasing literature that suggests that employees who report being mistreated also report greater job and life dissatisfaction, have greater incidence of intentions to quit their jobs, display role conflict and psychological distress, than those who have not been treated in this way (Zellars et al., 2002). There are various reasons for such abuse in the workplace, including managers’ psychological need to control others, personal prejudices, or a mistaken belief that fear motivates people. ‘Intention’ can have serious ramifications for employees, such as reduced self-confidence, as well as increased fear, anger, resentment and mistrust towards the perpetrator. In turn, these emotional responses affect worker performance levels, morale and organizational loyalty.

Incompetence refers to those managers who gain their position due to technical expertise rather than an ability to work with people. Many managers lack people skills and adequate management training on how to create productive relationships with staff. The Karpin Report demonstrated that Australian managers were strong in operational and technical skills, but weak in relationship-building skills:

The Report found that in general, while Australian managers have acknowledged strengths, they also have distinct weaknesses, and that these tend to cluster in those areas which are most critical for the successful manager and business profile for the 21st century. These areas include leadership including teamwork and empowerment, people skills including management of a diverse workforce, strategic skills, a learning focus, and international orientation. In short, Australian managers have strong functional skills (business efficiency and technical skills) but lack cross-functional, strategic and corporate skills. They have depth but lack breadth. (Australian Local Government Information Service, 27/11/04: 1)

In today’s ‘corporate’ health system, managers’ performance tends to be measured on a cost-efficiency basis. Managers often are not monitored on non-cost areas, such as their ability to foster and nurture relationships at work. Thus one should be cautious in labelling managers as incompetent when they display characteristics that might be perceived as incompetent in terms of managing people, given that their organizations do not expect them to perform in such non-cost areas. Management incompetence manifests itself in various ways, such as indecisiveness and overcontrolling behaviour or an over-riding concern for production and efficiency at the expense of people. Frost’s (2003b) concept of ‘incompetence’ has parallels with behavioural-based theories of leadership, such as the difference between transactional and transformational leadership. Transactional leaders are task-focused and perform well in areas such as budgeting and scheduling, but lack proficiency in people management skills, such as motivating, encouraging confidence, and building effective social relationships (Clegg et al., 2005). POB argues that it is the people management and social networking skills that distinguish outstanding leaders from effective leaders (Luthans, 1988, 2002b).

Infidelity is the betrayal of an employee’s trust by a manager. Trust acts as a bonding agent between organizational members and can eliminate the barriers that hinder long-term relationships, open communication, knowledge sharing and continuous feedback, which can facilitate creativity, efficiency and improvement (Luthans and Youssef, 2004).
Therefore it is an essential component in creating and nurturing the psychological and emotional commitment of employees towards their employer (Atkinson, 2004; Gillespie and Mann, 2004). POB literature highlights the importance of establishing and strengthening the employee’s psychological contract with both managers and organization.

According to Robinson and Rousseau (1994), a psychological contract is defined as one’s own belief in the reciprocal nature of the exchange relationship between oneself and a third party, based on the promises made or implied in their interactions. Much of Rousseau’s work has shown that once a psychological contract is broken, re-building the relationship is extremely difficult. (Pitsis et al., 2004: 58)

Frost’s examples of ‘infidelity’ include cases where an employee confides in a manager about a co-worker and the manager discusses this with someone else; when a manager deliberately misleads an employee to believe that s/he will be promoted and then gives the promotion to someone else, or where managers take credit for the ideas of their employees. Betrayal results in long-term mistrust, bitterness and fear within the manager–employee relationship (Frost, 2003b).

*Innsensitivity* is a source of toxicity that stems from those individuals who are emotionally unintelligent; they are unable to gauge the emotional impact of their own actions on others. Emotional intelligence comprises personal and social competence. Personal competence refers to an individual’s ability to understand their own feelings – or their self-awareness – and their ability to manage those feelings effectively – their self-management (Luthans, 2002b; Goleman, 2004; Lubit, 2004). Social competence refers to the capacity to understand what others feel and then respond accordingly (Luthans, 2002b; Goleman, 2004; Lubit, 2004). Individuals who lack one or both of these competencies behave in ways that insult and hurt those around them. In particular, managers who display ‘insensitivity’ can make decisions or behave in ways that devalue others or that lack empathy and as such are counterproductive to the development of positive psychological and emotional capital (Luthans, 2002b; Luthans and Avolio, 2003; Lubit, 2004).

*Intrusiveness* can be described as the downside of charismatic leadership. According to Frost, charismatic leaders are able to inspire others towards organizational goals but also use that charisma to manipulate them into working longer hours and taking on more than reasonable workloads. Often these leaders use their relationships with other employees to create ‘guilt’ or ‘fear’ that has them working beyond agreed-upon hours (Frost, 2003b). ‘Intrusiveness’ abuses the goodwill between manager and employee; employees, in their eagerness to please their charismatic boss, may allow themselves to be persuaded to behave in ways that they would not normally.

*Institutional* forces refer to company rules, policies and procedures that employees must adhere to. Rules govern conditions of work and specify standard processes for carrying out tasks. Their purpose is to provide a standardized approach that ensures similar situations are dealt with consistently across the organization (Bolman and Deal, 2003). Toxicity can arise when employees do not agree with company rules or protocol. Being forced to comply with rules can cause negative emotions such as resentment, and can influence employees’ attitude towards their work and the company. Another aspect of ‘institutional’ toxicity occurs when there are discrepancies between a stated company policy and what actually happens. In such situations employees can feel demoralized and lose faith in management and trust in their company (Frost, 2003b).
Inevitability refers to trauma resulting from situations such as unexpected downsizing or externally caused situations, such as fires, earthquakes, terrorist attacks and so on. For the nursing profession, especially nurses in the NICU, ‘inevitability’ comes in the form of sick and dying babies and the emotional pain of their parent and families. As this is a daily inevitability of NICU, managing the emotional trauma from such events is crucial to maintaining the emotional and psychological health and well-being of the nurses to ensure they are willing and able to work in the NICU over the long term.

Methodological approach: ethnographic case study
Frost (2003b) identified seven potential sources of toxicity within organizations that can be manifested in various ways detrimental to employees, on a personal and organizational level. Although Frost’s ‘toxic emotions’ have great intellectual appeal, there is little research that applies such concepts empirically. Therefore this study will investigate how and if these sources of toxicity are manifest within the NICU of a children’s hospital. Frost explains that there are negative consequences of toxic emotions at work that affect organizations, managers and employees. Applying Frost’s model to investigate the nurses’ situation at NICU is particularly relevant, given that the nurses claim to be satisfied with their pay, training opportunities and job tasks, but still report unhappiness at work and serious thoughts about leaving their workplace. Managing a sustainable workforce has to be built on the basis of an understanding of how toxic tendencies are, and are not, managed.

Nursing occurs under conditions of high emotionality, generally, and this point, along with the nature of the research aims, strongly influenced the choice of methodology. The NICU is a particularly emotional context that provides a unique and ethnographically rich context in which to investigate workplace emotionality. The research takes an exploratory approach, allowing the nurses to tell their own story, thereby providing a socially constructed description of emotions at work (Strauss and Corbin, 1998). As such, we contribute an understanding of how managers can foster a positive and fulfilling working relationship with, and for, nurses working under conditions of high emotionality.

An ethnographic approach enables the researcher to gather data that are rich in description and go beyond surface-level understanding by allowing the research subjects to tell their own story (Schneider et al., 2002). A case study is an empirical enquiry that investigates a contemporary phenomenon within its real-life context, especially when the boundaries between phenomenon and context are not clearly evident (Yin, 2003). Ethnography allows the in-depth study of a phenomenon within its cultural context. In the tradition of ethnography, we used semi-structured interviews that rely on the researcher establishing strong rapport with research subjects. The questions were theoretically informed by the positive psychology approaches expounded by Peter Frost and other theorists to help guide the recognition of emerging themes (Muecke, 1994). As Eisenhardt (1989) suggests, a priori concepts can help researchers focus the research process.

Data collection: embracing the NICU culture
One researcher spent several hours within the NICU simply observing and talking with the nurses about their jobs and explaining the themes for our research. The time spent in the ward provided insight into the interactions between the nurses, managers, patients and their families, allowing us to understand those topics requiring sensitivity when engaging in talk about the occurrence of specific events, such as the death of babies.
The role of the interviewer was to introduce topics for discussion and then let the interviewees proffer their opinions and tell their story (Kvale, 1996; Collis and Hussey, 2003). Instead of seeking a breadth of understanding by interviewing a representative sample of NICU nurses, we chose to focus on depth (Pratt and Rosa, 2003). Of the 60 NICU nursing staff, 17 volunteered to participate, including the nursing unit manager and 16 nurses. All volunteers were female, and 11 were senior nursing staff (six or more years at NICU), while five were junior nurses. Deep conversations, for thick descriptions, were developed with this sample (Geertz, 1973).

Analysis
Each answer was deconstructed into those individual concepts that represented a specific phenomenon. Each phenomenon was labelled, comparing each emergent concept from the totality of the transcripts, so that similar phenomena were given the same name. Phenomena with similar labels were then grouped into categories that captured emerging themes of toxicity. The consequences ascribed to each issue by the interviewees were also analysed and coded, using the same open coding process. Finally, these themes and issues were examined for patterns or commonalities.

Results: emergent themes
Analysis of the data highlighted two emergent themes relative to the NICU. One emergent theme centred on issues of emotionality. Under this theme are categorized issues of inter- and intrapersonal emotionality because they involve aspects of emotional responses directly caused by person-to-person interactions (inter-) or responses emerging from one’s own internalized thinking or feelings (intra-). These include the inability to manage one’s own emotions, ignorance about staff’s emotions, and emotional bullying. The second theme centred on issues emerging from the tasks, roles and responsibilities of working in the NICU. So, broadly speaking, the first set of issues relates to people interacting with others while the second relates to people interacting with their work, its rules, systems and policies. Moreover, as indicated in the methodology, for each of the emergent issues, the specific consequences resulting from the causes of toxicity were also analysed.

Theme: inter- and intrapersonal emotionality

Emotional management
Emotional management refers to the nurses’ perception that their manager allowed her mood to determine the nature of their interactions. The majority of nurses interviewed (12 out of 16) reported that interactions between themselves and management were mediated by the nursing unit manager’s (NUM) mood at the time. For example: ‘when she’s in a good mood, she’s very helpful. Certainly with problems, she’s very helpful, but depending on her mood, you can really get a slap in the face’ (nurse 1). Similarly, ‘I mean my NUM isn’t approachable . . . She needs to not be judgmental and not so abrupt. She needs to take the time to listen to you and not say “I haven’t got time, just email me” . . . She needs to not dismiss you from the start . . . it depends what sort of mood she is in’ (Nurse 2). Another 10 nurses had similar views, making mood a dominant and important issue.

Indeed, the NUM herself acknowledged both that she allowed her personal emotions to have an impact on how she interacted with the nurses and that her behaviour lacked
consistency: ‘with me, it depends on what sort of mood I’m in . . . Because if I’m pee’d off with them, then they’ll be a bit anxious about who I am actually angry with and what I’m going to say. But if I’m travelling ok then the ward travels ok.’

Consequences of emotional management
Given that the majority of nurses mentioned the moodiness of the manager as a source of negativity in the NICU, and that the manager also recognized it as a problem, it is important to highlight what are the consequences of such behaviours. The manager was reported as being unapproachable, with nurses feeling nervous, stressed and afraid to voice opinions in her presence. Such behaviour was regarded by the nurses as unprofessional and created a gap between them and management. A few nurses stated that they had considered leaving the NICU, mentioning that they thought the NUM should be held accountable for her behaviour through the hospital’s formal appraisal system, so that she would be motivated to change this aspect of her management style. In order to cope with the manager’s behaviour, some nurses reported that they tried to avoid face-to-face interactions by avoiding her when they saw her in the ward, using email to communicate, or trying not to work during the same shifts as the NUM. Overall the nurses consistently stated that the NUM’s mood directly shaped the atmosphere on the ward and the quality of their working day, exemplified by the following quotes:

I try not to work weekdays. I was thinking about becoming full time, but then I knew I would have to work weekdays . . . and I don’t want to. Other people have thought about quitting. I know someone else is thinking of going part time so she doesn’t have to work as many weekdays to have that much involvement with her [NUM] . . . (Nurse 7)

I don’t want to tell her something or I delay telling her something ‘cause I don’t feel like getting a negative response when I’m trying to deal with the day to day activity and keep in a positive frame of mind. (Nurse 12)

I think people tend to be wary of the particular ward manager who is very up and down as far as emotional stability . . . Because you’re not sure how what you say to this person is going to be received, you tend to either not go there or be walking on egg shells a little bit . . . and that’s fairly universal. (Nurse 1)

Emotional ignorance
Nurses reported that management, when responding to a situation or making decisions, was often inconsiderate towards their feelings: whether the working climate was ‘comfortable’ or ‘uncomfortable’ was based upon the manager’s mood on a given day. The emotionally ignorant manager does not care or try to regulate her behaviour and intentionally ignores staff’s feelings and concerns.

Examples of emotional ignorance included:

- Management not standing by the nurses when parents challenged nurses’ decisions: ‘The thing is now it’s set up as “us” vs. “them” and we’re always at fault. No matter what happens nurses are always at fault. If something goes wrong it’s automatically our fault’ (Nurse 6).
- Management being more concerned with providing counselling for the families in the ward after a baby’s death but not acknowledging that the nurses were also grieving, and expecting them to carry on as if nothing occurred: ‘I think if they had more
counselling for staff with death it would be good. They [only] address how the parents, who are around when the baby died, were feeling . . . not the staff’ (Nurse 11).

- Lack of appreciation and acknowledgement by immediate and general management: ‘You work your hardest. I have missed meals, gone home late so many times and never asked for a cent in return and if you leave half an hour early one day, you’re docked. That’s not respect. We often give a lot more than we get in return and it’s that simple exchange for management to realize that “I know you people work hard, so half an hour is not a big deal.” . . . Simple examples like that’ (Nurse 6).

Consequences of emotional ignorance
A recurring theme from the nurses was that their feelings and needs seemed to go unacknowledged by management on significant occasions. The nurses reported that they felt that they were shown disrespect, that they were unsupported and taken for granted by management. They also stated that this made them feel angry and hurt:

The fact was that management had taken the side of the parents without saying that this person has worked for you for a number of years and you haven’t had a complaint before . . . so why all of a sudden are they complaining? Don’t just automatically blame the nurse. If you’ve been working for a number of years you expect not to be automatically blamed. It really irritates me. That’s not respect. (Nurse 6)

It made me feel that they thought more about the parents than the actual staff and didn’t really care about your needs. (Nurse 11)

Emotional bullying
The majority (14 out 16) of the nurses reported either observing, or being involved in, incidents where they perceived the NICU management to be forceful, threatening, unfair and callous. For example:

One of the girls recently broke her arm . . . the NUM made her feel so bad for not coming to work and said to her ‘why can’t you come to work? Why can’t you come to work?’ . . . she needed staff that badly, that she actually made her cry on the telephone, making her feel so bad that she had broken her arm . . . it’s just the way she goes about things. (Nurse 7)

the hierarchy or the head honcho’s don’t have families. They have no understanding of what they expect of us to come in on our off days. And we’re tight for staff at the moment. I think they expect more than just our general work . . . So I’ve been abused because I haven’t come in on the extra days when they’ve rung me. It really doesn’t matter what’s going on in your life . . . and I’ve been told that. (Nurse 2)

That criticism was offered in a way that wasn’t necessarily constructive or it occurred in an environment which wasn’t appropriate; maybe in front of a family . . . and physically, she’s quite intimidating and she has a loud voice etc. (Nurse 4)

Consequences of emotional bullying
When management was aggressive in interactions with staff, the nurses reported that this undermined their self-confidence, heightened their sense of grievance, and led them to view the NUM as unprofessional. Often, the nurses expressed these feelings by complaining to each other in the tea room and at other staff functions. The junior nurses, in particular, felt vulnerable and sought other people on the ward to talk about problems, bypassing management altogether. Four of the junior nurses had considered leaving this
particular NICU because they feel intimidated by the NUM, but were afraid to do so in case the NUM gave them a poor reference. The nurses attributed the emotional bullying as a significant cause for the gap that existed between the NICU management and the nurses.

The nurses’ transcripts consistently revealed that they believed management did not understand or respect their lives outside the NICU, resulting in anger and frustration with management:

> Sometimes if we don't do the extra nights we're reprimanded. I think a lot of us don't understand that or find that we're not appreciated for what we do while we're there. (Nurse 2)

> I do think there is a perception that a lot of the nurses on our staff feel that management doesn't understand the stress that they're under and are less than sympathetic to the workload demands . . . I think that's an issue in our unit . . . because people verbalize mainly in the tearoom. They don't do it in the unit and they do it at social functions outside work, away from work. That's where you really get to hear how distressed people can be. (Nurse 10)

**Trust breaking**

The nurses reported incidences of when they had worked especially hard towards a particular goal and the agreed-upon or promised reward was not provided by the manager. For example:

> Every Christmas and Easter the nurses have a hamper to raffle and we bring in items to donate for the hamper and we raffle it. That’s to raise money for the unit to buy equipment for the babies or things for the staff to make their life a little bit easier. So we raise the money with this raffle and the money goes into a bank account and is never seen again. (Nurse 10)

> The government recognizes that all hospitals are meant to be promoting the upgrading of the qualifications of its entire staff and the hospital tries to meet certain quotas each year. So that when I went to Jenny last year and said ‘I'm doing Bachelor of Nursing’, she was ecstatic. She kissed me on the cheek! That was really surprising because it meant that it had sorted out another problem for her in meeting quotas on a report. The hospital subsequently has withdrawn all tertiary funding for assisting nurses to do training, and there’s not been any apology . . . And instead of getting 60% of funding for uni I get zilch now. (Nurse 5)

Almost half the nurses interviewed reported similar incidences relating to broken promises or expectations.

**Consequences of trust breaking**

Trust breaking was reported by the nurses to have devastating consequences, leaving them feeling undervalued, unappreciated and less motivated, as well as more cynical and resentful towards not only their managers but also their jobs and even colleagues. Betrayal of trust is a strong source of toxicity, as illustrated in the following quotes:

> People tend to feel a bit demoralized. You think ‘what's the point? Where's the equipment that we've bought with the money we've raised from these raffles?’ We haven't got it. (Nurse 10)

> I do not feel quite as positive about my work. When you're encouraged to do something and it's almost a verbal agreement that says 'We will back you up in this practical way', and then it's withdrawn half way through, then you feel not to think it's such a trustworthy agreement, do you? (Nurse 5)
Misdirected energies
Nursing managers become immersed and committed to issues related to their own performance, such as budgets, quotas, deadlines, but to an extent that is disproportionate to their care for their staff. All care seems to be oriented to the performance indicators – not the performers. The majority of nurses at the NICU perceived that the NUM had become too removed from the day-to-day operations of the ward. They felt that she had become so focused on budgets and quotas that she did not care to address people management issues that affect the NICU nurses on a daily basis. For example:

We don’t deal with the bullying because it’s a time constraint . . . there’s no time to effectively deal with problems. (Nurse 4)

It [management of the ward] could be better. I’m not used to the nurse manager just doing all the managerial stuff. Normally they come and help in the ward in other hospitals but here they don’t at all, even to relieve nurses for meal breaks. (Nurse 11)

I’m not sure that they’re necessarily as available as they’d like to think they are . . . If you try to contact them that are not always possible . . . They’re busy too . . . I don’t have a lot of contact with the managers; I get the feeling that they’re more looking over your shoulder than giving you help. (Nurse 2)

There’s that difference in objectives. The bedside nurses are very much focused on the bedside outcome and they’re not so focused on ‘Am I fitting in with that wider hospital framework and adhering to a budget?’ (Nurse 5)

Consequences of misdirected energies
There was a perception among the nurses that management did not allocate enough time or energy to managing people within the NICU. Subsequently, the nurses felt that the NUM was unavailable to them, that she did not understand the daily demands of their work. They felt that management did not care about their needs and that the people issues in the ward were managed on a crisis basis that could be managed better.

I think they’ve lost touch with what we’re doing at night. I think that they think that even though the work is done that somehow we’ve got all this idle time. (Nurse 2)

I do think there is a perception that a lot of the nurses on our staff feel that management doesn’t understand the stress that they’re under . . . and are less than sympathetic to the workload demands . . . I think that’s an issue in our unit. (Nurse 10)

Selectivity (in group/out group)
Not only was management perceived to have misdirected their energies away from managing people; they were also seen as being selective in terms of which staff they paid more attention to. Such attention might be in the form of preferential treatment for some, or negative treatment for others; irrespective, it created feelings of inequity in the NICU. According to the nurses interviewed, the manager’s behaviour was biased in favour of those who were in the manager’s ‘ingroup’. Typically this group consisted of senior nurses. Nurses who saw themselves as members of both the ‘ingroup’ and ‘outgroup’ reported the existence of these cliques as a source of contention within the department. While those nurses in the ‘ingroup’ acknowledged the benefits of preferential treatment by their managers, they reported that the managers’ favouritism towards certain staff members was noticeable and unfair to other nurses in the ward. They craved a more formally rational
and less emotionally prejudiced environment, one in which everyone’s emotional needs were acknowledged and managed fairly. Examples of selectivity include:

*I’m lucky that my personal relationship with her [NUM] helps me achieve what I want to achieve professionally. I feel guilty if I generalize and say that [she has favourites] because for me personally, I’m very lucky. I don’t have this, but I see it. I’m speaking of my experience through other staff. I’ve witnessed it... I’ve had to pick up the pieces, but provide reassurance or act as an intermediary.* (Nurse 4).

*the coordinators are ok, but there’s one that can take an instant dislike to you and will give you a really hard time and watch everything that you do and give you a really hard time, instead of helping you get through all of that, will just prefer to yell at you about it, give you a hard time and make your life quite miserable... In fact she’s made two people cry today already.* (Nurse 15)

**Consequences of selectivity (in group/out group)**
Those nurses who were not given preferential treatment felt unsupported by management and would not voice their opinion for fear of reprimand. Overall, feelings of unfairness and inequity had the flow-on consequence of making nurses feel resentful. Interestingly, the nurses who acknowledged that they received preferential treatment also reported this as a problem for the NICU, suggesting that it contributed to emotional stress and the gap between management and staff:

*They seek out people that they find are more approachable, who may not necessarily know the answers to their questions. So, it’s a double-edged sword as well.* (Nurse 4)

*It depends on who it was that was giving them a hard time. I don’t think that the NUM gives the coordinators a rap across the knuckles... I don’t know if she ever pulls them in and tells them that she knows and to fix what they’re doing.* (Nurse 13)

*If they’re too scared to talk to NUM, they may talk to Julie... or they may not even want to talk to Julie... but I don’t think they’d talk to anybody... and that’s probably why they go home crying.* (Nurse 15).

**Organizational and occupational triggers**
Another set of emergent themes was grouped around feelings associated with the job at hand, including role, structure, policies and procedures, a theme labelled ‘organizational and occupational triggers’. While these triggers had intra- and interpersonal emotional consequences similar to the intra- and interpersonal issues, their sources were quite different.

**Role-based emotion (sick and dying babies)**
Nurses made it clear that death, illness and sadness are ‘part of the job’, and accept that some kind of emotional pain is unavoidable. Understandably, all 16 nurses identified role-based emotion as a source of distress which affected them on both a professional and a personal level. For example:

*I have been affected before. I’ve gotten too close to certain families. And it’s like you’ve lost that child.* (Nurse 3)

*We are trying to have this environment which is caring for the sick babies and the families and I don’t believe that people who are not cared for can care for people.* (Nurse 12)
Consequences of role-based emotion (sick and dying babies)

The emotional and sometimes sad nature of the nurses’ work at NICU was a contributor to toxic emotions within NICU. All the nurses acknowledged that the majority of patient outcomes were positive but that sadness associated with sick new-born babies and occasional patient deaths takes an emotional toll. They reported feelings of sadness, personal loss and emotional trauma. Some said that they were able to separate their work-related emotions from their home life whereas others reported that the sadness overflowed into interactions with people outside of work. Some nurses also reported that they wanted more accessible and effective grief counselling to be made available to them so as to help them cope:

More regular de-briefings would probably be really good for us because we get upset. (Nurse 10)

We don’t have any good or working structure to help people debrief. I don’t think they’ve tapped on to the best way to deal with it . . . there’s a lot of grief that the nurses are left to deal with it. (Nurse 1).

Most nurses reported that their coping mechanisms for the tension caused by deaths and patient suffering were as simple as talking with family and friends and displacement through pursuing hobbies outside work. All reported that trying to maintain clearly defined temporal, physical and emotional boundaries between home and work life played a key part in limiting the negative impact of emotional labour on other aspects of their lives. Examples of this include:

I think that’s because I keep quite clearly defined work hours and they are fairly regular. So when I’m not working I just switch off to another person, and I feel that keeps me strong really. I feel as though I just take off my nursing hat and put on my home hat . . . and the busy-ness of the kids and doing a wide range of other activities stops me from thinking about work. I find I often don’t start thinking about it until it’s coming around to going back to work. (Nurse 1)

It’s just nice to come to work, do the best you can and do the best for those kids and those families and then go home and don’t take it with me . . . Before I go home from a shift I make sure I’ve done everything that I’ve needed to do for that day . . . if I haven’t completed something, then hand it over. Make sure that the person who’s taking over from me knows that I haven’t finished that, so that it will be done . . . and then that’s it, go home. I’m no longer responsible. (Nurse 3)

Some less frequently mentioned, but important, consequences of role-based emotion reported by a few of the nurses were that being around sick babies and death had made them more appreciative of their family and friends. The senior nurses reported that they had become better at coping with the emotional nature of the job over time and empathized with new nurses for whom the trauma must be harder to deal with. Older nurses or nurses with children who have grown up and are able to take care of themselves reported that the emotional toll of their work was easier to cope with now that they did not worry as much about their own children.

Issues of bureaucracy and hierarchy

The hospital has a stated policy of thanking staff through letters, afternoon teas, and award ceremony dinners, which means that the nurses were dealt with in a routinized, bureaucratic way. In fact, they all had a cynical perception of the intention behind and value of the token gestures of thanks by immediate and general hospital management, and
saw them as nothing but symbolically weak gestures from those higher up the bureaucratic
chain. Nurses felt that a simple ‘thank you’ from their NUM would mean much more than
these impersonal, formalized and standardized ‘thank you’ attempts. Failure by the NUM
to ensure nurses were personally thanked added to the nurses’ cynicism. For example:

They have what they call the service awards. They’ve been having these little ceremonies where
people who’ve been there for 10, 15, 20 years get hauled up and they get presented with a little cer-
tificate and this dinky badge. It’s about 50 cents worth of brass with a number on it. And you think
‘That’s the best they can do? 50 cents worth of tin for 15 years of service?’ I find that a bit crass.
(Nurse 5)

it always seems to be those days when you’ve had the crappiest day, and you walk out thinking ‘Gosh,
if only someone had recognized that you’ve done a good job’. (Nurse 15)

In an institution, it all seems production line like . . . You know they have a morning tea, which is
sometimes held at an inconvenient time for you to attend. It’s in a tea room 500m from the nursery,
which is a pain to leave. At a hospital infrastructure level we don’t really get any reward. The direc-
tor of nursing doesn’t come and say ‘Gosh. You girls do a good job’. (Nurse 4)

Consequences of bureaucracy and hierarchy
Nearly all the nurses interviewed expressed that they felt unappreciated and that the
attempts to reward them by immediate and hospital management were insincere and
mechanical.

Everything seems so . . . tokenism. Well that means ‘jack’ to me because it is mass produced and
nobody ever came down and said ‘Wow that was a good job’. (Nurse 4)

I know that sometimes they try and they have these afternoon teas and things like that but I think
I’ve gotten to the point where I’m so jaded . . . because it’s been so long time in coming, these sorts
of rewards and appreciation, I’ve become cynical towards them now . . . it’s like the proverbial pat
on the head and ‘there, there’ everything is alright. (Nurse 6)

The nurses also expressed how much they value genuine praise and thanks from
management:

I think it [encouragement] is very important. You can’t come to work on a daily basis unless you know
that what you’re doing makes a difference. That the people around you think that you make a difference
and that there is mutual respect amongst team members. That’s really important. (Nurse 8)

Positive aspects of work
Despite the causes of toxicity discussed above, all nurses interviewed reported that the
type of work they did with the NICU was the reason they have stayed there. In response
to questions regarding personal values and the meaning of life, the NICU nurses reported
that their work helped them find meaning which was congruent with their values and
beliefs. They all expressed a love of being able to work with babies and families as a source
of satisfaction: helping people through their work contributed to their self-confidence and
self-esteem. For example:

My family appreciate what I do and I think it builds me up and makes me feel that I’m a good person;
that I’m doing a good thing by working here . . . I’ve got a lot of support so that even when I do have
horrible days here and I’m very tired, I’ve got something else to go home to and something else to
look forward to . . . so it’s not all negative . . . I came back because I enjoy it . . . for the money, of
course, but for the stimulation, the friendship, to catch up with people and have the everyday social side of it... I came back because I enjoy it and because it makes up a big part of me. (Nurse 13)

All 16 nurses stated that they were happy with the level of pay and the opportunities for training and skill development provided by the NICU. While 3 of the 16 nurses reported shift work as being one aspect that they found exhausting to cope with, the other 13 said that having varied working hours was a benefit of the job, as it provided variety in their week and allowed flexibility for family responsibilities.

Functioning and dysfunctioning at work
Analysis revealed that the individual incidences of toxicity could be categorized into two broad themes: ‘inter- and intrapersonal emotionality’ and ‘organizational and occupational triggers’. Within these themes a number of issues emerged that the nurses describe as causing toxic emotions in the NICU – ‘emotional management’, ‘emotional ignorance’, ‘emotional bullying’, ‘trust breaking’, ‘misdirected energies’, ‘selectivity’, ‘role-based emotion’ and ‘policies, procedures and regulations’. Overall, these emerging issues were consistent with the sources of toxicity as defined by Frost (2003b).

Inter- and intrapersonal emotionality

Emotional management
We all experience a range of moods. However, our ability to regulate these moods when interacting with other people affects the nature of these interactions. The NICU nurses described how the unit manager (NUM) allowed her moods to affect the way in which she interacted with staff and how this directly affected the overall atmosphere within the NICU. From the NUM’s own comments, she appeared to be able to recognize her own mood changes; however, such recognition did not prevent her moods affecting the way she interacted with staff.

There are some similarities between ‘emotional management’ and ‘insensitivity’ as defined by Frost (2003b). ‘Insensitivity’ stems from managers who are emotionally unintelligent. Goleman (2004) identifies one of the keys to effective leadership as having a capacity for self-regulation: managers able to modulate their behaviour such that it is appropriate to the situation and sensitive to the feelings of others are better able to establish positive psychological and emotional connections with employees (Goleman et al., 2002; Luthans and Avolio, 2003). The NICU nurses stated that the moodiness of their manager had a negative impact on their desire to be around her and their willingness to communicate openly with her. The NUM’s lack of self-regulation had a deleterious effect on the atmosphere of the NICU that, by its nature, was already quite serious and sad. Upbeat moods make people view other people and events in a more positive light, in turn making them feel more optimistic about their own abilities at work (Goleman et al., 2002). Given the frequency of upsetting events in the NICU, an improvement in the NUM’s ‘emotional management’ would have been particularly beneficial to the emotional well-being and longevity of the nurses’ careers.

Emotional ignorance
Many managers feel the pressures of meeting deadlines and having to please many people external to their team. Consequently, some managers do not always consider the
repercussions of their behaviour and decisions on members of their team. NICU management was also ‘insensitive’ to emotional needs in this respect. The current management assumption is that parents of babies are always in the right if they complain. Nurses feel betrayed and unsupported when they are not afforded the opportunity to present their perspective before being accused of poor performance. The NUM’s focus on meeting budgets to maintain a positive image for the NICU among management meant that she behaved in ways that made the nurses feel unappreciated, misunderstood and undervalued. Research by POB scholars suggests that ensuring that employees feel that their work is valued is vital for cultivating individual and team resiliency, confidence and optimism (Emmons, 2003; Luthans and Youssef, 2004).

**Emotional bullying**

Bullying is repeated and unprovoked verbal or physical aggressive behaviour by one individual towards another. Workplace bullying is the infliction of a hostile work environment upon an employee through verbal and non-verbal behaviours (Vickers, 2001). Not all bullying is intentional. Some bullies are ignorant that their bullying behaviour is wrong. Some may be stressed, because of increasing managerial pressures imposed by sources external to their team, resulting in uncharacteristic bullying behaviour (Vickers, 2001), which seemed to be the case with the NICU management. The nurses perceived their manager to be, generally, a good person. However, they reported that, in her role as a manager, she often bullied them, bringing hostility to their work environment. The bullying at NICU was primarily manifest in the use of guilt and a threatening tone to coerce nurses to work extra shifts and take on more than reasonable workloads. In this way management encroached on the nurses’ non-work domains.

‘Emotional bullying’ within the context of the NICU is consistent with Frost’s sources of toxicity of ‘intrusiveness’, which occurs when leaders use emotional capital to manipulate the behaviour of employees for the benefit of the organization (Frost, 2003b). However, Frost’s focus is on the charismatic leader using their own personality and charm to create emotional ties to persuade the employee to work harder. Instead this manager used her legitimate authority, and the emotionality of dealing with sick babies to impose guilt on nurses to take extra shifts. In this way she coerced her nurses into compromising other aspects of their life, such as family time. It has been shown that when people feel forced into behaviours, they are less likely to approach the behaviour with a positive attitude (Goleman, 2003). Additionally, coercive techniques result in feelings of resentment and frustration towards the perpetrator, as shown in the case of the NICU nurses.

**Trust breaking**

Interpersonal trust is essential to sustaining effective teams, and it is leaders who are primarily responsible for establishing and developing trust in teams (Gillespie and Mann, 2004). Frost (2003b) defines ‘infidelity’ as the betrayal of an employee’s trust by a manager. The nurses reported various situations in which they felt their trust was abused by management. Thus they were reluctant to invest extra effort in their work or into developing the NICU. Moreover, this created emotional and psychological distance between the nurses and management. ‘Infidelity’ in the NICU was another cause of the toxic emotions of feeling undervalued and unsupported by management. Moreover, the nurses
report that, if betrayed once, they were less inclined to trust managers again and were more cynical towards management intentions and decisions.

**Misdirected energies**

‘Misdirected energies’ was one aspect of ‘incompetence’ as defined by Frost (2003b). Often managers were so preoccupied with running from meeting to meeting or with managing relationships with clients or members of the wider organization that they did not take time to focus on their own employees’ concerns or needs. Over time this built resentment that depleted employee loyalty to the hospital and the manager. The NUM had been with the NICU for years as a nurse and had progressed to management level over time. As such, she had been successful in rising through the hospital ranks because of her strong nursing technical skills. However, according to the nurses, she was ineffective in areas of management such as managing and nurturing relationships (Luthans, 1988).

**Selectivity (in group/out group)**

Leader–member exchange (LMX) theory is a well-established theory that states that those employees who are considered part of a manager’s ingroup have high-quality exchanges. Managers give theses employees preferential treatment, such as increased information, latitude and discretion (Gomez and Rosen, 2001; Davis and Gardener, 2004). Some employees are empowered while the converse happens to those in the manager’s outgroup. The perceived injustice of this favouritism by those in the outgroup, in turn, leads to a perception that the psychological contract has been broken (Davis and Gardener, 2004). LMX research shows that ingroup members are chosen by managers based on their assessment of employees skills, motivation to assume greater responsibility, and the extent to which they think employees’ can be trusted (Gomez and Rosen, 2001). The nurses report that NICU management had obvious favourites, and displayed distinct preferential treatment towards these employees in terms of patient allocation, assistance with career development, and by her general manner of interaction. The nurses reported that the NUM’s ingroup consisted mostly of senior nurses, creating a feeling of mistrust in the junior nurses and a reluctance to communicate openly with the NUM.

**Organizational and occupational triggers**

**Role-based emotion (sick and dying babies)**

The NICU nurses must deal with the emotional implications of engaging in highly emotional work on a daily basis. Frequently, being faced with the sadness associated with the death and illness of babies has significant repercussions for nurses’ psychological and emotional well-being. The NICU nurses acknowledge that this is implicit in their work but are unhappy with the fact that management seem to expect them to remain unaffected by babies’ deaths. They feel there is little emotional counselling and assistance to help them process their grief and sadness. The result is that nurses cope by themselves by debriefing with friends, family and other nurses, or often bottle up their emotions. As Luthans and Youssef (2004) explain, there are many potential team benefits that well-managed crises can have for an organization, such as greater feelings of organizational identity, heightened insight and awareness of the organization’s vulnerabilities, greater insight into addressing issues relevant to leadership of the team, and an enhanced sense of emotional, spiritual
and existential aspects of organizational life (Luthans and Youssef, 2004). Hence there is the opportunity for NICU management to foster team unity and encourage organizational loyalty by proactively helping the nurses to deal with traumatic events as a team.

Bureaucracy and hierarchy
Toxin can flow from everyday practices, often unintentionally. It can be exacerbated when management is insensitive to the ways it affects employees who try to make the system work. The hospital’s attempts to show the nurses gratitude was another source of toxicity that resonated repeatedly among the nurses. The hospital’s HRM policies ensure that there are official recognition procedures for staff. Examples include staff recognition ceremonies and official hospital thank-you letters. The nurses feel that these efforts are insincere and only pay lip-service to their hard work; because management rarely offer personal thanks, the nurses are actually offended by these systematized ‘thank yous’. Thus toxicity occurs when day-to-day interactions with management are not consistent with such institutionalized acts of gratitude. Being forced to comply with rules can cause negative emotions, such as resentment, and can influence employees’ attitude towards their work and organization. Another aspect of ‘institutional’ toxicity is when there are discrepancies between a stated company policy and what actually happens: employees feel demoralized and lose faith in management and trust in the organization. Given that nurturing others is part of their job description and that they work in an emotionally intense context, being shown that they are valued is very important for their own self-worth and emotional well-being (Diers, 2004).

Table 12.1 summarizes the key specific consequences of each source of toxicity identified within the NICU. As Frost (2003b) points out, events are not toxic in and of themselves but become sources of negativity due to the way in which they are managed – or

<table>
<thead>
<tr>
<th>NICU sources of toxicity</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional management</td>
<td>Reported thoughts of quitting, nervousness, fear of voicing opinion, management is unapproachable</td>
</tr>
<tr>
<td>Emotional ignorance</td>
<td>Feeling that one is afforded insufficient respect, is taken for granted, becoming angry and hurt</td>
</tr>
<tr>
<td>Emotional bullying</td>
<td>Reported thoughts of quitting, avoidance of communication with management, complain to each other, gap between manager and staff</td>
</tr>
<tr>
<td>Trust breaking</td>
<td>Feeling devalued, less motivated at work, cynical and resentful towards management</td>
</tr>
<tr>
<td>Role-based emotion</td>
<td>Wanting more counselling</td>
</tr>
<tr>
<td>Issues of bureaucracy and hierarchy</td>
<td>Feeling unappreciated and cynical towards management</td>
</tr>
<tr>
<td>Misdirected energies</td>
<td>Feeling uncared for and unimportant</td>
</tr>
<tr>
<td>Selectivity (ingroup/outgroup)</td>
<td>Those in the outgroup are afraid to voice their opinion; they perceive inequity and unfairness at work, and experience a gap between management and staff</td>
</tr>
</tbody>
</table>
mismanaged, as was evident in the interviews with the nurses. Occurrences at work only became sources of toxicity for the nurses when they were mismanaged. It is important to note that not all of the nurses who reported some incidences were actually involved in them; however, being a witness had an impact upon their opinions and feeling towards management and their job. Most reported that even one negative incident between management and a nurse can have a significant and toxic impact on the overall morale of the nurses in NICU, which speaks to Frost’s notion that toxicity spreads throughout organizations with devastating results (Barsade, 2003; Frost, 2003b).

Implications for NICU management

NICU management does not seem to be aware, or even seem to acknowledge, that nurses perceive staff turnover as resulting from the NUM’s mismanagement of issues important to them. The NUM attributes the staff turnover primarily to reasons such as marriage, travel and moving interstate or overseas. The question raised here is whether the NUMs’ acknowledge that issues raised by the nurses about management are important. If they fail to acknowledge their role in the creation of problems at NICU it is quite possible that they may not recognize the issues raised herein. The study highlights that nurses perceive NICU management as causing toxicity, which acts as a major trigger in their thoughts about leaving the ward. The implication for management is that if they want to address the issues as stated by their nurses, they will need to accept some ownership of the causes and consequences of toxic emotions. Thus, by taking some ownership of the issues, the NICU management can directly address the toxicity being caused and have greater control over issues affecting staff retention, or at least nurses’ thoughts about leaving the NICU.

The NUM needs to be aware that her actions are particularly significant for the junior nurses, who report that they struggle to cope with the already highly emotional environment of the NICU when they first start. The extent to which they do or do not feel initially supported by management is especially relevant to how secure they feel at work, which in turn affects their intention to stay within the NICU. As reported by the nurses, the ‘emotional bullying’ and ‘emotional management’ toxins stemming from the NUM are particularly difficult to cope with. Especially for newer staff, with many questions, it can be difficult when they are afraid to approach their NUM for assistance or clarification. Research studies into bullying at work affirm these findings and have shown that employees who perceive their supervisor to be abusive are more likely to quit their jobs. Those who remain in their jobs are associated with lower levels of job and life satisfaction, commitment to work, conflict between work and family and higher psychological distress (Tepper, 2000).

Another important concern that NICU managers need to re-evaluate is the emphasis they place on creating and building trust with the nurses. Employees’ trust in their managers has been related to a range of productivity-related processes and outcomes, such as the quality of communication, problem-solving discretionary effort, organizational commitment, citizenship behaviour and the rate of employee turnover (Gillespie and Mann, 2004). As shown in the results section, incidences of betrayal of trust result in the nurses feeling less motivated and more cynical towards management actions. In turn, this impedes the cultivation of an open communication culture in the NICU. Given the nature of their work and the importance of the daily work decisions the nurses need to make
regarding patient care, nurses must be able to trust each other and their managers. NICU management is directly responsible for promoting and encouraging trust among the nurses.

The NICU nurses reported that feeling unappreciated and undervalued by management was detrimental to their feelings about working at the NICU. POB studies show that displays of gratitude and a gratitude culture can improve individual well-being and lower toxic emotions, such as resentment, in the workplace. Moods are important determinants of efficiency, success, productivity and employee loyalty. Recent studies have demonstrated that employee happiness and well-being are positively associated with absenteeism, turnover and burnout (Emmons, 2003). It also quite notable that the nurses reported that issues within the theme of ‘intra- and interpersonal emotionality’ triggered thoughts or intentions to leave the NICU, rather than the organizational or role-based issues. This further highlights the importance of managing emotions at work. Frost’s (2003b) work on toxic emotions emphasizes the importance of ‘toxic handling’. This study reiterates the need for managers proactively to manage toxins within the workplace. Indeed, as Luthans (1988) points out, this is the difference between successful and effective managers, and those that are incompetent.

Another implication of this study is that management would greatly benefit from training in people management skills. As mismanagement of emotionality seems to be the key trigger for nurses’ thoughts about leaving the NICU, such training could help in fostering sustainable work practices. The nurses report they are very happy with the work itself, the opportunities for training and remuneration. Therefore, these are strengths the managers can use to create and enhance relationships between the nurses and the NICU, as well as at wider levels of the hospital. As the POB literature emphasizes, central to fortifying worker performance and job satisfaction is proactive enhancement of strengths.

The nurses have a strong personal desire and respect for the work they do. Being able to assist patients and families in times of crisis is a motivating factor for the nurses to stay with the NICU. Management has significant opportunity to focus the role-based emotionality of NICU nursing to strengthen team unity, self-efficacy and organizational identity (Clair and Dufresne, 2004). It is particularly important for NICU management to be aware of this due to the frequency of traumatic events that occur in the NICU. If mismanaged or left unmanaged, workplace-related trauma can easily result in dissonance between nurses, their co-workers and their managers.

**Implications for management researchers**

For management researchers the present report adds value to the initial studies by Frost on ‘toxic emotions at work’, by providing a socially constructed theory that confirms Frost’s notions of toxicity and toxic handling. Additionally these findings contribute to Frost’s study by positing a relationship between specific consequences and sources of toxicity. Management informed by toxic handling theory would be better able to focus training, development and managerial effort on recognizing the consequences of toxicity (as a symptom) and to locate the cause. Frost’s work has been extended by discovering ways of identifying specific toxin causes. With this knowledge, managers can then develop targeted strategies to manage specific sources of toxicity.

Table 12.2 summarizes the parallels between Frost’s ‘seven deadly INs’ and the sources of toxicity that emerged from analysis of the nurses.
Functions and dysfunctions as complex spaces

Our research in this case study has highlighted that perceptions of functionality and dysfunctionality in the workplace are always open to interpretation. Sometimes there is little coherence between staff, and even less coherence between staff and management in terms of functional organizational behaviour. How staff experience dysfunction can often differ from how management experiences dysfunction; hence issues and problems may often go unreconciled. Sometimes, these differences manifest themselves in ways that apparently have little implication for organizational performance. That is, nurses will hardly cease their duty of care towards an ill baby. To this extent organizational functioning may appear ‘normal’. However, the increasing level of dissent, turnover, anger and frustration is a manifestation of serious organizational dysfunction. As we have seen in our analysis, these dysfunctions are experienced as negative emotions, cognitions and behaviours that fit Frost’s (2003) concept of toxic emotions at work. The implication is that managers are experiencing, interpreting and assessing one idea of organizational dysfunction, while staff are experiencing, interpreting and assessing an entirely different idea. In other words, there is a lack of voice, shared sensemaking and collaborative behaviour.

Moreover, our study did not look into some other important issues about workplace functionality and dysfunctionality. In this chapter we have given the impression that the experience of functionality and dysfunctionality was one expressed solely through manager/subordinate relations. To present such an impression is false. There were similarly ‘functional’ and ‘dysfunctional’ relationships between the nurses, as there were functional and dysfunctional relationships between managers, although we have had insufficient space or occasion to stress these in the confines of this chapter. In other words, the experience of workplace functionality and dysfunctionality was omnipresent and not restricted to management and their staff. Future research might look at these different experiences.

Conclusion

There is an important lesson to be learnt about humans working in emotionally intensive and stressful conditions. Experience of pain and adversity affects workers’ spirits, and these results demonstrate that the key to successful emotional management is to understand and respect staff, rather than exploit their pain. As such, managers should be toxic handlers and be skilled in managing human relationships at work, with all that that entails. The NICU nurses are remarkable examples of how resilient, patient, caring and...
generous people can be pushed to their limits by managers lacking strength and abilities in people management from a humanist, positive psychological perspective. As positive organizational behaviour literature and research suggests, placing focus on these human strengths is the key to ensuring a healthy and stable workforce. Frost’s (2003b) acknowledgement of the need to take a positive approach towards the potentially negative elements of working life certainly provides great insight into the skills and abilities that need to be taught to managers of the future. They must learn not only how to manage reporting upwards in terms of performance indicators, but also reconcile such adequacy with their capacity to manage other people in humane and respectful ways. In this regard, management, and management education, still seems to have a long journey ahead of it, if even in ‘caring professions’ so little care can be routinely exhibited.

Notes
1. Positive organizational behaviour (POB) and positive organizational scholarship (POS) both evolved out of positive psychology (PP). While some attempts have been made to differentiate POB from POS, the distinction is for the most part quite trivial. Hence, for brevity we treat both terms the same. This is not to say the POB and POS will not evolve into distinct entities, but presently they have not.
2. Moreover, there is also a great deal of conceptual baggage in the social sciences’ use of the term positive, reaching back as far as Comte and St Simon in their eighteenth-century quest for a positive science of society, which becomes transmogrified in some twentieth-century organizational theory into positivist science (Donaldson, 1996).
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Introduction
The positive effects of humor have provided justification for the increasing use of humor interventions in customer services, leadership, problem solving, teams and coping with stress, to name a few applications. These prescriptions ignore the fact that much of the humor in organizational behavior is negative and likely to have detrimental effects on individuals and groups. We outline a multidimensional conceptualization of humor and link the four different types (affiliative, self-enhancing, aggressive and self-defeating humor) to individual differences in the production and reactions to humor. We then discuss negative forms of humor as a type of dysfunctional organizational behavior that is related to health risk behaviors, unproductive cultural norms, exclusion of individuals from groups, maintenance of status differentials and negative team cultures. The implications for future research and the need for research on negative humor, along with other forms of dysfunctional organizational behavior, as a counterbalance to the positive psychology research agenda in organizational behavior are discussed.

Humor can be either a coping mechanism for people confronting dysfunctional organizational behavior or a type of dysfunctional behavior that generates stress and other dysfunctional outcomes. The apparently contradictory relationships between humor and dysfunctional behavior are explained by the different types of humor and their differing effects in organizations. In this chapter, we define dysfunctional organizational behavior as behavior that has dysfunctional consequences for individuals and social relationships within organizations. Thus we use ‘dysfunctional’ to refer to behavior that has deleterious effects rather than behavior that has null or unintended effects. When humor makes a person feel inadequate, lowers self-confidence or causes stress, we consider those dysfunctional outcomes and the humor that produced them dysfunctional behavior. Similarly, humor that excludes individuals from interpersonal relationships and groups or supports cynical cultural beliefs is treated as dysfunctional. Most research has tended to focus on the potentially positive effects of humor, with relatively little attention being given to negative humor and its dysfunctional outcomes.

Humor is a pervasive, naturally occurring behavior in organizational life. Jokes and other sources of humor are communicated face to face, via memos, written reports and other documents and, increasingly, via email and other forms of electronic communication. In organizations, humor has unique properties. For example, as a form of communication, humor cuts across authority and status boundaries, flows in all directions, moves much more rapidly than formal communication, and is largely unfiltered (Barsoux, 1996). Humor also tends to illuminate the paradoxes, ambiguities and contradictions that inevitably arise in organizations despite management’s attempts to maintain rational, structured patterns of action (Hatch and Ehrlich, 1993). Humor also brings together cognitive and emotional processes of organizations in a single frame.
Despite the pervasiveness of humor in organizations, there has been very little study of humor in management or organizational settings. The surge of interest in humor that was evident in the psychological literature in the 1980s (Foot, 1991) has not been evident in the writings on management or organizational behavior. The available literature can be divided into prescriptive arguments, which treat humor as a critical organizational resource that can facilitate communication, creativity, problem solving and tolerance (e.g. Boverie et al., 1994), and descriptive studies of conditions, such as paradox and ambiguity, that give rise to humor in organizations (Hatch and Ehrlich, 1993). Very few studies speak to the issues of the effects of humor in organizations.

The lack of evidence notwithstanding, there are many prescriptions and organizational programs based on the assumption that humor is a positive organizational behavior. Such activities, are, for example: establishing a humor room (Kodak Eastman, Hewlett Packard), hiring corporate comedians (American Cancer Society, American Academy of Physician Assistants), clowns (therapeutic clowning in disaster management, Red Nose Response, Inc.), and humor consultants (Owens–Corning Fiberglass used humor consultants to run workshops for their employees when they laid off 40 percent), including humor in the mission statement (Grimes Aerospace, Highway Insurance, Zapatec Software), stressing the utilization of humor in customer service (from a SouthWest Airlines employee: ‘There may be 50 ways to leave your lover, but there are only 4 ways out of this airplane’), and implementing fun at work through programs, such as a bring-your-animal-to-work program (Autodesk Software).

The justifications for these interventions were based on claims that humor in organizations is energizing, breaks up boredom and fatigue, and increases attention levels (e.g. laughter releases endorphins into the body, increases oxygen intake, burns up calories), facilitates communication and breaks up conflict and tension, builds relationships, enhances staff cohesion and team work, increases creativity, enhances productivity, provides new perspectives and reduces stress, enhances learning and creates a positive culture. Many of these claims can be backed up by research evidence from areas outside of organizational behavior. However, as we argue in later sections of this chapter, the positive view of humor presented ignores the dysfunctional effects of negative forms of humor, including sarcasm, aggressive and mean-spirited humor and self-defeating humor.

In the following sections, we first describe different types of humor within a two-by-two typology that differentiates humor in terms of valence (positive or negative) and the target (self or other) and links the four different types of humor to personal characteristics and organizational outcomes, with specific attention to gender-related differences. This is followed by a section in which we review and discuss the research that points to the dysfunctional effects of negative humor. In the final section we present our conclusions and some suggestions on future research into the role of humor in dysfunctional organizational behavior.

**Humor is more than happy hah hah**

As with many psychological constructs, there has been considerable debate over what exactly constitutes humor and the definitions have changed both over time and as a function of the specific issues being investigated. From an individual perspective, humor is a complex mental ability based on the interplay of multiple cognitive–affective processes (Shammi and Stuss, 1999). Neuropsychological research suggests that the right frontal
region mediates humor comprehension. Damage in the right frontal lobe – an area related to integrating cognitive and affective information – disrupts the ability to appreciate humor (Shammi and Stuss, 2003). Measures of a range of basic cognitive functions (working memory, visual scanning, focus on detail) and more complex cognitive abilities (verbal intelligence, creativity) have repeatedly been found to correlate with humor cognition tested in clinical samples (patients with brain lesions) and non-clinical samples of students and other participants (Shammi and Stuss, 1999, 2003; Feingold and Mazzella, 1991). Feingold and Mazzella (1991), however, argue that the humor ability can be distinguished from verbal intelligence. While humor reasoning is related to verbal intelligence, no relation has been found between verbal intelligence and memory for humorous material. Shammi and Stuss (1999) also distinguished humor comprehension from affective humor appreciation. In their study, elderly respondents showed a deficit in the cognitive comprehension of humor – arguably based on diminished cognitive abilities with aging – but not in the affective appreciation of humor (Shammi and Stuss, 1999).

Some authors focus on the positive communicative function of humor and conceptualize it as a social skill that leads to greater acceptance and influence in interpersonal relations (e.g. Dews et al., 1995; Sala, 2000). Observations of joking behavior in various work contexts (e.g. meetings) suggest that humor can provide flexibility in the communication of messages that might otherwise be rejected. Thus humor can be used to critique in socially acceptable ways (Grugulis, 2002; Holmes and Mara, 2002), to point out ambiguity (Grugulis, 2002) or deviations from expectations (Ullian, 1976), or to suggest alternative perspectives within a problem space (Grugulis, 2002; Hatch, 1997). The only experimental study on communicative functions of humor revealed that ironic criticism was perceived as funnier and less insulting than literal criticism, and that irony damaged the addressee–addressor relationship less than literal criticism (Dews et al., 1995). In follow-up qualitative analyses the authors identified a self-protective function of irony. Irony regarding poor performance protected the addressee's face; irony regarding offensive behavior protected the addressor's face (Dews et al., 1995).

Humor is also defined in terms of its effects on the recipient (e.g. Weaver and Cotrell, 1987: 177), with a particular emphasis on laughing, smiling, or a feeling of amusement. The focus on these three responses is due to their recognized benefits. Laughing, that is, genuine laughter, engages positive affect or emotion via the sympathetic nervous system and is the basis of much of the research on humor and its effects. It is also noteworthy that forced laughter, as may occur in a group audience, can also increase positive affect, whereas suppressed laughter, which can occur in group or one-on-one contexts, appears to render the recipient's perception of humor as being less funny, although it is not clear whether suppressed laughter reduces positive affect (Cetola and Reno, 1985). A second response to humor, smiling, is short of laughing but it can, with the often-accompanying body relaxation, via efferent feedback from the muscles, intensify positive affect (Laird, 1974). On the other hand, suppressed smiling, as may occur in 'serious' management situations, can reduce felt affect (Lanzetta et al., 1976; Petty et al., 1983; see also Zillmann, 1991). The third response to humor, a feeling of amusement, should really be referred to as a perception of amusement, that is, the cognitive apprehension that humor has occurred. This perception can occur without felt affect. Laughter, smiling and feelings of amusement are most reliably elicited by some form of perceived incongruity (such as a deliberate joke) but can also be elicited, although less consistently, in situations of
failure or disappointment, relief from a threat, or elation at mastering a task (Boverie et al., 1994).

A limitation of the typical conceptualizations of humor described above is their narrow focus on humor as an adaptive response with positive benefits for the individuals involved. They ignore the potential for negative or maladaptive outcomes, such as might arise when one person is the target of an ethnic joke that others find funny. More recently, researchers have begun to define humor as a multidimensional construct that can be either positive or negative in tone and effects (Kirsh and Kuiper, 2003; Martin et al., 2003) and targeted at either the self or some other person (Martin et al., 2003). Positive and negative humor are considered adaptive and maladaptive (i.e. dysfunctional), respectively, in their consequences for the target. The four types of humor and different manifestations of each type are shown in Figure 13.1. The two types of adaptive or functional humor (shown in Quadrants 1 and 2 of Figure 13.1) can be effective mechanisms for coping with dysfunctional organizational behavior. The two types of maladaptive humor shown in Quadrants 3 and 4 of Figure 13.1 can be examples of dysfunctional organizational behavior.

The first of the two adaptive forms (positive-self) is shown in Quadrant 1 and includes self-enhancing humor that is used to cope with potentially stressful events and situations.

Figure 13.1  Two-dimensional model of workplace humor
Self-enhancing or coping humor helps minimize negative emotional reactions to stressors while maintaining a realistic perspective on problems.

Quadrant 2 (positive-other) is a socially adaptive style of affiliative humor that is used to enhance interpersonal and social relationships through the non-hostile use of jokes and banter that reduce interpersonal tensions. Affiliative humor is employed to raise group morale, identity and cohesiveness by reducing conflicts and increasing others’ feelings of well-being (Kuiper et al., 2004). Affiliative humor is often spontaneous and creates a feeling of belonging to a common, if temporary, community among those individuals who share in the joke.

The two types of maladaptive or dysfunctional humor are shown in Quadrants 3 and 4 of Figure 13.1. Quadrant 3 (negative-self) includes humor that is expressed in a self-deprecating manner, often at a high personal cost. Kuiper et al. (2004) describe Quadrant 3 style humor as ‘strained and obsequious’. Dysfunctional, self-targeted humor is evident in the excessive use of self-disparaging and ingratiating comments made during what are generally considered inappropriate attempts to fit into social groups or to gain the approval of others. High levels of self-defeating humor may also be used to mask negative feelings and anxieties or to avoid dealing constructively with a problem (Martin et al., 2003; Kuiper et al., 2004). Quadrant 3 humor is associated with avoidance, emotional neediness and low self-esteem.

Quadrant 4 (negative-other) includes boorish humor and aggressive use of humor in which the source displays a lack of concern or respect for others through coarse or vulgar displays or through mean-spirited and sarcastic comments (Kuiper et al., 2004). Aggressive humor includes a variety of negative techniques, such as teasing, ridicule, sarcasm and disparagement. The aim of Quadrant 4 humor is to denigrate and put down others and is executed without regard for its potential negative impact on the target(s). Continual use of aggressive humor against the same target(s) will eventually alienate the individual(s) targeted and seriously impair social and interpersonal relationships with them (Kuiper et al., 2004).

Studies of the relationships between humor and leadership behavior provide support for the argument that positive humor and negative humor (self and other-directed) have differential effects on organizational behavior. The use of positive humor or similarly ‘warm humorous conduct’ (Priest and Swain, 2002), and a ‘hedonic tone’ of humor (Cooper, 2003) is related to the behavior and effectiveness of leaders, evaluations of the leader by subordinates and leader–member relationships. Leaders who use more positive humor in their interactions with staff and peers tend to also receive higher ratings from subordinates for both task-oriented behavior and relationship-oriented behaviors and to be valued as more effective in their roles (Decker and Rotondo, 2001). Positive (functional) humor has also been found to be positively related to subordinates’ evaluation of leader effectiveness (Priest and Swain), and leader–member exchange quality (Cooper, 2003). The amount of negative (dysfunctional) humor, including aggressive, deprecating and boorish humor, used by a leader is related to lower ratings of the leader’s task behaviors and relationship behavior by his or her subordinates (Decker and Rotondo, 2001).

Correlational studies have also shown that some of the different types of humor in Figure 13.1 are associated with different organizational outcomes. In a study by Susa (2002), superiority humor (Quadrant 4) was negatively related to organizational climate, job satisfaction, commitment, creativity, performance and attendance, whereas the more
positive incongruity humor and relief humor (Quadrants 1 and 2) were positively related to the same organizational variables.

Responses to the different types of humor shown in Figure 13.1 also can vary as a function of the target’s motivation for the task being performed and the context in which the humor occurs. In school settings, for example, students with a low motivation for academic tasks had a greater preference for negative, hostile and self-defeating humor than for more positive self-enhancing and affiliative humor (Saroglou and Scariot, 2002). The preference for negative forms of humor was not evident for more highly motivated students. In addition, the cultural background of employees needs to be considered when making assumptions about preferred types of humor. For example, American employees reported higher usage of self-enhancing and self-defeating humor than did Arabic employees (Kalliny et al., 2006).

In summary, humor is becoming an increasingly popular organizational intervention, but the prescriptions are not based on any strong body of evidence of the proclaimed effects from organizational research. In addition, justifications for humor interventions in organizations are based exclusively on positive forms of humor (i.e. self-enhancing and affiliative humor), and the beneficial physiological and psychological effects that are related to the laughing, smiling and amusement produced by positive humor. To this point, negative dysfunctional forms of humor (i.e. self-defeating and aggressive humor) and their consequences have received relatively little attention.

Individual differences
Individuals differ in their mental and emotional responses to situations, including humor, and these differences could be expected to moderate both the production and the effects of different types of humor. The encoding of a message as humorous or funny, which will often be an automatic, subconscious process, will influence the individual’s internal reactions, including the experience of positive affect and feelings of amusement or joy, and overt behavior, including smiling and laughter. Alternative interpretations, such as ‘obvious’, ‘offensive’, ‘disgusting’ or ‘sick’ will produce very different internal responses. These may be feelings of dissatisfaction, embarrassment, incompetence, anger or disgust and any number of associated behavioral responses, but not normally spontaneous smiling or laughter. However, circumstances do frequently arise when the recipient’s overt behavior includes laughter or smiling but the internal affective reactions are neutral or negative. For example, a person may laugh at a joke that he or she finds personally offensive, because of deference to the teller or to avoid the embarrassment or conflict that may arise from a more critical response.

Jokers and killjoys
While it is generally accepted that people differ in their appreciation of and reactions to different types of humor, studies of humor as a personality trait have not yet identified a psychometrically valid measure that can effectively differentiate those who have a sense of humor from those who don’t. Self-report measures for sense of humor have been found to have only weak correlations with behavioral measures of humor conduct, which is at least partly due to the weak psychometric properties of the scales used to measure sense of humor (Köhler and Ruch, 1996). Also, behavioral data on humor conduct show that humor appreciation can be distinguished from humor production (Köhler and Ruch, 1996).
While there is a lack of support for a valid measure of a humor trait, research correlating humor responses with other more valid measures of personality and demographic variables, specifically gender, have identified more systematic individual differences in the production and/or responses to different types of humor.

Preferences for the four types of humor in Figure 13.1 have been shown to have significant relationships with a range of indicators of personality and well-being, which basically follow the pattern in Table 13.1 (based on findings reported in Martin et al., 2003; Saroglou and Scariot, 2002). Openness and agreeableness are associated with a positive (self- and other-directed) sense of humor, whereas neuroticism and lack of conscientiousness are associated with a negative (self- and/or other-directed) sense of humor (Saroglou and Scariot; see Table 13.1). Extraversion is related to high humor production behavior. Positive aspects of the higher-order personality factors agency and communion were related to a positive sense of humor (adapt and socially skilled humor), whereas negative aspects of agency and communion were related to a negative sense of humor (Kirsch and Kuiper, 2003). Agency and communion have also been established as moderators for the facilitative effect of humor on well-being (Kuiper and Borowicz-Sibenik, 2005; see Kuiper et al., 2005, 2004).

Men and women may be different
One individual difference that frequently arises as a moderator of both the production and effects of different types of humor is the gender of the participants in the study. Men and women produce different amounts of and respond differently to positive and negative humor. However, while differences between men and women are reported in several studies of humor production and problem-solving processes, they are not the product of any systematic theory or research program. Therefore, because there are no clear discernible patterns in the results reported, the interpretation of the results, while interesting, is largely speculative at this stage.
Several organizational studies have reported differences between the levels of humor used by male and female leaders and in the impacts of the different types of humor when it is used by men versus women. In a study of executive level leadership roles, Sala (2000) found that female executives employed more overall humor than male executives, but male executives employed more negative (dysfunctional) humor than their female counterparts. Thus the greater production of total humor, positive and negative, by female executives was due to their significantly greater use of positive humor compared to male executives. Decker and Rotondo (2001), however, found that male managers used more humor (negative and positive) compared to female managers. The gender of the manager also moderated the impact of humor use on leadership ratings of the manager by their subordinates. Female managers received higher leadership ratings than male managers when using positive humor, but lower ratings than male managers when using negative humor (Decker and Rotondo, 2001).

Gender differences have been found in the production of humor in difficult social situations in several studies. Male students are significantly more likely to react with humor in socially awkward situations than female students; female students are more likely to show a helping response (e.g. Cox et al., 1990).

Studies of different problem-solving processes have identified several male–female differences in reactions to and the use of information when humor is included as part of the task presentation. For example, gender has been shown to moderate the impact of humor on the recall and use of information. Recent experimental studies support the assumption that presenting material in a humorous way facilitates its recall (Schmidt, 2002; Thompson, 2001; Fischer and Thussbas, 2000). Within a classroom setting Casper (1999) analyzed the impact of two different humorous learning contexts on performance. Female students outperformed male students when the material was presented with a humorous message that was irrelevant to the material to be learned, and when no laughter was involved. Under laughter conditions, however, male students outperformed female students.

Humor also has been shown to have more beneficial effects for women than men in some, but not all, cognitive abilities tests. After reviewing studies of the effects including humor in testing materials, McMorris et al. (1997) concluded that gender, along with anxiety and humor appreciation, should be included as a potential moderator of humor effects on test performance. For example, the inclusion of humor in test materials had differential effects for men and women in their performance of analogy tasks used to assess reasoning skills. The inclusion of humor slowed the responses of men but not of women (Belanger et al., 1998). In the same study the inclusion of humor produced faster responses by both men and women on mental rotation tasks.

One of the often-mentioned benefits of humor in problem-solving processes is its potential role as a mechanism for coping with anxiety and other sources of negative arousal that can interfere with information processing. The effectiveness of humor as a coping mechanism for anxiety has been found different for men and woman in a study by Abel and Maxwell (2002). In their study, trait humor was related to lower anxiety for women but not for men. Also, the effects of a humor induction on anxiety and mood reactions differed for men and women, depending on the stressfulness of the problem situation. Humor led to lower anxiety and more positive mood reactions by women under low stress conditions, whereas introduction of humor had more beneficial effects on anxiety
and mood for men under high stress conditions (Abel and Maxwell, 2002). However, in a later experimental study by Filipowicz (2006) manipulations of humor had more beneficial effects for men than for women. Male participants showed broader affective reactions to the humorous stimuli in a video and increased their performance more on a subsequent creativity task compared to female participants (Filipowicz, 2006). Stress was not manipulated in the Filipowicz study and the problem solving was therefore under conditions that would approximate the low stress condition in the Abel and Maxwell study. Without access to the videotape used for the humor induction it is not clear if the humor presented was positive, negative, or some combination of the two. Therefore we cannot rule out the type of humor as a possible explanation for the male–female differences.

In summary, measures of a sense of humor have not been validated to the point that they are reliably related to the actual production and reactions to humor, but preferences for different styles of humor are related to other psychometrically valid measures of personality, particularly the five-factor model. Male–female differences keep popping up in studies but the results are rarely based on theory, show no clear pattern of differences, and are sometimes contradictory. The implications of these findings are taken up in the discussion, following a consideration of humor as a form of dysfunctional organizational behavior.

**Humor as dysfunctional organizational behavior**

The almost universal emphasis on the positive functions of humor in research studies and popular prescriptive accounts of humor in organizations ignores the potential negative cognitive and emotional effects of humor that are apparent to anyone who has been the target of the superior, aggressive, mean-spirited and deprecating types of humor that are represented in Quadrant 4 of Figure 13.1. Many jokes represent an attack on the identity of individuals who are members of groups that are targeted in jokes. Ethnic jokes are an obvious example, but identity threats in the form of jokes within organizations can be targeted at occupations, age cohorts, organizational level, gender and many other groups. Humor that is used to include members within a group or community can also be used to exclude people.

In the discussion that follows we will first highlight some findings where humor has been found to have some unexpected negative effects: unexpected because the studies were conducted within the narrow conceptualization of humor as a coping mechanism that only leads to positive effects. In particular we focus on evidence for negative humor as a potential health risk behavior. This is followed by a discussion of research illustrating the effects of negative forms of humor in organizational culture, in group formation processes, relationships between high- and low-status individuals and group performance. This review is necessarily selective because most research has focused on positive humor and a brief review of indicative findings from that research is presented at the end of the section for reasons of balance.

While there is evidence that humor can ameliorate the experienced effects of self-reported everyday life stressors (Abel, 2002; Kuiper et al., 1993) and experimentally induced stress (Kuiper et al., 1995), there is very little evidence that these effects get translated into better health outcomes, the many claims for the positive health effects of humor notwithstanding. The first longitudinal study of the causal effects of humor usage on health and well-being found no evidence for a facilitative effect of humor in a three-year
study of Finnish police officers (Kerkkänen et al., 2004). Neither self-reported nor peer-rated sense of humor predicted subsequent health and well-being of the Finnish police officers in the study. In a follow-up longitudinal study, the same authors report that humor was, unexpectedly, positively related to health risk behaviors, such as smoking, and developing a high body mass index (BMI) (Kerkkänen et al., 2004). Kuiper and Borowicz-Sibenik (2005) suggest that the higher-order personality factors of agency and communion may moderate the effect of humor on health outcomes.

An alternative possible explanation for the findings of the Kerkkänen et al. (2004) studies and for other studies that have failed to find a relationship between humor and health outcomes is that health effects depend upon the type as well as the level of humor that is commonly used by the people being studied. If the prevailing type of humor used by officers in the police departments studied by Kerkkänen et al. (2004) was aggressive and self-deprecating, then the humor may have been a cause of the increased smoking and other negative health effects; or negative humor is a health risk behavior that occurs together with other risk behavior such as smoking. In support of this argument is correlational research, mainly with student samples, in which the different types of humor are identified in the measurement process. These studies show that negative forms of humor are negatively related to a range of health and well-being indicators. Those who use aggressive and, particularly, self-deprecating types of humor are more likely to report higher levels of anxiety, depression and negative self-judgments and lower levels of self-esteem and security in attachments (self-focused maladaptive humor, Kuiper et al., 2004; hostile and self-defeating humor, Saroglou and Scariot, 2002).

Further support for the hypothesis that negative humor can be a health risk behavior comes from studies of the relationships between sense of humor and depression (Overholster, 1992; Kuiper and Borowicz-Sibenik, 2005). While positive-self-focused forms of humor, such as coping humor and self-enhancing humor, have been found to be negatively related to depression, negative-self-focused forms of humor, such as self-defeating humor, have been found to be positively related to depression (Kuiper et al., 2004).

Even positive humor may be dysfunctional for certain targets in certain circumstances. Humor has been identified as a defining characteristic of work cultures in organizations and teams (Holmes and Marra, 2002). This insight has led to many attempts to create fun cultures at work, such as that exemplified by South West Airlines, where a sense of humor is one of the selection criteria used when hiring staff and the pervasive sense of fun at work is seen as a cultural attribute that contributes to the competitive advantage of the company (Hallowell, 1996). However, there are also risks associated with attempts to create or support a humorous organizational work culture. Fleming (2005) reported increased cynicism among employees in one analyzed company when the management supported a ‘fun’ culture.

Organizational culture can also include negative humor and other forms of dysfunctional organizational behavior as norms. Taylor and Bain (2003) observed that among employees of two call centres subversive satire was a cultural norm and was used to weaken the managerial authority. Roy’s (1960) classic participant observation study of work culture, indexed by the ‘times’ and ‘themes’ of the informal social interactions among a small group of machine operators within a factory, highlighted the role of negative humor in organizational culture. The ‘times’ were breaks that punctuated the working
day and were built around practical jokes in which one member was the target. The banana time of the title was a daily ritual in which one member of the group would consume the banana brought by another for his own lunch, always announcing ‘banana time’. The ‘themes’ communicated through humor covered racial tensions and status differentials. Qualitative work of the type done by Roy (1958) may be the only way to effectively study the role of negative humor in organizational culture. This point is taken up in the discussion.

Negative humor and the selective use of positive humor also serve a power function that benefits some and not others in relationships, such as occur in relationships between in-group and out-group members and organizational members of differing status. When humor is used to create a sense of community between group members and foster group cohesion, the process of socialization often includes negative humor to exclude people whom the group rejects and to strengthen the sense of identity among the in-group (e.g. Vinton, 1989). An example of negative humor in the socialization processes comes from a qualitative study by Terrion and Ashford (2002), who studied participants during a six-week executive development program. One of their findings was that when participants were placed in work groups they used negative put-down humor against other participants in the program to promote the identity of their newly established group. Studies of established work teams have also identified the emergence of humor networks in which negative humor is used to exclude out-group members and to form a stronger sense of community amongst in-group members (Duncan and Feisal, 1989).

Negative humor is used by both high- and low-status people in their relationships with one another, but the specific forms of humor vary with the status of the individual and the specific work setting (Duncan, 1985). Negative humor is often used by high-status individuals to control and maintain differentials between them and lower-status individuals (e.g. Vinton, 1989). For low-status individuals, negative humor (e.g. subversive humor) can be used to challenge authority (e.g. Brown and Keegan, 1999; Holmes and Marra, 2002). Other studies point to the fact that the use of humor in relationships between low- and high-status individuals varies from organization to organization. For example, Duncan (1985) found high- and low-status individuals in health care work teams were part of the same humor network and had no extra humor status, whereas high-status individuals (managers) in business groups were less often the focus of positive or negative humor.

Studies that attempt to link humor with group performance outcomes will often report a positive impact on the affective reactions of participants but a null effect for subsequent performance (e.g. Filipowicz, 2002). In an earlier review of studies of the relationship between humor and performance, Pollio and Bainum (1983) attributed mixed results of manipulated humor effects on group performance (group problem solving) to the humor index employed. If ‘total seconds of laughter’ was considered as a measure of group humor, positive effects of group humor on group performance (anagram tasks) were found; no effects were found, however, if ‘number of jokes’ was considered as a measure of group humor. Findings also suggest that different effects of humor can be expected for different types of tasks. While positive effects were reported for anagram tasks, no effects were found for decision-making tasks (Pollio and Bainum, 1983). Another possible explanation is that the effects of humor on many work group performance outcomes are more cumulative and influence performance through causal pathways than the affective
responses to jokes. Over time, humor can become embedded in various cultural norms that may influence group performance (e.g. Roy, 1960). As was illustrated in our earlier discussion of culture, positive and negative humor may give rise to or reinforce different norms with different implications for group performance.

The leadership of groups is also affected by the types of humor used. While there is evidence that effective leaders use more humor than ineffective leaders (Priest and Swain, 2002; Holmes and Marra, 2006; Sala, 2000; Aviolo et al., 1999); it is the type of humor used that seems to define its effects. Specifically, negative humor is associated with low leadership performance. Managers who used negative humor received poor ratings in leadership outcome variables, such as task and relationship behavior, especially for female leaders (Decker and Rotondo, 2001). Also the use of negative humor by a leader is likely to be reciprocated by the members of the group (Decker and Rotondo, 1999), thus initiating a cycle that can lead to the creation of a negative and potentially less productive work culture.

In summary, although the current state of evidence is more suggestive than conclusive, negative humor has the potential to be a dysfunctional form of organizational behavior that is related to health risk behaviors, unproductive cultural norms, exclusion of individuals from groups, maintenance of status differentials and negative team cultures. As with the earlier results reported for gender differences, more research is needed on occurrence, determinants and outcomes of negative humor to establish the causal dynamics and generalizability of these relationships.

It’s not all bad – laughter is good medicine
Our discussion of humor as a dysfunctional organizational behavior has been based on a necessarily selective review of the literature. While this has served to highlight the potential for dysfunctional effects of humor and the relative lack of research on those effects, it does not reflect the findings from the extensive body of research on positive humor and its effects. In summary, positive humor has been shown to have many beneficial effects, including:

1. Lower experienced stress in response to stressors (e.g. Abel, 2002; Kuiper et al., 1993; Lefcourt et al., 1995), including quicker physiological adaptation (e.g. reduction in systolic blood pressure) to stressful situations (e.g. Lefcourt et al., 1995).
2. More positive mood and emotional responses (e.g. Abel and Maxwell, 2002; Lehman et al., 2001; Moran and Massam, 1999; Szabo et al., 2005).
3. Reduction of anxiety levels (Szabo et al., 2005; Abel and Maxwell, 2002).
4. Lower levels of exhaustion and burnout in stressful occupations (e.g. Killian, 2005; Mesmer, 2001; Talbot, 2000).
5. Higher levels of psychological well-being and lower frequency of psychosomatic illnesses (e.g. Fry, 1995; Cavanaugh, 2002; Sanders, 2004; Francis et al., 1999).
6. Higher self-esteem (e.g. Martin et al., 2003).

This summary of findings is illustrative of the many benefits that can flow from self-enhancing, affiliative and other forms of positive humor. What emerges from the research is that positive humor helps people to cope better with stressful situations, both psychologically and physiologically, and to maintain a positive sense of self-worth. At the risk
of overstatement, it should be stressed that attributing these outcomes to humor, rather than to positive humor, is misleading.

**Conclusion**

Our aim in this review has not been to question the potential beneficial effects that laughter, smiling and amusement can bring to people at work. Humor that produces these effects in members of the target audience has clear psychological and physiological benefits. However, not all humor is funny for all people all of the time and not all humor produces positive effects. In particular, much humor is negative in tone and has potentially detrimental effects for the individuals, groups and organizations, and therefore can rightly be considered a form of dysfunctional organizational behavior. Our review highlights for us the need for further research that examines the occurrence, determinants and effects of negative humor in organizations, in order to provide a balanced perspective on the role of humor in organizational behavior and to craft interventions that both minimize the potential negative effects while seeking to enhance the beneficial effects that can flow from positive forms of humor. To this end, we would like to comment on the conceptualization of the role of humor in organizations and the methods that are likely to be most effective in the study of negative humor in organizational behavior.

One clear implication of our review is that organizational researchers need to conceptualize humor as a multidimensional construct that includes both negative and positive forms of humor. In addition a dynamic conceptualization of the construct will need to take account of norm formation and other social factors, such as status differentials, that will interact with humor displays to affect the outcomes. It is possible, for example, that the frequent but so far incoherent gender differences in reactions to humor are the product of differential humor norms that are held by and about males and females. One hypothesis worthy of examination is that humor norms for females support greater use of positive, particularly affiliative, forms of humor when dealing with others and more self-defeating humor in self-regulatory activities. By way of contrast, male norms might support greater use of aggressive and self-enhancing forms of humor. These hypotheses could be extended into predictions of cultural norms about humor for male-versus female-dominated occupational groups and organizations and about the consequences of cultural fit (or misfit) for males and females.

In order to progress a research agenda of humor as dysfunctional organizational behavior, the current research points to the importance of qualitative field research designs for identifying the occurrence and outcomes of negative humor. In the Roy (1960) and Terrion and Ashford (2002) studies, participants were observed unobtrusively over an extended period. In both cases the pattern of negative humor and its functions only became evident over time. Also, it was probably the case that displays of negative humor, which may present an unflattering view of the person being studied, are more likely to be constrained when data collection is obviously focused on displays of humor. This social desirability effect, plus the fact that human ethics committees may be reluctant to approve studies with inductions of negative humor, may account for the bias toward positive humor, at least in experimental studies.

In concluding, we would like to highlight what we see as the risk to the field of organizational behavior in the application of positive psychology (e.g. Luthans, 2005; Turner et al., 2002; Wright, 2003), which we see as including the biases and limitations that we
have identified in the humor research through our analysis of the dysfunctional effects of humor. Humor research, with its bias toward positive humor, is both an exemplar and source of ideas for the newly emerging field of positive psychology, which focuses on the study of individual, social and institutional determinants of human happiness (e.g. Seligman and Csikszentmihalyi, 2000). On his website ‘Authentic Happiness’, the founder of positive psychology, Martin Seligman, proclaims that ‘his research has demonstrated that it is possible to be happier – to feel more satisfied, to be more engaged with life, find more meaning, have higher hopes, and probably even laugh and smile more, regardless of one’s circumstances’, and that ‘he is now turning his attention to training Positive Psychologists, individuals whose practice will make the world a happier place’. Not surprisingly, the application of positive psychology within organizational behavior (Luthans, 2005; Turner et al., 2002; Wright, 2003) shows the same positive bias. As our review of humor research shows, the risk of focusing on positive organizational behavior is that it ignores the dysfunctional organizations’ behavior and the many negative outcomes that this can produce for individual, groups and organizations.
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PART II

MANAGING ORGANIZATIONAL MAYHEM
Introduction

In this chapter we argue that firms become highly susceptible to normalized corruption when organizational practices that are essential for the functioning of the firm assume a taken-for-granted character. When mindlessly enacted, many common practices are likely to increase the probability that employees will rationalize unethical acts, that newcomers will be easily socialized into ongoing corruption, and that corruption will become institutionalized in organizational processes and routines. For example, some compensation characteristics can lock in employees to develop standards of living that cannot be maintained easily in other jobs and force them to rationalize their immoral acts; certain types of organizational structures may distance employees from the affected stakeholders and increase chances of employees engaging in unethical behaviors without conscious thought about their actions; an imperfectly communicated code of ethics can proliferate corruption instead of reducing it; and finally the ways of handling the discovery of immoral acts can influence whether the organization is likely to face an ongoing corruption in future.

We highlight these issues and suggest ways in which organizations can guard themselves against the harmful unethical consequences of routine organizational practices.

In the wake of several recent corporate scandals, we have witnessed a tremendous amount of scholarly work in improving our understanding of organizational corruption. Several researchers have offered frameworks that help us understand how corruption sets in and perpetuates within firms. For example, recently, Ashforth and Anand (2003) pointed out that corrupt practices can prevail in organizations for a long time because otherwise ethical people can engage in corrupt activities and convince themselves that such activities are ethical in nature. Terming this process ‘the normalization of corruption’, they proposed that three factors contributed to perpetuating unethical activities for a prolonged period: institutionalization, rationalization and socialization. Corruption is institutionalized when deviant practices become part of an organization’s memory – i.e. are embedded in organizational routines and practices (e.g. Anand et al., 1998; Nelson and Winter, 1982). Rationalization refers to mental tactics that are used by individuals to portray their unethical acts as acceptable (Adams and Balfour, 1998; Coleman and Ramos, 1998). Socialization refers to practices used by veterans in corrupt units to introduce and involve newcomers in ongoing corruption (Darley, 2001; Sherman, 1980).

Because of the mutually reinforcing patterns of these three mechanisms, organizations with normalized corruption find it extremely difficult to reverse the process and put things in order again (Ashforth and Anand, 2003). This is evident in many recent instances of normalized corruption where firms realized too late that their moral well-being had deteriorated beyond repair. Since it is not easy to reverse normalized corruption, firms need
to emphasize prevention by ensuring that the system is on a constant vigil to nip corruption in its budding stages.

A critical step in preventing normalization involves understanding how some of the very basic practices within organizations, if taken for granted, can facilitate the onset of normalized corruption. Many of these practices are essential for the normal functioning of a firm and include efforts to create suitable organizational structures, employee compensation and rewards, interactions with stakeholders, and policies regarding employee conduct. In addition to the day-to-day function of the organization, these practices are also critical for obtaining legitimacy and scarce resources, and to develop a competitive advantage (DiMaggio and Powell, 1983; Pfeffer and Salancik, 1978; Scott, 2001). However, if practices in a complex organization are not implemented with care, they can increase the likelihood of normalized corruption becoming endemic within the organization (Perrow, 1984).

In this chapter we examine four organizational practices which, while usually very valuable for the firm, can also act as key catalysts fostering organizational corruption. We focus on four key practices: organizational compensation and rewards; organizational structure; ethical codes of conducts; and systems and procedures for handling the discovery of corrupt acts. We start with a brief review of the literature on the rationalization, socialization and institutionalization of corruption. Following this, we explain how the above-mentioned four organizational practices can induce normalization of corruption in firms. We simultaneously discuss how these practices can be effectively used to prevent the normalization of corruption while keeping their economic viability. Finally, we conclude by suggesting areas of future research and managerial implications.

Normalization of corruption in organizations
Ashforth and Anand (2003) proposed a framework that suggests that corruption becomes embedded in organizational structures and processes and is internalized by organizational members as permissible or even desirable through three mechanisms – institutionalization, socialization and rationalization. We provide a brief review of these mechanisms in the following section since we extensively use this framework to build our further arguments.

Institutionalization of corruption
Corruption is institutionalized when corrupt practices are enacted by organizational members as a matter of routine without significant thought given to the nature of the behavior. Institutionalization of corruption is manifested through three phases: (1) the initial decision to act; (2) embedding corruption in structures and processes; and (3) routinization of corruption. These three phases are explained below.

An organizational member’s initial decision to act in a corrupt manner is prompted by the permissive ethical climate of the organization. For instance, a significant emphasis on financial goals in an organization, without an assessment of how those goals are met, presents several opportunities for members to act immorally. One factor that plays a huge role in developing a permissive climate is the leadership within the organization. Supervisors not only serve as role models but also have the authority to both reward and condone subordinates’ behaviors. Thus, when supervisors explicitly or tacitly act in promiscuous ways (such as focusing exclusively on financial goals without appraising how those goals are met), it sends a clear signal to subordinates that the unethical means used
to achieve the ends is less likely to be punished when the immediate financial goals are met. Organizational structures and processes also insulate managers from responsibility toward such acts of unethical means. For example, many organizations institute the concept of ‘a vice-president responsible for going to jail’ for unethical activities (Braithwaite, 1984), allowing other managers to easily remain blind to corrupt practices.

Corruption gradually gets embedded in organizational structures and processes by making its way into organizational memory. Activities stored in organizational memory – a metaphor used to describe the process through which an organization acquires, stores and uses the knowledge that is applied to its activities (Anand et al., 1998) – obtain legitimacy and are often performed by organizational members without them being consciously aware of the context in which they were performed. Thus previous unethical decisions and positive outcomes accompanying those decisions validate the use of unethical means in the future.

As corrupt practices get embedded in organizational routines, a deviant culture tends to emerge that normalizes corruption. The deviant culture insulates its actors from a wider culture where a premium is placed on socializing with insiders, condemning outsiders, and strongly identifying with the in group. These practices further amplify a group member’s engagement in corrupt activities as they are seen to be in accordance with group norms and necessary for in-group identification (Mars, 1994). Finally, as corrupt practices become institutionalized and repeatedly enacted, they become routinized and habitual (Benson, 1985). This routinization is further enhanced because organizational members keep performing their specialized tasks without being aware of how their individual actions, in conjunction with the actions of others, contribute to the enhancement of a corrupt practice.

Rationalization of corruption
Interestingly, individuals involved in organizational corruption tend not to view themselves as corrupt. Instead, these individuals use various rationalizing strategies in not only countering the negative connotations of their acts but also positively articulating and justifying their corrupt behavior (Ashforth and Anand, 2003). There appear to be at least eight types of rationalizations, which are described below.

A common form of rationalization is excusing oneself of corrupt practices on the grounds that they are not actually illegal. Since many decisions concerning corrupt behavior are quite ambiguous in nature and few specific rules exist to prescribe or proscribe the behavior, individuals often use this rationalization tactic to absolve themselves of having done anything wrong.

In addition, corrupt actors frequently employ three types of denial strategies to rationalize their misdemeanors. In denying their responsibility, actors construe that they have no choice due to circumstances beyond their control such as management order and peer pressure. In denial of injury, actors construe that no one was harmed, and thus, when the actual damage is insignificant, the organization doesn’t appear to care. In the third form of rationalization – denial of victim – actors either justify their acts of corruption by arguing that the victims deserved their fates, or psychologically distance themselves by moral excluding themselves from the acts of corruption.

In a different form of rationalization – social weighting – actors engage in impugning the legitimacy of those who would cast the act as corrupt. Thus the corrupt may
characterize a law or a norm as vague or inconsistent, thereby rejecting its legitimacy in governing an individual’s behavior.

Individuals also make use of appealing to higher loyalties in rationalizing their corrupt acts. For instance, a strong sense of group loyalty can force individuals to bend or break rules that may jeopardize the existence or image of the group. Individuals are also likely sometimes to act in corrupt ways to uphold the moral principles of their group. For instance, a group may act counter to universal ethical norms if they regard those laws as an obstacle to particular principles.

Socialization into corruption
Socialization can also be extremely effective in inducing newcomers to participate in existing corrupt practices. Specifically, organizations make use of three different socialization tactics – cooptation, incrementalism and compromise – to introduce ongoing corrupt acts to newcomers. In cooptation, rewards are utilized to induce newcomers toward corrupt behavior. Rewards act in a very subtle way by inducing newcomers to resolve the ambiguity prevailing in business scenarios while suiting their own self-interests. Consequently, newcomers often remain unaware of their engagement in unethical activities.

Incrementalism, the second process of newcomer socialization into corrupt activities, acts in a different fashion. Newcomers are induced to engage in small acts of corruption, which may seem harmless as well as possibly explicit and irrevocable. The acts can create some cognitive dissonance which is resolved by different types of rationalization techniques that the organizational culture makes available for newcomers (Festinger, 1957). Gradually, newcomers overcome the guilty feelings associated with the act and become more open to enacting corrupt practices of more severe magnitudes.

Finally, compromise is the third avenue to corruption through socialization. Under pressing dilemmas, role conflicts or other problems, individuals (often in good faith) essentially revert to corruptive tendencies. Birnbaum (1992), for instance, describes how some politicians have to act against their ethical principles when they seek power by currying favors and cutting deals, often causing them to support actors they may usually avoid.

Each of the three pillars of corruption – institutionalization, rationalization and socialization – also reinforce each other in normalizing corruption in organizations. For instance, institutionalized corrupt beliefs are reinforced through the rationalizing tactics of individuals and the social cocoon of socialization which helps reduce any dissonance observed by individuals into acceptance of corruption. In a similar way, socialization of newcomers into corrupt activities is aided when there are leaders and organizational structures in place that ease a newcomer’s acceptance and subsequent engagement in immoral activities. Institutionalization also supports rationalization by creating easily acceptable objective accounts of a reality that shrouds the unethical practices associated with the acts involved in such a reality. It helps individuals to rationalize (e.g. appeal to higher loyalties) their acts while avoiding pangs of conscience.

Coercion into corruption or the threat of negative consequences, such as ostracism and demotions, can also induce individuals to grudgingly accept unethical means in organizations. Coercion can be blatant or subtle. Blatant coercion forces individuals to either accept rationalizations in order to comply with the corrupt directives or react in resentment and reactance against the source of coercion. However, in subtle coercion, where for
example a manager casually suggests a subordinate lie to a client, the perceived ambiguity about the situation increases for the subordinate. In these ambiguous situations, rewards that foster cooptation are likely to induce the subordinate to corrupt actions.

The development of the three ‘pillars’ of normalization is in turn facilitated by the development of a ‘social cocoon’ within the organization (Ashforth and Anand, 2003). In a social cocoon, the firm or sub-unit creates a micro-culture where the norms are very different from those valued by the society members. Members prize their association with the group, identify strongly with the group’s values and practices, and actively seek to compartmentalize themselves from external influences. Inside the cocoon, the veterans model the corrupt behavior, newcomers are encouraged to bond with and emulate the veterans, and newcomers are subjected to strong, consistent ideologies, so that they accept and practice the prevalent corrupt acts and view them in a positive light.

An unfortunate outcome of the cocoon formation is that even though the ethical climate of the sub-unit gradually erodes, the members remain oblivious of it. Ethical climate refers to the ‘prevailing perceptions of typical organizational practices and procedures that have ethical content’ (Victor and Cullen, 1988). The existing members are already socialized, so they tend to view the group in a positive light, easily rationalizing the unethical practices. However, newcomers, who feel the initial pangs of corrupt practices, may also engage in self-censorship and reason that their own misgivings are overblown because the unethical acts are routine and the veterans espouse these behaviors. As a result, members in the cocoon focus on goal attainment without a corresponding focus on the means used to achieve those goals (Trevino, 1990). In the following sections we discuss how some valued practices in organizations can lead to such cocoon formation when their ethical implications are not carefully examined.

Taken-for-granted practices and their effect on normalized corruption

The above discussion illustrates how the three mechanisms – institutionalization, rationalization and socialization – can gradually relegate a firm towards normalized corruption. Once corruption sets in, the three processes mutually reinforce each other, resist change, and are facilitated by a cocoon formation. Thus it is extremely difficult to root corruption out of the system at that stage. An implication of this line of research is to make all too clear to managers that it is vital to understand the normalization process so that it may be prevented.

In this chapter, we highlight four such practices, which if implemented carelessly, can gradually push the organization into the irreversible realm of embedded corruption. Our selection of practices is based on an extensive review of the literature. We believe that these are four key practices that can increase the likelihood that normalized corruption will prevail in organizations. However, we do not intend this list to be complete or exhaustive. Our discussions about these practices emphasize the importance of a careful examination of any practice from an ethical viewpoint prior to implementation in organizations.

Compensation

Compensation has emerged as a widely used organizational tool to recruit and retain executives and to manage their behaviors. While the role of compensation in inducing unethical employee behaviors has been discussed previously (Kerr, 1975; Sims, 1992; Schwartz, 2001), we focus on two specific elements that can aid in the onset of normalized
corruption: (1) fixed pay levels and (2) the incentive mix (such as annual bonuses, incentives, etc.). Fixed pay levels refer to the guaranteed component of employee pay – the annual pay that does not include any incentives. We also use the term fixed pay to include benefits such as medical reimbursement, retirement plans, etc. that are not part of the cash paid to employees. High fixed pay levels are increasingly used as inducements to attract individuals to high-risk jobs or to undesirable locations (Beatty and Zajac, 1994). While often a desirable (and sometimes the only) way to ensure that the firm employs competent executives, the use of higher than market pay can create ‘lock-ins’ for employees. Individuals receiving above-market pay may develop standards of living that cannot be maintained easily in other jobs. When such employees are exposed to corrupt events, they often find themselves in a bind. Given the risks and uncertainties fraught in whistle blowing (Brief et al., 2001; Haddad and Barrett, 2002; Janis, 1983), such employees may be paralyzed into inaction – they cannot leave because they may have mortgages and other expenses to cover and are unable to find other jobs with similar pay levels. The reduced exit opportunities create strong dissonance brought on by prolonged exposure to the ongoing corruption (Festinger, 1957). Since most individuals cannot sustain dissonance for significant lengths of time (Clore et al., 1994; Clark and Isen, 1982), the salve offered by socialization and rationalization tactics may prove irresistible.

For instance, institutionalized sexual harassment likely continued at Mitsubishi’s Normal plant for as long as it did because there were no other employment opportunities in the region that offered similar pay (Weimer and Thorton, 1997). Employees who were victims of the practice, or uncomfortable with it, kept silent and stayed with the organization because of a lack of other opportunities. Similarly, Zekany et al. (2004) point out that WorldCom’s top executives were compensated above organizational and industry norms. Such employees were hesitant to jeopardize income levels that could not be earned elsewhere – indeed, as in Normal, Illinois, where Mitsubishi’s plant was located, there were few comparable opportunities for WorldCom employees in Jackson, Mississippi. Therefore employees encountered exit barriers and, rather than face persistent dissonance at continually observed ethical deviances, such individuals were likely to adopt rationalizations or succumb to socialization tactics. Zekany et al. (2004) also speculate that board members avoided confrontations with then WorldCom CEO Ebbers because they were lavished with a large number of perks not normally provided to board members by other companies.

Note that we are not necessarily arguing against the use of above-market compensation. Indeed, in many cases such compensation may be a necessity or an integral part of firm strategy. However, we do point out that such compensation creates situations that make it easier for normalized corruption to set in. While we focus on the fixed component of compensation creating a lock-in for employees, incentive pay can also create such situations for employees. For instance, in many organizations, it is a practice to link large amounts of long-term incentives to long vestment periods – thus employees receive incentives only if they’ve stayed with the organization for a specific length of time. Alternately, while incentives may appear to be contingent on performance, many incentives are so designed that receiving them becomes a virtual certainty. For example, even before the lengthy ‘boom market’ of the 1990s, Lambert et al. (1991) calculated that the probability of an ‘at-the-money’ option with a ten-year maturity finishes ‘in-the-money’ (assuming that the stock market return and volatility parameters do not vary in the period) is 0.943.
Similarly, based on the same assumption, but using other parameters, Hall and Murphy (2000) obtained a probability of 0.79. In other words, incentive pay in many cases can be treated as fixed pay – and if it is very large, it locks in employees, making them more susceptible to ongoing normalized corruption.

While incentive pay can lock in employees to the organization, a prime objective of short- and long-term incentives is to align shareholder and executive preferences by linking executive pay to firm or sub-unit performance (Eisenhardt, 1989). A key aspect here is the linkage of incentive pay. Do executives receive the pay based on some objectively determined criteria (such as sales growth, profitability, etc.) or do they receive the incentive pay based on a subjective evaluation of their performance (Beatty and Zajac, 1994; Wiseman and Gomez-Mejia, 1998)? Objective evaluations are typically used in firms where employee behaviors have a strong impact on unit performance or in diversified firms where supervisors have insufficient knowledge about what constitutes appropriate and effective behavior in their subordinates. Subjective evaluations are more likely to be used in highly turbulent and unpredictable environments where several unanticipated factors may muddy up the relationship between executive behavior and performance (Beatty and Zajac, 1994).

While unavoidable in some cases, the use of subjective evaluations to grant incentive pay to employees can make them more susceptible to elements of normalized corruption. In order to achieve subjective rewards, employees at least have to exhibit behaviors that are consistent with the prevalent organizational norms. In such organizations, employees are likely to wear façades of conformity that are ‘false representations created by employees to appear as if they embrace organizational values’ (Hewlin, 2003: 634). As Lifton’s (1986) study of Nazi doctors in Hitler’s concentration camps shows, such façades, when repeated over time, lead to routinized behavior and the adoption of rationalizations that allow actors to justify unethical acts to themselves – indeed he found many such rationalizations continued to be used decades after the end of World War II. In a longer run, the façades no longer remain a pretense; employees willfully de-emphasize, compartmentalize, or suppress their acts of corruption in favor of normatively redeeming features of their work or workplace (Ashforth and Kriener, 1999; Wegner, 1989).

Another consequence of conformity generated by subjective determinations of incentive pay (or other forms of rewards, for that matter) may be the appearance of social cocoons within organizations. Subcultures emerge with multiple employees who are tied together by their common behaviors in the pursuit of desired rewards. A clear ingroup is created, with non-conformists being ostracized and left out of organizational activities. For instance, in their book Final Accounting, Toffler and Reingold (2005) detail the subculture that was prevalent in Arthur Andersen before its demise – specific norms of dressing, need to conform with lengthy hours of work, eating in ‘company-sanctioned’ restaurants and so on. The development of such a subculture creates an environment where individuals bond and socialize increasingly with other unit members, and develop their own specialized language. While there are positive aspects to such strong subcultures, they also create a fertile environment for the emergence of a social cocoon and the development of euphemistic language – factors that greatly enhance the likelihood of normalized corruption (Ashforth and Anand, 2003; Anand et al., 2004).

In summary, we expect that compensation designs that create exit barriers by paying above-market levels, and/or have large amounts of incentive pay based on subjective
performance criteria, increase the likelihood of the onset of normalized corruption in organizations.

**Codes of ethics**

In the wake of recent corporate scandals around the world, organizations have become far more proactive in the development of ethics codes and compliance procedures, and the adoption of various other policies such as providing confidential access to ombudspersons for employees (Adams et al., 2001). This is clearly a positive development. The presence of an ethics code in an organization signals organizational commitment to avoid unethical practices. In some cases, it also provides employees with a uniform set of values with which to evaluate their decisions. For instance, after examining organizations with and without ethics codes, Bowen (2002: 275) argues that in organizations without ethics codes, the ‘actual belief’ system used to make decisions could be any number of things and could lead to inconsistent and problematic decisions. On the other hand, in a recent interview, George Hermann, Vice President and Chief Financial Officer at Jefferson Wells International, commented about ethical codes and other internal control procedures:

> too many companies fall into a ‘check the box’ mentality regarding corporate governance and internal controls. In other words, there is a lot of focus on the externals, such as board composition, and [Sarbanes–Oxley Section] 404 compliance, at the exclusion of whether honesty, integrity and respect for the stakeholders are actually alive in the organization. (Anon, 2003: 22)

From the point of view of normalized corruption, the presence of an ethical code statement, in the absence of a company-wide supporting initiative, can become just another rationalization tactic. Any ethical uncertainty associated with a decision could be quelled by relying on the presence of the company’s ethics code. The ethics code itself may create in the organization an illusion of morality that allows employees to decide that certain unethical decisions are, in fact, quite legitimate (Anand et al., 2004). For instance, McKendall et al. (2002) found that the presence of ethical codes and compliance procedures was positively related to the number of Occupational Safety and Health Act (OSHA) violations. Thus the ethics codes could have been used as merely window dressing or be in place to lessen the impact of sentencing due to the violations. Similarly, Weaver et al. (1999) point out that while a large majority of American companies have adopted ethics codes and statements, the intent may be symbolic since many of these firms have not followed up with more intensive efforts to ensure that there is ethical decision making in firms. Obviously, the mere presence of an ethics code is unlikely to foster ethical behavior. However, previous research suggests that codes of ethics are far more effective in increasing employees’ propensity to behave ethically when there is strong management commitment toward ethical behavior (Adams et al., 2001; Trevino and Ball, 1992).

Ethics codes and compliance procedures can help prevent normalized corruption in two ways: (1) building awareness among employees about the firm’s ethics codes and helping them appreciate that ethical issues exist in almost every major decision; and (2) encouraging employees willingly to speak up against rationalization and socialization tactics they may encounter in an organization. As awareness of the ethics code increases, there is a higher likelihood that employees believe that the organization places some value on ethical behavior and that unethical behavior is likely to be punished (Valentine and
Barnett, 2003). Positive and negative reinforcements in the firm regarding ethical behavior can discourage easy rationalizations of corrupt acts and also help morally upright employees bring unethical activities to the attention of others.

Awareness of an ethics code must also be supplemented by an understanding and acceptance that most strategic decisions have moral implications. Indeed, normalized corruption happens not because employees are evil, looking for opportunities to engage in unethical acts, but because individuals have either not recognized ethical issues or have used subtle cognitive mechanisms to eliminate ethical considerations from the decision (Ashforth and Anand, 2003). For instance, in the Ford Pinto recall decision, managers converted the injuries and deaths due to the Pinto’s exploding fuel tanks into dollar amounts and associated probabilities for their occurrence. Subsequent decisions to withdraw the car were then based on a cost–benefit analysis that was completely separated from the ethical issues involved in continuing to sell a product that endangered human lives (Gioia, 1992). Similarly, in their study of Exxon-Mobil’s decision to dump (as allowed by law) hazardous waste in a small community waste-fill, Hamilton and Berken (2005: 399) point out that

Exxon as a company was committed to efficiency. Middle and lower managers who faced a conflict between cost efficiency and the ethical treatment of people would have chosen efficiency. Efficiency is a hard criterion . . . ethics is a soft criterion difficult to measure in short term costs . . . unless managers know that ethical behavior is rewarded and unethical behavior punished in annual evaluations, pay, and advancement, the priority assigned to ethics will remain ambiguous . . .

And every time a decision is made favoring efficiency over ethics in an organization, it increases the likelihood of normalization because past precedent is a strong predictor of routinization (Ashforth and Anand, 2003).

An effective ethics code and compliance program can also generate normalization-thwarting behaviors by increasing employee willingness to speak up against rationalization and socialization tactics they may encounter in an organization. A good example of such a program is provided in some of the changes initiated by Tyco International after ousting its scandal-plagued CEO, Dennis Kozlowski. E.M. Pillmore (2003), Tyco’s Chief Ethics Officer, writing in the *Harvard Business Review*, describes the program as one whose intent was not ‘simply to teach people to spot right answers to obviously worded questions but rather to acknowledge that the issues involved are often nuanced and complex. How will you know if you’re moving into territory where ethical judgment is required? How will you notice when things begin to smell bad?’ They developed vignettes that highlighted such issues and produced several short videos dramatizing the situations and showed them to all employees. Such active intervention probably creates confidence among employees in challenging rationalization and socialization tactics when they encounter them. At the very least, they increase the likelihood that the cognitive dissonance created when an employee first encounters a rationalized unethical act or is socialized into a corrupt practice will be large and difficult to overcome.

In sum, then, we argue that ethics codes and compliance programs can help reduce the likelihood of normalized corruption occurring in an organization, as long as such programs are strongly supported in the organization and not developed for mere window dressing. On the other hand, if the sole purpose of such programs is to create documents
that can be shown to external stakeholders, then they may actually increase the likelihood of normalized corruption becoming endemic in an organization. It is indeed interesting that Enron Corporation had a very strongly worded ethics code (a portion out of the 64-page booklet is described below), but unfortunately, it was a mere document.

Employees of Enron Corp., its subsidiaries, and its affiliated companies are charged with conducting their business affairs in accordance with the highest ethical standards. An employee shall not conduct himself or herself in a manner which directly or indirectly would be detrimental to the best interests of the Company or in a manner which would bring to the employee financial gain separately derived as a direct consequence of his or her employment with the Company. Moral as well as legal obligations will be fulfilled openly, promptly, and in a manner which will reflect pride on the Company’s name. (Bastone, 2006)

The disconnect between employees and stakeholders
A third organizational issue that we consider as likely to affect the onset of normalized corruption is that of employee–stakeholder disconnect (ESD). We define employee–stakeholder disconnect as the degree to which organizational actors are separated from individuals and entities who are affected by the ethical implications of their decisions. Traditional organizational theorists such as Thompson (1967) have argued that efficient organizations have a technical core that comprises individuals and practices that perform key throughput functions. The technical core is, or ought to be, surrounded by boundary spanners who interact with the organization’s environment, and provide needed inputs to the technical core. This suggests a duality in the organization where some units are distanced from stakeholders, while others are in touch with them. As we move into the twenty-first century, these traditional structures have been replaced to some extent by more flexible forms such as matrix and network organizations that create greater interaction between organizational units and their stakeholders (Lee et al., 2001; March, 1994; Markides, 1997). However, sub-units within organizations are still likely to vary in the extent to which their employees are connected or disconnected with stakeholders.

We argue that there are two ways in which greater ESD increases the chances of normalization of corruption. First, a greater distance from affected stakeholders allows decision makers in organizations or sub-units to depersonalize the affected individuals, to deny responsibility for the final outcomes of their decisions, or even to take more aggressive stances towards victims of their unethical decisions (Ashforth and Anand, 2003). Thus various rationalization strategies can be easily used by employees to excuse themselves of the corrupt acts. Second, it is likely that employees are not even aware of the ethical implications of their jobs on stakeholders. For instance, an increase in ESD can reduce ‘heedful interrelating’ (Weick and Roberts, 1993; Weick et al., 1999), which exists when individuals in complex systems understand how the system has been configured to achieve some goal or the big picture. With an increase in heedfulness, employees are aware of how their jobs and tasks are related with other activities in the organization and how these jobs affect the overall interests of the organization as well as its stakeholders. As the distance from stakeholders increases, employees are less likely to understand how their individual jobs affect organizational stakeholders (see Bunderson, 2001), thus reducing the chances of employees making decisions while keeping the stakeholders in mind.
In most cases organizational ability to reduce employee–stakeholder distance is likely to be constrained for a variety of reasons. First, as tasks are increasingly complex in today’s knowledge-based environments, there is an increased need for specialization among employees (Anand et al., 1998). This often prevents employees from performing a complete task and thus confronting the outcomes of their unethical acts – these, in turn, are factors that facilitate the adoption of denial of responsibility and denial of victim rationalizations (Ashforth and Anand, 2003), for example, medical detail-men who provide doctors with large (and illegal) incentives to prescribe higher-priced drugs, and are oblivious to the hardship caused to impoverished patients who struggle to pay for them. As another example, Enron energy traders were caught on tape shouting ‘Burn baby, burn’ as forest wildfires raged in California and worsened its energy crisis in 2001 (McLean, 2006). So distant from reality were the traders that they failed to see the hardship endured by individuals who could not afford to pay for utilities in record-setting heat.

In organizations with a large distance from stakeholders, socialization efforts aimed at inducing newcomers to buy into rationalizations are also likely to be much easier since the distance from affected individuals reduces any qualms that employees may have about their actions. For instance, Munro (1998) refers to Bauman’s (1991) study of the Nazi era crimes and points out that individuals involved in the mass murder of Jews were able to justify (at least to themselves) their actions based on their distance from victims and the final outcome of the events they participated in. Thus individuals who were responsible for loading Jews into trains that took them to concentration camps justified their personal actions by claiming that they were only responsible for transporting the Jews and that if they did not do so, it might lead to disruption of train schedules. While there were rumors that Jews were subjected to evils at their destination, there was no guarantee that they would not be subjected to evil at the rail station itself if they were not boarded on trains.

A second reason for an organization’s constrained ability to reduce employee–stakeholder distance may lie in the large numbers of stakeholders affected by employee decisions. For instance, consumer product or utility firms may have millions of customers, and at best employees may know a minuscule fraction of the total employees. Given limited cognitive information-processing abilities, employees will be forced to use categorization processes in thinking about consumers, thus distancing them from the customers’ individual personalities. Furthermore, categories can easily be depersonalized, vividly demonstrated recently by Danley (2005) in his re-evaluation of the Pinto case. He points out that at the time the Pinto was under development, Ford issued the Grush–Suanby report that opposed enactment of regulations that required increased safety features in cars. Arguing that the cost of compliance was $137 million (at $11 per vehicle), and assuming that the cost of a person killed was $200 000 and that of a burn victim $67 000, Ford argued that complying with the safety regulations would thus have a societal cost of $49.5 million (assuming 180 deaths and 180 burn victims). Indeed, the large distance from the millions of potential buyers easily allowed Ford executives to think about possible victims in dollar terms rather than seeing them as parents or breadwinners in families. Had they done so, perhaps their final decisions would have been different. Yet another example of the problems inherent in employee–stakeholder distancing was demonstrated in the recently released tapes of Enron traders who were found to be manipulating electricity generation during California’s power crisis in 2001. In response to a fellow trader’s quip asking how many Grandmas he had bilked in California (due to higher energy
prices), an Enron trader responded: ‘Yeah, Grandma Millie, man. But she’s the one who couldn’t figure out how to vote on the butterfly ballot’ (Rose, 2004: 1).

In effect, normalized corruption is much more likely to occur where organization structure, organization strategy, or industry environment has created a distance between employees and affected stakeholders. While organizational decisions are often complex and creating distance may be the only way of making hard decisions while separating the emotions involved, organizations need to bear in mind that there are negative consequences of such large distances between employees and stakeholders. It is possible for organizational efforts to reduce distance and, thus, protect against normalization, but often times organizations increase employee–stakeholder distance at the first whiff of an ethical breakdown. For instance, Hamilton and Berken (2005) detail the story of Exxon-Mobil and the Grand-Bois Community in Louisiana. Exxon-Mobil had moved hazardous waste to the community of Grand-Bois and when the first reports of individuals being affected surfaced, no efforts were made by any company employees to visit the disaster first hand. In fact, the local manager who received a letter from a community leader did not respond to the letter, stating in a subsequent media interview that he had referred the letter to legal counsel. While legal advice may have been behind Exxon-Mobil’s decision, it ultimately ended up costing them large amounts of animosity and bad press, and ultimately led to a reversal of the decision.

*Handling the discovery of unethical acts*

In all organizations, there is always the likelihood of isolated unethical acts by rogue employees. While such acts are almost impossible to eliminate in totality, organizational responses to the discovery of such acts can significantly influence whether normalization could prevail in the future. Organizational reactions can range from denial to acceptance to punishment. For instance, between 1977 and 1982, Beech-Nut Corporation had sold a chemical concoction comprising just sugar and chemicals as apple juice in the USA (Queenan, 1988). The company stonewalled when investigators tried to question the firm. Beech-Nut went to the extent of shipping the adulterated juice out of a plant in New York to Puerto Rico during the night in order to put it beyond the jurisdiction of federal investigators (Kindel, 1989). Clearly the message given to employees was to avoid detection rather than to avoid unethical behavior – and this could potentially sow the seeds for future normalization if Beech-Nut had gotten away with their actions.

In a similar instance but with a completely different response, Crane (2005) describes how Procter and Gamble discovered that some of its executives had employed private investigators to rummage through Unilever’s trash cans to obtain information about its hair care business. When top management learnt of this, they reacted by publicly acknowledging the wrongdoing, issuing an apology to Unilever, and then agreeing to an out-of-court compensatory settlement of about 10 million dollars. In doing so, P&G clearly indicated to its managers that unethical actions were unacceptable, and created an environment that made it more difficult for employees, to rationalize their acts. The discovery of an unethical act, while damaging in and of itself, provides a great opportunity for organizational leaders to communicate organizational values and priorities to employees, and especially to newcomers. Accepting a mistake, punishing the perpetrators, and taking action to prevent future occurrences embolden newcomers and employees to question unethical practices when they encounter them. On the other hand, if discovery of an
unethical act is addressed by denial and cover-up (as in the Beech-Nut example above), employees will feel discouraged in reporting unethical acts and are more likely to become susceptible to rationalization and socialization in the future.

However, just knowing that it is important to handle the discovery of unethical acts in an appropriate manner is not sufficient. Such discoveries, if not part of a systematic process of corrupt acts in an organization, almost always catch top executives by surprise (Nicholson and Miller, 2005). Subsequent to the initial discovery of such acts, and especially if the act becomes public knowledge, events unfold at a rapid pace. There is uncertainty about whether the act is unethical and/or illegal, there is a need to discuss liability issues, there is a need to identify what needs to be communicated to key stakeholders – key decisions that must be made at breakneck speed in circumstances that are fraught with emotion and often unfold under the glare of media publicity. Right intentions in such circumstances do not necessarily lead to right actions, and one wrong decision may be sufficient to lead the organization down a slippery, irreversible path.

Handling the discovery of unethical acts is an increasingly specialized task that needs advanced thought and training. We believe that proper reactions to the discovery of unethical acts are possible only if organizations have thought about these issues in advance. Ideally, firms will have laid out the specific procedures to be followed in case of an unethical discovery. A team that can handle such an occurrence needs to be identified in advance, and team members assigned specific responsibilities (e.g. who will investigate, who will take on the communication role, and so on) and trained to discharge those responsibilities. Firms that have put such procedures in place are likely to handle ethics breakdowns better and thus reduce the likelihood of normalized corruption in the future.

**Implications and conclusion**

In this chapter we have discussed how some organizational practices, when taken for granted, can cause the normalization of corruption. In the absence of a proper understanding of the ethical implications of these practices, these practices are likely to induce rationalizations of corrupt acts, easily socialize newcomers into organizational corruption, and institutionalize corruption in organizational processes and routines. As discussed, some compensation characteristics (such as fixed pay, subjective rewards) can lock in employees and force them to accept rationalization and socialization techniques to reduce their dissonance with the organizational norms. Organizational structures that distance sub-units or organizations from the affected stakeholders increase chances of employees engaging in unethical behaviors without conscious thought about their propriety. Imperfectly communicated codes of ethics can propagate corruption instead of reducing it because employees are either unaware of the codes or they are unable to judiciously use them in their decision making. Finally, the ways of handling the discovery of immoral acts can influence whether an organization is likely to face ongoing corruption in future.

All our conclusions provide fertile ground for future organizational research. For example, while many researchers have argued that compensation characteristics affect employee behaviors, very few studies have actually examined how different types of compensation practices influence the ethical behavior of employees. As we argued earlier, future research can evaluate how subjective rewards influence employee tendencies to engage in some of the rationalization techniques. Similarly, above-market pay and
different incentive mixes are likely to promote rationalization behaviors and socialization techniques. Further research needs to examine the dynamics involved in these factors.

Organizational structure has also been one of the key areas of research in business strategy and policy. However, research in this area lacks frameworks that help us understand which types of structures are likely to ease institutionalization and rationalization of corruption. One good start in this line of research may be an evaluation of the employee–stakeholder disconnect (ESD) created by the organizational structure and its influence on normalization of corruption within the firm. As we have argued earlier, it is likely that sub-units or organizations that are distanced from the affected stakeholders become easy grounds for rationalization and socialization of corrupt acts. Future investigations of this phenomenon can be undertaken at both organizational as well as sub-unit levels.

As against compensation and organizational structure, codes of ethics have received a significant amount of scholarly research. However, we still need grounded frameworks that allow us to predict when the codes of ethics are likely to offset normalized corruption. We have provided two key arguments regarding this. We believe that along with codes of conduct, organizations must create a suitable atmosphere where employees can raise their voice regarding unethical activities. In the absence of organizational thrust behind actually maintaining an ethical climate, the mere presence of codes of ethics will not be effective. Future research needs to test these arguments empirically.

Finally, how organizations handle the discovery of unethical acts has received minimal attention in the current literature on business ethics. Several factors may influence whether organizations are likely to engage in denial, acceptance or punishment of corrupt officials. It is possible that firms that develop the NIH (not invented here) syndrome are more likely to keep justifying their behaviors in the event of the discovery of unethical acts because of their overtly inward focus and consequent formation of a social cocoon within the firm. Firms in industries that have high exit costs are also likely to deny unethical acts because acceptance may jeopardize the very existence of the organization.

In terms of managerial implications, we suggest that executives should realize that several practices, which are no doubt essential for the firm’s functioning, may also provide breeding grounds for unethical activities. Organizational practices, therefore, cannot be viewed in isolation from ethical implications emanating from their adoption. While discussing these practices and their influence over organizational corruption, we have argued that managers need to consistently focus on prevention of corruption because it is extremely difficult to reverse the normalized corruption once unethical activities get embedded in organizational routines and processes. Thus, in the case of organizational corruption, prevention may not be better than cure – it probably is the only cure. Throughout our discussion we have highlighted several ways in which managers can reduce the potential threat of normalized corruption arising from different practices.

To conclude, we believe that organizational practices and ethics go hand in hand. The practices, if taken for granted, can provide easy grounds for rationalization, socialization and institutionalization of corruption. While it is obviously a welcome sign that organizations are becoming more sensitive to ethical issues, we need better understanding of how the very practices that build a firm can bring it down by breeding corruption. Our chapter provides ideas and opens a few new potential areas for future research in this direction.
Note

1. Corrupt practices can exist in either a sub-unit or the entire organization. Therefore, unless otherwise specified, we use the term organization to refer to both a complete organization and a sub-unit.
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Alex was the team leader in charge of developing a new program for WARE Inc. He had worked numerous months with his team of software engineers to develop this new program. Although he knew it was common for programs to be cancelled, he was still upset to learn that the company had decided that the product he developed was not viable. Fortunately, the code he was developing could be used as the base of a new program that the company decided was more lucrative and they wanted Alex to lead that new effort. But Alex refused to turn over the code, even when the organization threatened him with a demotion. The company was faced with an awkward situation. What was going on?

At first glance, it appears Alex was manipulating the politics of the situation for personal gain. Much like the machine experts identified by Pfeffer (1981), who binned the manuals to ensure they were the irreplaceable sole operators of their machines, Alex was holding onto a valuable scarce resource. Yet, clearly, this could not explain it all. The company provided lucrative incentives, and Alex was going to lead the new program regardless. Moreover, Alex faced major repercussions from his actions and he knew his behavior was negatively impacting his reputation. The company was at a loss to deal with this predicament. Alex had produced the code using company resources, in company time, and was paid well by the company. The company owned the code. Or did they? Academics are paid to write papers and represent their employers when they publish their work. But who owns it? When the work is published, it becomes the journal’s proprietary, legal claim. But does this lessen the felt ownership of the writer over the paper?

Alex’s situation and, more specifically, the dilemma faced by his organization can be best understood from the perspective of territoriality. Territoriality involves feelings of ownership over things at work, and behaviors used to mark and defend our claims over those things that we believe belong to us. The refusal of Alex to allow his code to be modified or used reflects his attachment to the original idea that he helped create. What was important to Alex was to control use of that code which he felt belonged to him, even if he was not legally entitled to it.

Territoriality is an important, prevalent and overlooked aspect of work in organizations. Territoriality reflects and fulfills basic human needs of ownership and, as such, it can be functional to individuals and groups. Despite their benefits, territorial feelings and behaviors have both direct and indirect negative side effects in organizations. As such, it is critical for organizations to understand, recognize and effectively manage territorial issues inherent in the workplace.

In this chapter we discuss the nature of territoriality in organizations, and the myriad of negative implications of this phenomenon for individuals, groups and organizations. We begin by introducing the concept of territoriality and its key concepts, including territorial feelings, territorial behaviors and territorial infringement. For each of these aspects of territoriality, we address their negative implications. That is, we identify some of the key problems associated with territorial feelings, behavior and infringement. In the
final section we discuss how the misunderstanding and mismanagement of territoriality may contribute to its dysfunctionality and then we offer practical advice to help managers cope more effectively with the potential dysfunction of territoriality.

The nature of territoriality
Territoriality was first observed and studied in animals (Edney, 1975; Sundstrom and Altman, 1974) in the early twentieth century. The early animal research was focused mostly on biological determinants of territories and did not generate much interest for study in human populations. However, in the mid-1970s scholars began to view human territoriality over physical space and objects as a means to organize people so that violence, aggression and overt domination were unnecessary. In a review of the field published shortly after this shift in focus, Stokols (1978: 271) argued that ‘recent analyses have emphasized the cognitive and social–organizational functions of human territoriality rather than its biological (reproductive and survival-related) aspects’.

The shift in focus toward the cognitive and social functions of territoriality led to a proliferation of research, most highlighting its functionality (Brown, 1987; Malmberg, 1980). For example, territoriality over the physical world was found to be linked to identity construction (Altman and Chemers, 1980; Tuan, 1980), conflict management (Altman and Haythorn, 1967; Rosenblatt and Budd, 1975), safety (Brown, 1983), social cohesion (Altman, 1975; Brown and Werner, 1981; Lewis, 1979) and improved group effectiveness (Sundstrom and Altman, 1989). Relatedly, feelings of ownership over physical space have been found to be associated with more responsibility for (Rodgers and Freundlich, 1998) and positive evaluations of the object itself (Nuttin, 1987).

In recent years, the study of territoriality has moved into the organization. This organizational perspective takes a much broader focus, no longer limited to territoriality over physical space and objects. Indeed, we now know from recent research that individuals and groups can experience territorial feelings and behavior over all aspects of organizational life, such as roles, tasks, relationships, ideas, products, and even time (Brown et al., 2005; Brown and Robinson, 2006; Pierce et al., 2001, 2003).

Formally, we define territoriality in organizations as the behaviors people use to express their feelings of ownership toward physical or social entities. Embedded in the idea of territoriality are both feelings of possessiveness and action oriented towards claiming, communicating and protecting our claims of ownership. Territoriality involves attachment or territorial feelings toward an object or social entity, which in turn leads to the social construction of it as a territory through processes of signaling and defending it vis-à-vis others. These feelings and behaviors over possessions are reinforcing, such that feelings lead to behaviors, and yet engaging in territorial behaviors also reinforces one’s territorial feelings.

To understand the phenomenon of territoriality more generally, and to explore its negative implications more specifically, it is useful to consider territorial feelings, behaviors and infringement separately. Below we discuss each of these in turn.

Territorial feelings
Prior research has identified a number of factors that influence the feelings of ownership that an individual will develop with regard to a particular object or social entity. The most obvious, or ‘rational’ factor, impacting a sense of ownership is the centrality or
value of the object to the individual. The psychological or intrinsic value of an object or entity is important to a sense of ownership (Taylor and Stough, 1978), but so too is its value as a strategic or political resource that brings extrinsic rewards to its possessor (Clegg, 1989). Indeed, a basic component of power in organizations is the role that valued resources pay in extracting benefits to the controller of those resources (Pfeffer and Salancik, 1978).

Although the value of entities plays a role in developing a sense of ownership over them, territoriality is about much more than ‘rational’ or strategic control of valued resources. The development of proprietary attachment to things at work is not so much reflective of a rational calculus of the costs and benefits of ownership, but rather of naturally occurring psychological mechanisms and needs.

As Pierce and colleagues have argued, individuals have an inherent need to attach themselves to objects and entities, and to acquire a sense of ownership over facets of their environment (Pierce et al., 2001, 2003; Pierce et al., 1991). In any context, individuals’ sense of ownership fulfills basic fundamental needs, including the need to express one’s identity and to have a sense of control or efficacy over one’s environment (see Pierce et al., 2003 for a review).

Research shows that organizational members are more likely to develop proprietary attachment to objects or entities at work that enable them to express, construct or maintain their social identity at work (Brown and Altman, 1981; Dittmar, 1992). Objects vary in terms of how important they are to individuals’ identity construction (Altman and Chemers, 1980; Ashforth and Mael, 1989; Goffman, 1959; Tuan, 1980). For some organizational members, identity expression through proprietary relationships with things in the organization may be a key strategy for establishing who they are in relation to others in the organization and for creating impressions for themselves and others (Brown and Werner, 1985).

Individuals are also more likely to attach themselves to objects or social entities into which they have invested their self (Czikszentmihalyi and Rochberg-Halton, 1981; Pierce et al., 2001). Investments of self include time, effort, ideas, expertise or attention (Pierce et al., 2001). They might include, for example, extended effort to get a marketing project off the ground, sacrifices made to gain a senior position in the firm, or time taken to obtain a coveted parking pass.

Finally, the amount of time or degree of interaction one has had with a particular object will strengthen one’s sense of ownership over it (Brown et al., 2005). By interacting or using the object, one gains information or knowledge about it (Beggan and Brown, 1994; Rudmin and Berry, 1987), gains greater familiarity with it, and thus deepens one’s relationship to it (Pierce et al., 2001).

This research suggests that attachment to an object or entity is a function of variety of psychological mechanisms, many of which cannot be explained by simple reference to the objective value of the object. Though numerous external factors may alter the strength of ownership feelings, the need to own will persist.

Given the role of such attachments, it is tempting to conclude that such feelings are functional to the individual organizational member. Indeed, previous research supports the notion that territoriality is important. Despite the functionality and inevitability of such feelings, they also pose several challenges or problems. We shall now discuss some of those challenges.
The dysfunction of territorial feelings

As we will discuss below, territorial feelings, though potentially beneficial to the individual, can undermine organizational effectiveness in a number of ways. Although attachment in degrees is useful, it poses challenges to sharing, cooperation and collective efforts toward organizational goals, potentially hurting the individual and the organization.

Ineffective knowledge sharing  From an organizational perspective, it is critical for individual members, groups and divisions to openly share and exchange knowledge, ideas, information and work output to achieve organizational goals. Understandably, organizations promote and encourage such sharing and exchange, and in many cases ensure their rightful ownership and control over intellectual capital through policies and contracts. Despite these forces, individual organizational members invariably develop a sense of attachment, if not ownership, over their creations of knowledge and intellectual products. The ideas, knowledge and information created by individuals and groups tend to be particularly reflective of those individuals and groups. Products of the mind or group activity are intimately known to the creators, and their source is clear. Thus knowledge, information and ideas are likely to be intensely felt territories. Given these divergent feelings of ownership over ideas and knowledge, it is likely that this territorial terrain is fraught with tension.

This tension around knowledge territory creates two potential problems for the organization. One prominent challenge is that despite the importance of knowledge sharing and idea cooperation to organizational goals and organizational efforts to enhance it, individuals and groups of the organization may resist such sharing. Indeed, recent research demonstrates that individuals actually hide information, and are reluctant to share it when asked (Connelly et al., 2006), or given the opportunity (Robinson and Brown, 2006).

Moreover, one can speculate that the more that norms and formal policy dictate knowledge sharing, and the more pressure that is created for such cooperation, the worse this problem may become. Under such circumstances, resistance will become covert and underground and thus less possible for management to know about and influence. Also, prior research shows that resistance to sharing may be stronger when one feels others are demanding it. In an interesting series of studies by Ruback (Ruback and Jueng, 1997; Ruback and Snow, 1993; Ruback et al., 1989), it was found that if people sense others are waiting to use public resources, such as a parking space or a phone booth, they spend more time with that resource than they would otherwise. Extrapolating this effect to knowledge sharing in the workplace, individuals may be even more reluctant to share their knowledge and ideas when pressured to do so than when left to their own free will.

Another problem posed by feelings of territoriality over knowledge is that the individuals or groups who create them may believe they have a right to use or share that information however they wish. Thus, for example, they may convey sensitive information to professional colleagues in competing firms (Brodt and Sitkin, 2006), or use that knowledge to start their own ventures (Brown and Menkhoff, 2007). These efforts not only run counter to the organization’s beliefs and legal claims over such knowledge, but obviously conflict with the organization’s interests.

Resistance to change  Another potential challenge posed by territorial feelings is evident during organizational change efforts. Organizational change, by placing aspects of the
organization in flux, potentially threaten an individual’s or group’s sense of ownership
over a wide swath of territories, such as the nature of specific roles, relationships, work-
spaces and status. When feelings of ownership are threatened, organizational members
may resist change and engage in a variety of behaviors to protect their proprietary attach-
ments. Organizational members with territories in the existing organizational structure or
system will be reluctant to embrace change efforts that may undermine these attachments.
Indeed, many of the struggles facing organizational change efforts may be better under-
stood by using the lens of territoriality.

Change involving shifts in the social structure may be particularly problematic from a
territoriality perspective because it undermines shared social understandings of the terri-
torial boundaries that exist. An influx of new organizational members, for example,
means that too many people are unaware of the invisible but social boundaries around
ownership. These new individuals also have to carve out their own territories among the
pre-existing ones. As such, newcomers shift boundaries of perceived ownership and with
that, renegotiation, tension and potential conflicts emerge in the environment.

Territoriality can also hamper change efforts involving succession. In such cases, due
to territorial feelings, leaders and founders may struggle to let go of the companies or
units or products they have built. Thus, even when it is strategically or financially wise to
loosen the reins, those who had prior proprietary ownership over something that belonged
to them may consciously (or not so consciously) resist such moves. This effect will be espe-
cially strong if the duration of ownership has been long, or the owner’s identity is embed-
ded in that which they must give up.

Limits on creativity and decision making  Feelings of territoriality can also impede creativ-
ity and decision making by limiting the possible options considered, or by fueling escalation
of commitment to a bad decision or losing course of action. To the extent that individuals
or groups invest in, and identify with, particular choices they make, or ideas they share, the
less willing they are to concede the lack of value in those ideas or abandon them altogether
for better ones. Thus, to the extent that we are more tied to our own ideas and creations, we
are less willing to take on and endorse others ideas, even if they may be superior.

Territorial behavior
Territorial feelings lead to territorial behaviors. The stronger one’s attachments, the more
one feels a need to communicate that ownership to others, to identify and communicate
boundaries around that ownership, and to regulate the use of that territory by others. In
a previous paper we (Brown et al., 2005) outline several key territorial behaviors that
people use to mark, claim and defend objects that they feel are theirs. We discuss each of
these behaviors below.

Control-oriented marking
Control-oriented marking involves actions and symbols that communicate to others the
boundaries around a territory and, most importantly, one’s psychological ownership over
it (Altman, 1975; Becker and Mayo, 1971; Smith, 1983). Examples might include putting
a sign on one’s door, or telling others about one’s idea in a meeting. Such marking serves
to communicate that someone has claimed a territory so that other people are discouraged
from accessing or using the territory as their own.
Identity-oriented marking

Identity-oriented marking, or personalization, is the deliberate decoration or modification of an object by its owners to reflect the owner’s identity (Sommer, 1974; Sundstrom and Sundstrom, 1986). Examples might include putting pictures of one’s family on one’s desk, or changing the birthday celebration ritual once it becomes one’s role. Identity-oriented marking serves to enable individuals to construct and express their identities to themselves and to others through the ownership of things at work. It allows individuals to influence how others see them and what they are associated with.

Anticipatory defenses

Although marking demarcates territorial boundaries and indicates the relationship between a territory and an individual, the socially defined nature of these boundaries and attachments means they will sometimes be subject to differing interpretations (Brown and Altman, 1981, 1983; Lyman and Scott, 1967; Wollman et al., 1994). As a result, individuals may engage in anticipatory defenses, actions designed to thwart infringements that might be made in the future by others (Dyson-Hudson and Smith, 1978; Edney, 1975, 1976; Knapp, 1978). Examples of anticipatory defenses include a lock on a door, a password on computer files, or even planted ideas that are useless, but prevent someone from stealing the valid ones.

Reactionary defenses

Reactionary defenses are responses to infringement attempts by others: how one reacts if someone uses or takes that which they see as belonging to them (Brown et al., 2005; Wollman et al., 1994). Examples include confronting the individual, taking the issue to higher-ups, or putting up greater barriers. Such reactions can serve a variety of purposes, from a simple expression of frustration to undermining the infringement, or to preventing future attempts.

The dysfunction of territorial behaviors

We have considered how feelings of territoriality can create potential problems for individuals and the organizations in which they work. Territorial behaviors may protect valued territories, but such behaviors also come with costs, both direct and indirect. We now examine how the territorial behaviors noted above may be detrimental to individuals and their organizations.

Injured reputation

Individuals naturally gravitate toward a sense of ownership over a wide range of objects at work, often without conscious thought. In work organizations, employees often come to treat communal resources as their own private territories. For example, communal space often gets taken over by particular individuals or groups. From the psychology of ownership and territoriality, such behavior is natural and often functional for those engaging in it. Yet, to those observing territorial behavior, it is viewed as petty, political behavior, or resource hoarding. Those seen as behaving territorially can be labeled as uncooperative or non-team players. Indeed, co-workers tend to negatively evaluate territorial individuals, especially those who engage in anticipatory defenses (Brown, 2006). Thus marking and defending one's territory may have negative effects on the territorial individual and may negatively impact their reputation among others.
others. A good example of this effect is what happened to the fictional Les Nessman from WKRP. Les did not have an office yet he would mark the walls of an imaginary office with tape and require people to ‘knock’ before answering. His fellow co-workers interpreted this behavior as a sign that Les was ‘strange’.

IsolationTerritorial behaviors may protect valued territories, but the creation and protection of one’s territory requires significant energy and resources. For example, the direct costs of constructing anticipatory defenses around a physical location not to be used by others may include the cost of installing and maintaining physical mechanisms, such as locks, doors, surveillance cameras or alarm systems. Social boundary mechanisms for the same purpose, such as secretaries and receptionists, are also costly.

On the side of softer social costs, individual employees who seek to protect their turf may find additional overlooked long-term costs. Thus, while they may win the battle in terms of protecting a valued asset, they may lose the war in terms of social relations at work and in sharing of the cooperative bounty of workplace life.

The individual preoccupied by territoriality may lose out in communication opportunities or the benefits that come from sharing and exchanging resources with others (Szilagyi and Holland, 1980). Those deemed non-team players may be overlooked for promotion or other benefits bestowed by management. Among peers, the territorial employee may be ostracized, ridiculed, or even excluded from formal and informal opportunities because of a lack of trust. For example, the sessional instructor who demands ownership over a particular course because they taught it in the past may ultimately get to keep that course, but the department chair may be reluctant in the future to award additional courses to them, given their attitude.

Although the development of territorial boundaries can facilitate coordination, at times it may also impede needed interaction when individuals and groups are overly sensitive about issues of territoriality. Such boundaries create areas that employees do not enter, groups they will not seek to join, or projects they will not go near, all out of respect for unspoken but assumed territorial boundaries which they do not want to infringe. Such unspoken respect for territories may undermine collaboration, interaction and the achievement of organizational goals. To illustrate with an example, one of us authors recalls the unspoken but shared understanding among PhD students in graduate school around students working with faculty. Out of respect and fear of infringing each other’s territory, students avoided working with faculty that they felt were already ‘taken’ by other students. This unspoken understanding, not known to faculty, was entirely counterproductive to student development and the betterment of the PhD program in general.

Psychological discomfort Engaging in territorial behaviors should and does increase the security of one’s claims and reduce uncertainty in the workplace. By marking a territory as one’s own, one gains confidence that others share that understanding and will respect their proprietary claim. By implementing anticipatory defenses, the individual fearing possible intrusion or threat may instead feel confident that if attempted, an infringement will be unsuccessful. Thus, engaging in territorial behaviors may create psychological safety.

In contrast, however, territoriality may actually reduce the psychological safety of those who have to navigate the minefield of invisible ownership. If employees feel cut off,
excluded, or stressed from territorial boundaries, they themselves will be less committed to the organization. Unfortunately, as the following example illustrates, sometimes the organization is responsible for creating this type of discomforting and detrimental situation. A service firm in the Netherlands was trying to maximize space usage. A group of employees, each with their own personal workspace, only worked four days a week. The organization hired an additional employee but rather than assign them their own workspace, they let them rotate through the other available spaces when not occupied. Although the existing employees agreed to this arrangement, in practice it did not work when on occasion the unoccupied workspace became reoccupied by an unexpected employee coming in on a day off. Not surprisingly this environment created sufficient psychological discomfort for the new employee that it ultimately led to their resignation.

**Conflict** Territorial behavior has implications for conflict in organizations. Some territorial behaviors, such as control-oriented marking and anticipatory defenses, may reduce the level of conflict among organizational members if and when they lead to a shared understanding of who controls what resources and how they may be used. Prior research has shown that the territoriality of physical space is related to managing conflict (Altman and Haythorn, 1967; Edney, 1974; Freedman, 1979; Rosenblatt and Budd, 1975) and thus we would expect territoriality over other facets of organizational life to also facilitate the management of conflict. For example, the establishment of boundaries helps people to regulate access to each other, which can facilitate task accomplishment, social cohesion (Altman and Haythorn, 1967; Altman et al., 1971), and smooth functioning within social units (Rosenblatt and Budd, 1975; Altman et al., 1972). Markings clarify boundaries and the proprietary nature of territories (Becker and Mayo, 1971; Brown, 1987) and both animals and humans tend to respect those boundaries and search for resources or space somewhere else, in order to avoid the practical and emotional costs of conflict. Along similar lines, the construction of anticipatory defenses that limit the potential for infringement on others’ territories will also mute conflict. Locks on doors, policies restricting who can belong to what group, and ‘created by’ stamps all work to minimize the degree to which territory holders need to deal directly with those who might want to use that which belongs to them (Knapp, 1978; Sundstrom and Sundstrom, 1986).

Although conflict may be reduced when territorial behaviors create agreed-upon territories, we contend that territorial behavior can actually increase conflict if it involves territory that is not agreed upon or if, over time, disagreement over ownership arise. Territorial behaviors may increase conflict by highlighting or escalating disagreements over territory. Marking and defense behaviors may make explicit a disagreement over territories that was previously only implicit or unacknowledged, and consequently increase the level of conflict. Moreover, the act of marking or defending territory that one sees as one’s own will lead to a sense of infringement by another if that other also feels proprietary attachment to that territory. At the extreme end of the scale, invaded territories may be major triggering events for workplace violence (Buchanan, 1998). The conflict inherent in reacting may damage future relations between the organizational members involved. Thus there is a paradox of marking and defending territories.

The above sections outline some of the potential problems associated with having territorial feelings and the territorial behavior that emanates from them. Our discussion also underscores the value that organizational members place on their territories, given the
efforts they go to in order to protect them. Yet, despite attempts to mark and defend one’s territories, these efforts are not always successful. In such cases, infringement occurs and such infringement also has negative implications for individuals and organizations.

**Territorial infringement**

Lyman and Scott (1967) describe the act of encroaching on another person’s territory or property as an infringement. Infringement is a common occurrence for several reasons. First, the subjective, socially constructed nature of territories means inadvertent infringements can occur. When co-workers claim the same territory or fail to recognize the boundaries of another’s territory, it increases the likelihood that at least one will take, use or seek control over another’s territory, believing it is free to be claimed as their own. Another reason why infringement occurs is that stakes in territories have value to organizational members. As previously noted, territories serve a number of valuable functions. Thus, despite protective actions on the part of the individual who claims a territory in an organization, there may also be competing incentives for others to infringe and claim or use it as their own territory.

**The dysfunction of territorial infringement**

Infringements undermine one’s claim and control over one’s proprietary attachment to something at work. The inability to control that which belongs to oneself, be it space, belongings, roles, identity or relationships, can have a variety of detrimental effects. Infringement can lead to feelings of frustration, fear and even grief for the loss of control of one’s possession. Formanek (1991) notes that the loss of possessions can lead to feelings of depression. Related research in the area of social undermining indicates that undermining events evoke emotional reactions such as distress and reduced subjective well-being (e.g. Finch et al., 1989; Rook and Pietromonaco, 1987). Additionally, people may perceive their inability to adequately control their environment as symbolic of their role, value or contribution in the organization (Steele, 1986).

Though research is limited on the experience of infringement regarding the wide range of territories in the workplace, prior empirical work has examined the infringement of physical space, one very common type of territory in organizations. Oldham and Brass (1979) and Zalesny and Farace (1987) both report that a change from private offices to an open office plan led to increased intrusions by others and reduced satisfaction and motivation. Similarly, people who share offices are less able to regulate access to themselves and their space, and more likely to perceive territorial invasions (Wollman et al., 1994). With reduced privacy, workers also experience reduced work satisfaction, involvement and motivation (Dean, 1977; Marans and Spreckelmeyer, 1981). Sutton and Rafaeli (1987) also report a negative relationship between satisfaction and workstation intrusions by others.

Related research on place attachment suggests that loss of place confers significant psychological damage on the individual (Brown and Perkins, 1992). Loss of place means a potential loss of identity, of something one has invested in, and a venue for self-expression. As James (1890: 291–2) notes, our perceptions of our self can go up or down depending on our possessions:

>a man’s Self is the sum total of all that he CAN call his, not only his body and his psychic powers, but his clothes and his house, his wife and children, his ancestors and friends, his reputation and
works, his land, and yacht and bank account. All these things give the same emotions. If they wax and prosper, he feels triumphant; if they dwindle and die, he feels cast down.

Moreover, the loss of possessions can lead to ‘shrinkage of our personality, a partial conversion of ourselves to nothingness’ (ibid.: 178).

This loss of identity emanating from infringement is a major issue and not just one that is restricted to individuals. An excellent example of the importance of territoriality for groups and its relevance to identity comes from Richards and Dobyns’s classic article in *Human Organization* (1957). They describe a team of employees who worked in an area called ‘The Cage’. Workers in this unit were engaged in filing and locating for a large insurance company. The external boundaries were clearly defined: one of the walls was enclosed in steel mesh and blocked from the view of other employees through the use of large filing cabinets. Pasteboard boxes piled on top of these filing cabinets further obstructed the view of other employees from this unit. One door from this unit led to the audit unit of which they were a part; the other door led to an outside corridor. They developed strong territorial claims to the items in the cage and their belonging to this unit and space. In this cage they established a territory and were physically and psychologically protected. However, at a later point, the company relocated two divisions together on one floor and the cage was changed. The members of the original group remained a unit but they were no longer afforded the territorial claim of a particular place. The external boundaries of this territory became permeable, affecting the social and working autonomy of this once-cohesive group. The results were nearly catastrophic as employee morale declined rapidly, and work efficiency dropped drastically. Psychological stress resulted. There was a loss of freedom and control.

Another potential problem as a result of infringement, or even perceived infringement, includes the reactions that ensue. These reactions may include detrimental conflict, pulling away from a focus on work performance, or negative behaviors such as sabotage, aggression or retaliation (Allen and Greenberger, 1980; Brown and Robinson, 2006; Greenberger and Strasser, 1986). Examples might include sabotaging the infringer’s work, or rebuffing the infringer on future work projects. When top management or organizations are seen as responsible for the infringement, retaliation may take many forms of destructive behavior aimed at the organization (Robinson and Bennett, 1997).

An extreme and humorous example illustrating the dysfunctional reactions to infringement occurs in the film *Office Space*. The territory in question was a simple stapler but the employee’s attitude towards the stapler was strong. His reaction to continual infringement by his manager taking ‘his’ stapler ultimately resulted in the employee burning down the office headquarters after, of course, reclaiming his stapler.

**Managing territoriality**

Territoriality is prevalent and inevitable in organizations. Yet the above discussion on the dysfunctional side of territoriality underscores the fact that managers and organizations have a huge issue to deal with. Unfortunately, it is not uncommon for organizations or their managers to deny territoriality; that is, to make decisions as though territoriality and a sense of ownership do not exist, that they are not important, or that they can be
driven away by policy. We contend that managerial strategies that disregard or minimize employee’s opportunities for ownership will be counterproductive. Both Ardey (1966) and Altman (1975) cautioned that serious consequences will arise if people’s fundamental needs for a sense of ownership are suppressed. Additionally, as we suggested at the outset of this chapter, there are many benefits to having territories in organizations, so to thwart territories is to throw out the baby with the bath water. Rather than simply deny, dismiss or take away a sense of ownership, we argue that organizations and managers need to acknowledge its existence and value, and then be proactive in dealing with it. The organizations’ and managers’ goals should be to accentuate and harness the benefits of territoriality, while mitigating and eliminating some of the negative repercussions. In this section we offer several suggestions regarding how to more effectively manage territoriality.

The first and most critical step is to acknowledge and correctly identify territoriality as underlying many behaviors and ‘problems’ in organizations. It is likely common for managers and employees to attribute issues of territoriality to other things for several reasons. One reason is that individuals with territorial feelings or motivations are unlikely to admit it to themselves, let alone to management. Few are willing to acknowledge, or able to explain, why ownership just for the sake of ownership is so important to them. They worry they will be seen as petty, unprofessional or manipulative. Thus organizational members will couch such feelings and behavior in other terms that look more rational or acceptable. So, for example, individuals might argue they are against a change in policy because it will affect performance when in fact they only fear losing their status or they may claim they are the only one who knows how to do a job, when really they do not want to lose ownership over a role.

As our example of Alex at the beginning of this chapter illustrates, understanding that an issue involves territoriality helps managers to correctly address it. This means more research is needed to better understand territoriality, but we also need more dialogue in organizations. Sweeping these feelings of ownership under the carpet will only serve to frustrate employees’ needs and will itself result in some of the dysfunction we have discussed above. Rather than ignoring the issue, organizations can explicitly encourage and provide opportunities for ownership.

Second, organizations should put more emphasis on the development of group territories. Brown and Menkho (2007) use examples of territoriality in collectivist societies to suggest that one way to reduce individual territoriality and increase sharing is by encouraging people to view objects and entities as secondary territories shared by many. For instance, collectivist cultures are assumed to be less territorial because employees more strongly identify with the larger organization and thus put more effort into trying to help, improve or defend the organization (Nonaka, 1991). Yet this same orientation can exist outside of collectivist societies. Constant et al. (1994: 400) found that a belief in organizational ownership of work encourages and mediates attitudes favoring sharing. Similarly, Salari et al. (2006) found evidence suggesting that territoriality can be lessened if members view the entire organization as a territory, rather than specific areas within it. To the extent that the culture of the organization encourages people to view ideas, spaces and relationships as shared or belonging to the whole organization, rather than to the individual, some of the problems associated with sharing and cooperation can be addressed.
Organizations in non-collectivist environments can create this shared mentality by changing their culture, which can be accomplished through several means. First, repeated messages in various forms from all levels of management can overtly signal the importance and value of such shared or secondary territories. Second, reward structures that encourage behaviors reflecting the sharing of territories can be emphasized. Although such action may be initially prompted by external rewards, it can also establish a pattern of behavior that sustains an understanding that most organizational resources are shared ones.

Perhaps the most important thing that management can do to shift the culture in the right direction is to model the sharing of resources. Thus, rather than emphasize their own territorial claim over floors, policy making and parking spaces, they can lower such boundaries and instead model more open sharing of organizational resources, treating the whole organization as a shared territory for all organizational members to use.

Yet, even within a culture that emphasizes group territories, organizational members may need the opportunity to have a place of their own – to feel proprietary attachment over some things at work. This ability to control something, however small, is a basic human need (Wrzesniewski and Dutton, 2001). To the extent that people have territorial attachment to a place at work, they may commit and feel more attached to the organization. In contrast, if an individual cannot form a territorial attachment they may feel less connected to and satisfied with the organization (Brown, 2006).

In a recent study, Salari and colleagues (2006) argued that people may become more territorial if they lack control in other situations or areas. This has important implications for the management of territoriality in that it suggests that employees will be less territorial if they have a sense of control or ownership over some facets of their work environment. Perhaps organizations can facilitate and provide individual territories in respect of things at work that are less consequential to the functioning of the overall organization. For example, providing physical objects such as lockers and workspaces may allow people to satisfy their ownership needs. Giving individuals opportunities to personalize their workspaces, computers and such may also fulfill those needs. Personalizing spaces gives employees the chance to have control over some aspect of their work, and enables them to feel more connected and satisfied with the organization (Wells, 2000). Research shows that workplaces that encourage individual personalizations benefit from decreased turnover and absenteeism (Becker, 1981; Steele, 1986; Wells, 2000).

The recent trend toward ‘hotelling’ provides a good example of the dysfunction of territoriality but also suggests ways that it can be mitigated or managed better. Hotelling is the situation where employees do not have a fixed space but instead book space on an as-needed basis for the days they are in the office. Hotelling policies are intended to save organizational resources, but resistance by employees undermines the cost savings. Although one study found that over a quarter of companies that introduced flexible workspace suffered drops in morale (Nathan, 2002), there have been several successful cases which suggest that the downside can be mitigated in several ways. For example, many employees tend to seek the same space repeatedly (Katz-Stone, 1999) and may mark the space with personalizations. There are even stories of several workers collaborating on a coordination effort with regard to a particular office, ensuring only they share the space and respect one another’s personalizations of it. Some organizations further support this by encouraging employees to personalize these temporary spaces, or provide small spaces for employees to place personal belongings (Katz-Stone, 1999). These creative solutions
allow for more limited space requirements by the organization but also facilitate a sense of ownership of space among employees.

Although we need to learn much more about territoriality in organizations so as to more effectively manage this phenomenon, we can see several means by which managers can do a better job in this regard. Although territoriality can have its downsides, it should not, and cannot, be eliminated; rather it is critical to recognize it, and redirect it in ways that help rather than hinder the organization.

Conclusion
Territoriality is an inevitable and important aspect of organizational life. Where you find people interacting together over time, you will find natural territorial feelings and territories emerging. Although prior research and theorizing on territoriality has identified its numerous benefits, as this chapter has illustrated, it also has the potential to be dysfunctional. Territorial feelings, territorial behavior and the experience of territorial infringement pose problems to individuals and the organizations in which they work.

It would be dangerous for us to dismiss territoriality as trivial, limited to a few, or necessary to avoid. All organizational members have an inherent need for a sense of ownership and will naturally react to protect that which they see as theirs. As such, the effective acknowledgment and management of territoriality in the workplace is essential. Eliminating territories at work would not be possible, and even if it were, it would only undermine commitment to the organization. The key for future research is to learn under what conditions the positive and negative consequences are realized and how the benefits of territoriality can be realized without incurring dysfunction. Fortunately this is a new and growing area, with many fascinating questions still to be explored by researchers in our field.
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In a national study of the prevalence of workplace aggression in the USA, Schat et al. (2006) found that 41 percent of workers experience some type of psychological aggression at work, and 6 percent of workers experience some form of physical violence. Workplace aggression is a ubiquitous and insidious feature of many organizations, and studies have shown that such aggression, even in its mildest forms, has detrimental effects on the well-being of its victims.

Although researchers have examined the effects of workplace aggression, little research exists that conceptualizes aggression as a function of a relationship between a perpetrator and a victim. More emphasis on the nature of this relationship is important because the enactment of aggression as well as the victim’s experience of aggression is likely to depend on the perpetrator/victim relationship. This chapter sets out first to provide an overview of the literature on workplace aggression by examining its predictors and consequences. We then consider how the relationship between the perpetrator and the victim might affect both the enactment of aggression by perpetrators, and the experience of aggression by victims. Finally, we consider the constraints in existing methods that prevent us from examining the perpetrator/victim relationship, and make some suggestions for how future studies can overcome these constraints.

Over the past decade, a burgeoning literature has emerged that focuses primarily on two streams of workplace aggression research. The first stream examines the predictors of enacted workplace aggression; this literature considers aggressive acts to be a reaction to other organizational stressors (e.g. injustice, abusive supervision, role stressors; Bowling and Beehr, 2006; Hershcovis et al., 2007), or the outcome of individual dispositions (e.g. trait anger, negative affectivity; Douglas and Martinko, 2001).

The second stream of research studies the outcomes of experienced workplace aggression. Researchers who study the consequences of workplace aggression consider it to be a stressor that leads to a range of attitudinal, behavioral and health-related strains. These include lower levels of job satisfaction, affective commitment, psychological and physical health, and higher levels of turnover intentions and counterproductive work behavior (Bowling and Beehr, 2006; Lapierre et al., 2005; Hershcovis and Barling, 2005).

This chapter is divided into three sections. The first section will discuss existing conceptualizations of workplace aggression including five issues around which these conceptualizations vary. The second section examines the predictors of enacted aggression, followed by the consequences of experienced aggression. In the third and final section we will examine some potential new directions for future research in workplace aggression, with an aim to widen the scope of research in this field.

Conceptualizing workplace aggression

Research in the field of workplace aggression has developed over the past 15 years, and during that time, several researchers have simultaneously conceptualized and examined
overlapping forms of workplace aggression (Fox and Spector, 2005). Due to these different types of aggression, its definition varies widely (Neuman and Baron, 2005). For example, in some definitions, workplace aggression and violence are separated: workplace aggression refers to psychological harm inflicted on an individual (e.g. verbal and psychological abuse), while workplace violence refers to physical harm or a threat of physical harm (e.g. Greenberg and Barling, 1999). In other research, workplace aggression includes all intentional acts of harming another person within an organization, with both psychological aggression and physical violence subsumed under this definition (e.g. Latham and Perlow, 1996).

Multiple conceptualizations of similar phenomena have resulted in several variations on how researchers define and label workplace aggression. These variants likely derive from at least one or more of five sources: (1) the researchers' assumptions regarding workplace aggression; (2) the conceptualization of aggression; (3) the target and severity of aggression under examination; (4) the perspective under examination (i.e. actor versus victim/target); and (5) intentionality.

First, ideological assumptions about the act of workplace aggression have resulted in different conceptualizations across researchers. Many researchers (e.g. Bennett and Robinson, 2000; Fox and Spector, 2005; Robinson and O'Leary-Kelly, 1998) adopt a manager-centered perspective by presupposing that aggression is counternormative (Bies and Tripp, 2005). These researchers define workplace aggression as an act that threatens the well-being of the organization and its members, and therefore label their aggression construct as deviant, counterproductive and antisocial. In contrast, Bies and Tripp (2005) adopt an employee-centered approach, and argue that workplace aggression is not necessarily counternormative in all circumstances. Rather, they suggest that aggression is often a result of negative situational factors within the organization, such as injustice and poor leadership, which lead employees to act out in an effort to eliminate these negative factors. Thus, Bies and Tripp (2005) argue that aggression can be pro-social, productive and beneficial, and that a manager-centered label precludes this possibility.

A second and related variation in the definition of workplace aggression concerns its conceptualization. For example, Skarlicki and Folger (1997) conceptualize aggression as a form of retaliation against the organization and its members for an array of perceived injustices. By conceptualizing aggression as retaliatory, they measure the retaliation construct as aggressive acts against the organization and the people within the organization (e.g. purposefully damaged equipment, disobeyed supervisors' instructions, spread rumours about co-workers) in response to a particular provocation. In contrast, Robinson and Bennett (1995) defined workplace deviance as voluntary behavior that violates organizational norms and threatens the well-being of the organization and/or its members. In this conceptualization, the act of aggression is considered counternormative rather than retaliatory, implicitly suggesting that workplace aggression may result more from a difficult employee than a particular provocation. The measurement of this form of aggression, however, largely overlaps with Skarlicki and Folger's (1997) measure, the primary difference being that Bennett and Robinson (2000) separated interpersonal aggression (targeted at a co-worker or supervisor) from organizational aggression (targeted at the organization). Therefore, despite the variation in conceptualization, one might not necessarily appreciate this difference from the operationalization of these constructs.
In addition, the predictors investigated in studies examining these two conceptualizations are largely similar, and results suggest that these factors predict both retaliation and deviance. To add to the confusion, similar conceptualizations of deviant behavior have been given different labels such as antisocial (e.g. Robinson and O’Leary-Kelly, 1998), counterproductive (e.g. Fox and Spector, 2005), incivility (Andersson and Pearson, 1999; Lim and Cortina, 2005), and organizational misbehavior (Vardi and Weiner, 1996). In short, while there are many diverse labels given both to substantively different and substantively similar conceptualizations of aggression, the measurement and indeed the predictors and outcomes are largely the same. We argue that researchers should not conceptualize workplace aggression a priori as either retaliatory or deviant. Workplace aggression may occur for multiple reasons, and confounding the construct with its potential predictors adds to the conceptual ambiguity.

The third difference in definition and label concerns the target and severity of aggression. Robinson and Bennett (1995) found that workplace aggression varied on two dimensions, namely target (i.e. interpersonal versus organizational), and severity (minor versus major). Interpersonal aggression refers to aggression targeted at a particular person within the organization (e.g. yelling at someone, spreading gossip), whereas organizational aggression refers to aggression aimed to harm the organization (e.g. damaging equipment, taking long breaks). Some researchers disregard these distinctions, while others acknowledge them. For example, Skarlicki and Folger’s (1997) retaliation measure includes both interpersonal and organizational targets, as does Robinson and O’Leary-Kelly’s (1998) antisocial behavior measure. In contrast, both the counterproductive work behavior (Fox and Spector, 2005) and the deviance measures separate interpersonal from organizational targets. Furthermore, some researchers (e.g. Inness et al., 2005; Vigoda, 2002) combine more severe forms of aggression (e.g. violence), and less severe forms such as psychological aggression within the same measure, while others (e.g. Aquino and Douglas, 2003) examine only psychological aggression.

Recent research has demonstrated the importance of separating different targets when examining workplace aggression (e.g. Aquino et al., 1999; Hershcovis et al., 2007). For example, a meta-analysis of the predictors of workplace aggression found that interpersonal and organizational aggression have different predictors (Hershcovis et al., 2007). Interpersonal conflict was related to interpersonal aggression, while job dissatisfaction and situational constraints was related to organizational aggression). Further, this research showed that the interpersonal target should be further refined to explicitly separate different targets of aggression. The meta-analysis found that within the interpersonal dimension, there were different predictors of aggression towards supervisors than of aggression towards co-workers.

The fourth difference in the conceptualization of workplace aggression relates to the perspective taken by the researcher. As noted earlier, workplace aggression research is bifurcated into the predictors of aggression and the outcomes of aggression. Therefore, researchers often take an actor’s perspective (i.e. enacted aggression) to investigate the predictors of aggression (e.g. Inness et al., 2005), or a target’s perspective (i.e. victims of aggression) to examine the outcomes (e.g. Lim and Cortina, 2005). Research on mobbing, bullying, victimization and incivility all tend to focus on the target (or victim) of aggression. In contrast, deviance, counterproductive work behavior and antisocial behavior tend to focus on enacted aggression. As these streams of research developed largely
independent of each other, the labels do not converge. However, the label of workplace aggression encompasses both enacted and experienced aggression.

A final variation related to the conceptualization of aggression is whether intent on the part of the aggressor is considered. There is disagreement among researchers about the use of intention as a defining feature of aggression. Neuman and Baron (2005) argue that intentionality refers to the actual intent of the aggressor, rather than perceived intentionality by the victim. They argue that the exclusion of intent would permit harmful behavior such as pain caused by dentists to be considered aggression. Other researchers (e.g. Andersson and Pearson, 1999) argue that many acts of aggression are ambiguous as to their intent, suggesting that the definition should not include intent as a defining feature. While it is reasonable to argue that those who infer intent from a perpetrator of aggression may experience stronger deleterious consequences, it is still conceivable that aggression without intent will be harmful. For instance, a psychiatric patient who harms a doctor, or an employee who harms a co-worker while under the influence of alcohol may not intend to be aggressive, but the consequences may still be damaging. The question of whether intent is a defining factor of aggression is therefore empirical. We suggest that research should not assume that intent is such a feature. In many cases, perpetrators may not be acting with intent, although the act itself is indeed aggressive. For instance, caregivers in hospitals and psychiatric wards are often victims of aggression from patients who arguably have diminished personal responsibility. Rather, we suggest that perceived intent by the victim is a more important consideration for future research, as perceived intent may affect the outcome experienced by the victim. Table 16.1 provides a summary of these five factors in relation to key aggression variables (see also Raver and Barling, in press).

**Defining workplace aggression**

We have outlined five issues that are the subject of debate and confusion when conceptualizing workplace aggression. We argue that some of these preceding issues are empirical rather than conceptual in nature. For instance, intent to commit harm may or may not have a greater effect on the outcomes of aggression, but it need not be a defining factor. In addition, it is not useful to define workplace aggression in terms of either its target or its actors, because it unnecessarily narrows the aggressive act to contextual factors. These factors are all aspects of the way aggression may operate in organizations, rather than necessary conditions of the workplace aggression definition.

Our definition of workplace aggression is necessarily broad and can be applied to different workplace contexts, actors, and targets. Workplace aggression is ‘Any negative act, which may be committed towards an individual within the workplace, or the workplace itself, in ways the target is motivated to avoid.’ This definition deviates from existing definitions (e.g. Neuman and Baron, 2005; O’Leary-Kelly et al., 1996; Skarlicki and Folger, 1997) by removing (1) intent, (2) specific targets, (3) harm, and (4) specific actors. Instead of implicitly incorporating these into the definition, future research should examine each of these factors empirically.

It should be noted that although the definitions and labels used to refer to enacted aggression (e.g. retaliation, deviance, counterproductive work behavior) and experienced aggression (e.g. bullying, mobbing, incivility) differ, as do their definitions, the measures used to examine these constructs are remarkably similar (Spector and Fox, 2005). As such, researchers (e.g. Neuman and Baron, 2005; Fox and Spector, 2005) have called for
Table 16.1  Defining features of aggression variables

<table>
<thead>
<tr>
<th>Aggression variable</th>
<th>Assumption/conceptualization</th>
<th>Target/victim</th>
<th>Severity</th>
<th>Perspective</th>
<th>Intent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abusive supervision (Tepper, 2000)</td>
<td>Destructive but not necessarily deviant</td>
<td>Subordinate</td>
<td>Moderate and persistent psychological</td>
<td>Target</td>
<td>No</td>
</tr>
<tr>
<td>Anti-social behavior (Robinson and O’Leary-Kelly, 1998)</td>
<td>Destructive counternormative</td>
<td>Combined supervisor, co-worker or organization</td>
<td>Moderate psychological</td>
<td>Actor</td>
<td>No</td>
</tr>
<tr>
<td>Bullying (Rayner, 1997)</td>
<td>Destructive and persistent</td>
<td>Co-worker</td>
<td>Moderate to severe psychological and potentially physical</td>
<td>Target</td>
<td>Unstated</td>
</tr>
<tr>
<td>Counterproductive work behavior (Fox and Spector, 2005)</td>
<td>Destructive counternormative</td>
<td>Separate interpersonal and organizational targets</td>
<td>Moderate psychological</td>
<td>Actor</td>
<td>Yes</td>
</tr>
<tr>
<td>Deviance (Bennett and Robinson, 2000)</td>
<td>Destructive and counternormative</td>
<td>Separate interpersonal and organizational targets</td>
<td>Moderate psychological</td>
<td>Actor</td>
<td>Yes</td>
</tr>
<tr>
<td>Emotional abuse (Keashly and Harvey, 2005)</td>
<td>Destructive and counternormative</td>
<td>Subordinate</td>
<td>Moderate to severe psychological</td>
<td>Target</td>
<td>Yes</td>
</tr>
<tr>
<td>Mobbing (Zapf and Einarsen, 2005)</td>
<td>Destructive and persistent</td>
<td>Co-worker</td>
<td>Severe psychological and potentially physical</td>
<td>Target</td>
<td>No</td>
</tr>
<tr>
<td>Retaliation (Skarlicki and Folger, 1997)</td>
<td>Construction justice-restoring behaviors</td>
<td>Combined supervisor, co-worker and organization</td>
<td>Moderate psychological and some physical</td>
<td>Actor</td>
<td>Yes</td>
</tr>
<tr>
<td>Revenge (Bies and Tripp, 2005)</td>
<td>Construction justice-restoring behaviors</td>
<td>Combined supervisor, co-worker and organization</td>
<td>Unstated (i.e. I got back at them)</td>
<td>Actor</td>
<td>Yes</td>
</tr>
<tr>
<td>Workplace aggression (e.g. Greenberg and Barling, 1999)</td>
<td>Varies</td>
<td>Varies (insiders and outsiders)</td>
<td>Psychological and physical</td>
<td>Actor and target</td>
<td>Varies</td>
</tr>
<tr>
<td>Workplace incivility (Anderson and Pearson, 1999; Cortina et al., 2001)</td>
<td>Construction and destructive</td>
<td>Interpersonal (implied co-workers)</td>
<td>Minor psychological</td>
<td>Target</td>
<td>Ambiguous</td>
</tr>
<tr>
<td>Social undermining (Duffy et al., 2002)</td>
<td>Destructive</td>
<td>Interpersonal (implied co-workers)</td>
<td>Minor to severe, persistent, psychological and physical</td>
<td>Target</td>
<td>Yes</td>
</tr>
</tbody>
</table>
integrative work to take stock of the field. To respond to this need for systematic integration, at least five meta-analyses were conducted in 2005 and 2006. The next section provides an overview of the existing research.

Predictors and outcomes of workplace aggression

Predictors of workplace aggression

Four broad categories of predictors have been examined in relation to workplace aggression. First, studies have focused on predictors that have variously been labeled situational, organizational or perceptual. These include predictors that result from conditions within the organization and include, for example, workplace injustice, role stressors and abusive supervision (e.g. Berry et al., in press; Bowling and Beehr, 2006). Second, researchers have examined the individual difference predictors of workplace aggression (e.g. Douglas and Martinko, 2001). These antecedents include factors specific to the individual perpetrator, such as demographic variables, as well as perpetrator dispositional traits such as trait anger, negative affectivity, and the ‘big five’ personality traits. Third, a few studies have examined characteristics of the victim that might make them more likely to become targets of aggression. These antecedents include the sex, age and organizational status of the victim. Finally, a few studies have examined characteristics of the context, such as societal influences, organizational culture and organizational tolerance for workplace aggression.

Situational factors

Research has generally shown that all three categories are related to workplace aggression, although situational factors seem to be the strongest (in magnitude) predictor. Meta-analytic evidence has shown that distributive, procedural and interpersonal injustice have weak to moderate relationships with workplace aggression when considering main effects only (Berry et al., in press). However, Hershcovis et al. (2007) found that when situational constraints, interpersonal conflict and job satisfaction were included in a path model together with distributive and procedural justice, the justice variables were not significant predictors of workplace aggression. However, this does not rule out the likelihood that these variables interact to predict aggression. Skarlicki and Folger (1997) found that distributive, procedural and interactional injustice interacted to predict workplace aggression. That is, when an individual feels that their rewards are unfair in relation to a comparative other, and when the procedures used to arrive at the rewards are also unfair, individuals were more likely to retaliate. Similarly, when rewards were unfair and were communicated to employees with disrespect, individuals were also more likely to retaliate. Finally, Skarlicki and Folger also found a three-way interaction between all three justice variables and retaliation.

In addition to the aforementioned situational predictors, Bowling and Beehr (2006) conducted a meta-analysis of the relationship between workplace stressors and aggression. They found that role conflict, role overload, role ambiguity and job autonomy were all significantly related to workplace aggression, with role conflict being the strongest predictor.

Individual differences

In terms of individual differences, Berry et al. (in press) found that agreeableness, conscientiousness and emotional stability had the strongest relationship with workplace aggression of the ‘big five’ personality traits. Hershcovis et al. (2007) also
found that trait anger had a strong relationship with workplace aggression, while sex of the perpetrator had a weak but significant relationship, with men being more likely to aggress than women.

In addition to this meta-analytic evidence, a number of individual studies have attempted to determine the relationship between additional individual differences and workplace aggression. Douglas and Martinko (2001) found individual differences explained 62 percent of the variance in workplace aggression. In addition to trait anger, they found that attitude towards revenge, attribution style and previous exposure to aggressive cultures were related to workplace aggression and accounted for significant additional variance after accounting for the effects of demographic variables.

*Interactions between situational and individual differences* Folger and Skarlicki’s (1998) popcorn model of aggression suggests that while situational predictors may be a necessary condition for workplace aggression, they may not be a sufficient condition. It is therefore critical to also consider the interaction between the person and the situation. Some individuals will choose to exit the organization or to improve workplace conditions, while others will react to the negative environment in such a way that they ‘explode’ and become aggressive. Inness et al. (2005) conducted a study to examine this interactionist perspective. They studied individuals who worked at two different jobs to determine whether it was the individual, the situation or both that predicted workplace aggression. Their within-person, between-jobs design enabled them to separate the person from the situation, allowing for a unique test of these two different predictors, and they found that individual differences – self-esteem and history of aggression – explained a similar level of variance across jobs, whereas situational factors were job-specific and explained more variance than individual differences. In particular, abusive supervision was a very strong job-specific situational predictor of workplace aggression targeted at the supervisor.

*Characteristics of the victim* Few studies have examined the characteristics of the victim of workplace aggression, because doing so suggests a possible ‘blame the victim’ argument. Nevertheless, certain factors such as victim status, gender and age may help shed light on those individuals most at risk of experiencing workplace aggression. This research can improve an organization’s ability to protect higher-risk employees. Using meta-analysis, Bowling and Beehr (2006) examined five victim characteristics that have been studied in the past: victim positive affectivity, victim negative affectivity, victim gender, victim age and victim tenure. They found that only victim negative affectivity was a significant and moderate predictor of workplace aggression. However, it is unclear based on these results whether individuals with high negative affectivity are more likely to be the target of aggression, or whether these individuals are more likely to perceive themselves as victims. Future research needs to tease these plausible explanations apart.

*Characteristics of the context* While some researchers (e.g. Aquino and Lamertz, 2004) have suggested that contextual variables such as climate or culture influence the enactment of workplace aggression, very few studies have empirically examined such predictors. One exception is a study by Dietz et al. (2003), which examined the effects of both community-level violent crimes and plant-level procedural justice climate as predictors of workplace aggression. The study showed that wider community violence level predicted
workplace aggression, whereas plant-level procedural justice did not predict workplace aggression. This study was surprising given the widely held perception that injustice leads to aggression; however, it supports meta-analytic findings that individual-level perceptions of injustice have a weak relationship with aggression after taking other predictors into account.

Outcomes of workplace aggression

The primary framework used to examine the outcomes of workplace is known variously as the stressor framework or the process model of work stress (e.g. Barling, 1996; Bowling and Beehr, 2006; Schat and Kelloway, 2000; Spector and Fox, 2005; Schat and Kelloway, 2003). This framework suggests that workplace aggression is an organizational stressor (i.e. an aversive environmental stimulus) that leads to stress – a person’s immediate affective or cognitive perception of the stimulus, followed by a range of strains – the attitudinal, psychological, physical and behavior consequences (Barling, 1996).

Many existing models of workplace aggression examine some variation of this stressor framework, sometimes drawing on other theories to build on this model. For example, Schat and Kelloway (2000) drew on the stressor framework to posit that fear would mediate the relationship between workplace aggression, and emotional and somatic well-being, and further that emotional well-being would mediate the relationship between fear and somatic health, and neglect of one’s work. Similarly, Barling et al. (2001) drew on the stressor framework to test a structural model that posited that fear and negative mood mediate the relationship between workplace aggression and organizational and health-related outcomes.

Two recent meta-analyses found that workplace aggression leads to a wide range of adverse health, attitudinal and behavioral outcomes. We now describe each of these three categories of outcomes in more detail.

Health outcomes The most widely researched outcome of workplace aggression is the psychological and physical health of the victim. A range of psychological well-being outcomes have been examined, including depression, anxiety, burnout, post-traumatic stress disorder and life satisfaction. Bowling and Beehr (2006) meta-analytically examined each of these outcomes, and found that workplace aggression was moderately related to all these outcomes. Similarly, Hershcovis and Barling (2005) examined a composite of all psychological well-being outcomes, which are highly related (Diener et al., 1999) and found a corrected mean correlation of 0.41 with workplace aggression.

In addition to psychological well-being, researchers have also examined the physical health outcomes of workplace aggression, including doctor’s visits and somatic symptoms such as gastrointestinal problems, headaches and sleeping disorders. Bowling and Beehr (2006) found a comparable moderate relationship between workplace aggression and physical symptoms.

Attitudinal outcomes In addition to the health outcomes for individuals, researchers have examined the attitudinal outcomes of workplace aggression to determine how it impacts employees’ attitudes to the organization for which they work. Meta-analytic evidence shows that workplace aggression leads to lower levels of affective commitment, job satisfaction and organizational justice, and higher intentions to leave the organization (Bowling and Beehr, 2006).
Behavioral outcomes  Limited research has examined the behavioral outcomes of workplace aggression. Only five studies have examined the performance outcomes of workplace aggression, and the results are inconclusive. Bowling and Beehr (2006) found no relationship between workplace aggression and job performance or organizational citizenship behaviors across five studies. However, they found a moderate relationship between workplace aggression and counterproductive work behavior, which is consistent with prior research that suggests that aggression begets aggression (Andersson and Pearson, 1999).

Looking ahead: new directions in workplace aggression
The growing literature on the predictors and outcomes of workplace aggression has resulted in at least four recent meta-analyses related to this area (Bowling and Beehr, 2006; Berry et al., in press; Hershcovis et al., 2007; Lapierre et al., 2005). The results of these meta-analyses, summarized in the preceding section, suggest that we now have a good understanding of the predictors and outcomes of workplace aggression. However, previous research has tended to focus on workplace aggression as though the prediction and experience of aggression were the same, regardless of the target or perpetrator of such aggression. The relational aspect of workplace aggression has therefore received limited research or theoretical attention. This perspective is important because individuals are likely to become aggressive towards different people for different reasons, and understanding these specific reasons is important to the prevention of workplace aggression. Similarly, the experience of aggression is likely to differ depending on who perpetrates the aggression, and the victim’s resulting responses to aggression are also likely to depend on who perpetrated the aggression.

In the remainder of this chapter, we suggest future research needs to extend the focus of past research on the quality of the relationship between perpetrator and victim, and consider the nature of the relationship between the perpetrator and victim, when examining the predictors and outcomes of workplace aggression.

Target-specific workplace aggression
In the domain of aggression, existing theories lend support to the notion that aggression is target-specific (i.e. perpetrators aggress against a particular target). In particular, cognitive neo-association theory (Berkowitz, 1989) proposes that negative events such as provocations elicit cognitive processes and affective responses that are linked together in memory, and lead to attributions of wrongdoing and ultimately to aggressive responses. This theory suggests that aggression is often reactive. That is, it results from a cognitive assessment of a negative event or provocation, and a subsequent attribution about the event.

Along a similar vein, Martinko et al. (2002) argued that attributions of the cause of workplace events motivate the attitudinal and behavioral response to that event. In particular, the experience of negative events leads to an attribution of blame for the event, and such attributions lead to targeted behavioral responses. This is consistent with Aquino et al. (1999), who argued that attributions of blame lead to differential predictions for procedural and distributive justice. They argued that because employees are likely to blame the person responsible for their unfair distributions (i.e. raises, promotions), distributive injustice will be associated with interpersonal-targeted aggression. In contrast,
Aquino et al. (1999) suggest that procedural injustice will lead to organization-targeted aggression because individuals will blame the organization for its irresponsible institutional policies and practices.

Examining these theoretical approaches suggests key consistencies between them. First, each of the theories argues that a trigger, stressor or provocation initiates the subsequent responses. Second, attributions are an underlying mechanism that may lead individuals to aggress against a particular target.

Some research has examined the target-specific nature of workplace aggression. In particular, as mentioned previously, Bennett and Robinson (2000) found that workplace aggression consists of interpersonal- and organizational-targeted aggression. Hershcovis et al. (2007) and Berry et al. (in press) examined these two forms of aggression meta-analytically to determine whether their separation is justified. In both these meta-analyses, the predictors of interpersonal and organizational aggression differed for some variables, supporting the notion of target separation.

While researchers are starting to separate interpersonal and organizational targets, much less research has considered whether the predictors differ for various interpersonal targets (e.g. supervisors, co-workers and subordinates). Attributional arguments described earlier suggest that assailants target aggressive behavior at those individuals who are responsible for transgressions against them (Martinko et al., 2002). That is, if individuals assign blame for perceived injustice, as suggested by several researchers (e.g. Aquino et al., 1999; Berkowitz, 1989; Martinko et al., 2002), then the assignment of blame will be as specific as possible. In particular, if a supervisor treats employees badly, employees are likely to aggress against the supervisor and not their co-workers. Similarly, if a co-worker treats a colleague with disrespect or incivility, the colleague will react against the co-worker and not against their supervisor. In other words, assignment of blame is likely to be directed towards the person perceived to be responsible for the transgression. With one known exception (i.e. Greenberg and Barling, 1999), research has not examined within the same study whether there are different predictors across targets; however, because some research has focused on either supervisor- or co-worker-targeted aggression, and others have used a combined measure, researchers have used meta-analytic techniques to determine whether the predictors differ for each target.

For example, Hershcovis et al. (2007) examined meta-analytically target-specific workplace aggression and found that abusive supervision and interpersonal injustice were strong predictors of supervisor-targeted aggression, while they were much weaker predictors of co-worker-targeted aggression. With the exception of Greenberg and Barling (1999), who found different predictors for supervisor-, co-worker- and subordinate-targeted aggression, no published research has focused explicitly on co-workers as a target; therefore, we have limited knowledge of the predictors of co-worker-targeted aggression. Similarly, virtually no other research has examined subordinate-targeted aggression.

Another related avenue for future research on the predictors of workplace aggression concerns the notion of displaced aggression, which has been examined in social psychology but not in organizational research. Limited findings suggest that aggression is at least partially target-specific; however, recent findings in the social psychology literature suggest that in some instances, workplace aggression may be displaced. Displaced aggression occurs when a perpetrator enacts aggression against an unfortunate third party who
happens to be in the wrong place at the wrong time. Dollard et al. (1939) first suggested that displaced aggression is likely to occur when circumstances prevent or deter the enactment of direct aggression. They argued that a given frustration is likely to give rise to the strongest form of direct aggression. That is, when an individual becomes frustrated, they may respond to that frustration by directing aggression towards the source of the frustration. However, in addition to their anger towards the source of their frustration, individuals are also likely to be more irritated with the world in general (Dollard et al., 1939). This may include any person or object that the aggrieved may encounter between the moment the frustration occurs and the time in which the person has a chance to calm down.

Research in experimental social psychology has suggested that sometimes aggression is indeed displaced (e.g. Bushman and Baumeister, 1998; Bushman et al., 2005; Dollard et al., 1939). For example, in a meta-analysis of 49 experimental studies, Marcus-Newhall et al. (2000) found a moderate effect for the presence of displaced aggression under certain conditions. The findings related to target-specificity (Aquino et al., 1999; Bennett and Robinson, 2000; Berry et al., in press; Greenberg and Barling, 1999; Hershcovis et al., 2007), combined with other recent findings in social psychology, could ignite an interesting conversation about the moderators and mediators that may lead to displaced versus target-specific aggression within the workplace. For example, by integrating the notion of blame attributions, one can hypothesize that when an individual is provoked, but cannot identify and blame a particular provoker, displaced aggression may be more likely to occur. Certainly, these seem like fruitful issues for further research.

Outcomes of aggression by different perpetrators

While research on the predictors of aggression has paid limited attention to target-specificity, even less attention has been given to the perpetrators of aggression in research examining the outcomes of workplace aggression. While this is not surprising given the natural compassion and empathy on the part of researchers for victims of aggression, this has resulted in a truncated body of knowledge on workplace aggression. Employees experience workplace aggression from various sources, including insiders to the organization (such as co-workers and supervisors), and outsiders (such as customers and clients). With one published exception (i.e. LeBlanc and Kelloway, 2002), studies that examine these different perpetrators of aggression tend to focus on only one perpetrator, without considering why or whether outcomes might differ depending on who enacted the aggression. In addition, workplace aggression research tends to focus on aggression from within the organization, to the exclusion of aggression from organizational outsiders such as customers and members of the public. Since workplace aggression research is concerned with damaging behaviors towards employees and organizations, aggression from outsiders should not be excluded from the definition. Likewise, since employees in a vast number of organizations have direct interaction with members of the public, a more thorough examination of aggression from outside perpetrators is necessary.

As each relationship differs in such factors as the degree and type of power held by the perpetrator, and the nature of the relationship between the perpetrator and the victim of aggression, it is likely that the experience of aggression from one perpetrator might have a different meaning and subsequently different outcomes than the experience of aggression from another. A greater understanding of how aggression from supervisors,
co-workers and outsiders affects employees is needed. The limited evidence that exists suggests that individuals may experience aggression from these sources in different ways (LeBlanc and Kelloway, 2002), leading to attitudinal and behavioral responses that may not be the same for each perpetrator.

LeBlanc and Kelloway (2002) conducted a study that examined the perpetrators of aggression from organizational employees and members of the public. This research found that public- and insider-initiated aggression was differentially related to both organizational and individual outcomes. While LeBlanc and Kelloway (2002) examined two types of aggression, public and ‘co-worker’ (which combined supervisor and co-worker aggression and therefore would be more appropriately called ‘insider’), Schat (2004) extended LeBlanc and Kelloway’s (2002) work by separating co-worker and supervisor aggression. Schat (2004) hypothesized and found that fear would mediate both public aggression and supervisor aggression, but not co-worker aggression.

Based on this initial evidence, we propose that future research should consider the perpetrator–victim relationship when trying to understand the outcomes of workplace aggression. Hershcovis and Barling (2005) argued that the nature of this relationship could mitigate or exacerbate the experience of aggression. They suggested that at least three different relational factors are likely to affect the outcomes of experienced workplace aggression. We discuss briefly each of these in turn.

Relational power refers to the level of power held by the perpetrator of aggression relative to the victim. Power – defined as the capacity to produce intended effects and influence the behavior of individuals (Dunbar and Bargoon, 2005) – has received limited consideration in the workplace aggression literature. However, in the related area of sexual harassment, researchers have begun to examine the effects of perpetrator power on the victim. For example, Cortina et al. (2002) found that victims who experienced sexual harassment from individuals who have greater power experienced more negative outcomes of the sexual harassment than victims harassed by those in non-power positions.

This has implications for research on aggression because different types of perpetrators may vary in their degree of power. For example, supervisors generally have greater formal power than employees and customers in that they can control important resources and outcomes for employees. Therefore, one would expect the outcomes of aggression from supervisors to be worse than outcomes of aggression from co-workers and outsiders. In a meta-analysis of the outcomes of workplace aggression by different perpetrators, Hershcovis and Barling (2005) found that victims of aggression from supervisors had significantly lower job satisfaction, affective commitment and psychological well-being, and significantly higher intentions to turnover, than victims of aggression from co-workers and outsiders.

Task interdependence refers to the degree to which the perpetrator and victim influence the performance of each other. Task interdependence is often examined as a moderating factor that may exacerbate or attenuate the relationship between variables (Duffy et al., 2000). However, to date, research in workplace aggression has not considered this factor. The degree to which the perpetrator and victim are task interdependent is likely to affect the outcomes of aggression for the victim, because the meaning of the aggressive act extends beyond the incident of aggression to possible outcomes for the victim’s job performance.

There is some empirical evidence to support the moderating role of task interdependence on the outcomes of workplace aggression. For example, research in interpersonal
aggression has found that under conditions of low task interdependence, the negative effects of conflict are lower (Jehn, 1995). However, this has not been explicitly tested on victims of workplace aggression.

**Relational connectedness** consists of two factors: (1) the degree to which the perpetrator and victim work within close physical proximity with one another, and (2) the endurance or length of the working relationship (H ershcovis and Barling, 2005). The greater the physical closeness within the work environment, and the longer the expected endurance of the relationship between the perpetrator and victim, the worse the effects of aggression on the victim are likely to be. The reason for this expected outcome is that victims who are forced to work with perpetrators in close proximity and for an indeterminate length may anticipate continued aggression in the future.

**Implications for practice**

An examination of the relational factors discussed above is important because it has implications for how workplace aggression is perceived by victims. Such perceptions are likely to affect victim coping responses, and therefore it is important to understand the ways in which victims respond to aggression from different sources to enable organizations to develop strategies to prevent future aggression. For instance, if employees are less likely to report aggression from those with high power, are they more likely to leave the organization? Similarly, if victims work in close proximity to aggressors, are they more likely to call in sick to avoid facing the aggressor? Such responses are costly to the individual in terms of health and well-being implications, and to organizations in terms of turnover and absenteeism costs. Further, if employees are not reporting workplace aggression from certain perpetrators (i.e. those with more power), upper management may be unaware of the problem and therefore unable to prevent its recurrence. Therefore, organizations may need to initiate different organizational policies such as open-door policies that enable employees to anonymously report aggression to a human resources department. The manner in which the perpetrator–victim relationship affects victim responses can guide organizations on what they can do to deal with workplace aggression.

**Methodological impediments to the relational model**

In the preceding section, we argued that future research should consider the relationship between the perpetrator and the victim when examining the outcomes of workplace aggression. However, conventional research methods in the area of workplace aggression preclude investigations of this type. Most existing workplace aggression research relies on cross-sectional survey methods and asks the participant about their experience of aggression from ‘someone at work’. This design cannot easily accommodate the question of whether and how the relationship between the perpetrator and victim might affect the victim’s experience of workplace aggression because it would require the victim to identify or refer to a particular perpetrator in some way when filling out the survey. That is, to determine whether task interdependence between a perpetrator and a victim affects a victim’s experience of aggression, one would have to match the experience of aggression to a particular perpetrator to assess the task interdependence with that perpetrator.

Most research questions of this type can be examined using an experimental method in which the researcher could directly manipulate or assess the relationship between the perpetrator and victim relationship by using an experimental design. An experimenter
would be able to control, for example, the level of task interdependence, power and relational connectedness between the perpetrator and victim. However, experiments examining the outcomes of workplace aggression are difficult for ethical reasons, because they require the participant to experience workplace aggression. This presents obvious ethical concerns that preclude experimental research into the outcomes of workplace aggression; therefore, to assess questions of this type, researchers need to explore different methods from those typically used.

We propose two potential methods for examining this research question. First, a diary study approach would enable researchers to examine: (1) specific incidents of workplace aggression within person; (2) the relationship between the perpetrator and victim; and (3) the participants’ behavioral, affective and attitudinal responses. Such methods can use an event study approach to ask participants to answer a series of questions on a pocket computer (or using pen-and-paper surveys) when they experience an act of aggression. For example, when participants experience aggression at work (as defined by the researcher), they are asked to answer a series of short questions related to the severity of the aggression, the power of the perpetrator, the task interdependence and the relational connectedness with the perpetrator. At the end of each day in which an aggression event occurred, participants are asked to answer a short questionnaire to assess the behavioral, attitudinal and/or health outcomes of the aggressive experiences.

The benefits of a diary study are that it enables researchers to conduct a within-person, longitudinal study of how dynamic relationships affect aggression, and the responses to such aggression. This method enables researchers to assess aggression from a particular perpetrator, whereas existing methods ask about their experience of aggression more generally, without identifying a specific perpetrator. In addition, because participants answer questions about aggressive events as they occur, cognitive or affective responses can be examined without the potential biases associated with retroactive recall of an event (Robinson and Clore, 2002). The pitfalls of this approach are that the participants are interrupted during their workday since they are asked to fill out the survey after an event occurs. Therefore the surveys must be very short, to enable the participant to fill out their survey with minimal disruption to their work. In addition, it may be difficult to obtain large samples since organizations may be less inclined to authorize participation in a study that requires repeated disruptions.

A second method for examining this question is to use a critical incident technique by asking participants to recall a time when they experienced aggression at work. Once the participant recalls the incident, they are then asked a series of questions related to the incident, including information about the perpetrator–victim relationship, and the attitudinal, behavioral and health-related responses. While this method allows for lengthier questionnaires, it introduces potential recall biases into the study, particularly if the researcher is attempting to assess any cognitive or affective responses from the experience of workplace aggression.

**Summary and conclusion**

In this chapter we provided an overview of existing research on the predictors and outcomes of workplace aggression, and we proposed that future research focus on a relational perspective on workplace aggression. We noted the constraints of existing methods that prevent workplace aggression research from taking this relational approach, and
provided some initial suggestions for techniques that can help move us towards a more relational perspective.

Workplace aggression occurs between people, and victim responses to such aggression are at least partially a function of the relationship between the perpetrator and victim. Therefore, understanding how these factors exacerbate or mitigate aggression at work is key to both understanding the phenomenon itself, and to developing strategies to cope with and prevent it.
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The unauthorized taking or using of company property for personal use by employees, known as employee theft, is a serious problem in organizations. It has been estimated that 60 percent (Boye and Jones, 1997) to 75 percent (McGurn, 1988) of employees have stolen from their employers at least once, and that some employees engage in such behavior routinely (Sandberg, 2003). Even in the wake of a series of audacious corporate scandals that have stimulated attention to ethical workplace behavior in recent years (Markham, 2005), employee theft has not faded from the scene. Indeed, as many as 11 percent of workers still indicate having witnessed acts of theft by other employees during 2005 (Ethics Resource Center, 2005). Moreover, the impact of employee theft has been considerable. In retail stores alone, for example, employee theft is estimated to have cost over $15 billion in 2001 (Hollinger and Davis, 2002). So profound are these losses that over 30 percent of business failures have been attributed to employee theft (Snyder and Blair, 1989).

Unlike other prevalent and costly forms of dysfunctional organizational behavior (e.g. uncivil and aggressive behavior), theft is a crime (Hollinger and Clark, 1983). As such, it has prompted traditional efforts at criminal mitigation by organizations. This occurs at three different points – before hire, while employed, and upon termination. First, to predict and screen out individuals who are inclined to steal before they are hired, various selection instruments have been used (e.g. Jones, 1990). Second, assuming that screening is not foolproof, organizations also focus on detecting criminal acts among current employees by putting in place sophisticated systems to audit and monitor criminal behavior (e.g. Purpura, 2002). Finally, after an employee has been caught stealing, prohibitions are enforced, often leading to termination and sometimes also turning the matter over to law-enforcement authorities (Gross-Schaefer et al., 2000).

From the layperson's perspective, these traditional approaches might be regarded as ensuring ‘justice’ in the sense that the organization strives to hire only honest, law-abiding individuals, and actively monitors and enforces legal compliance such that those caught stealing are punished. Although we deny neither the criminality of employee theft nor the relevance of these traditional approaches as responses to it, we argue that relying on them exclusively is overly optimistic and insuffcient. Elsewhere (Tomlinson and Greenberg, 2005), we compared these traditional approaches to employee theft with an organizational justice approach, which focuses on people’s perceptions of fairness in organizations. Specifically, we indicated that each of the traditional approaches is limited in its ability to account for theft completely, and, thus, to manage it effectively. For example, employee theft still occurs even when organizations carefully select prospective employees and remove opportunities for theft. Moreover, simply ascribing employee theft to ‘bad apple’ employees overlooks key social motives that drive theft behavior (Altheide et al., 1978; Greenberg and Scott, 1996).
In contrast, the organizational justice perspective recognizes that employee theft is a deliberate effort by employees to redress injustices perpetrated by their employers (Greenberg and Tomlinson, 2004; Tomlinson and Greenberg, 2005). This behavior allows employees to ‘even the score’ by righting a wrong, even if doing so requires reciprocating their employers’ deviant ways (Greenberg, 1997b). Hence the key policy implication of this orientation is clear and distinct from those following from traditional, criminal-based approaches: employers who treat their employees fairly discourage those individuals from stealing from them.

Although our earlier writings distinguished between the traditional and organizational justice approaches to employee theft and explicited the value of ensuring fair treatment of employees during their tenure, the literature may leave one with the impression that the organizational justice perspective is fundamentally incompatible with the traditional approaches, and that the former should supplant the latter. For example, Litzky et al. (2006) suggest that monitoring employees may signal that they are not trusted and as a result they will be more likely to retaliate by stealing. Others have reviewed the limitations of integrity tests as a selection tool, noting their limited ability to predict employee theft (Dalton et al., 1994) and the likelihood of generating an unacceptably high degree of false positives (Dalton and Metzger, 1993), clearly suggesting an unfair selection process. Indeed, some have suggested that employees may perceive aggressive implementation of these traditional deterrents as a further source of injustice, thereby inciting further deviance, potentially leading to a dangerously escalating cycle (Bennett and Robinson, 2003).

In contrast, we argue here that a broader justice-based conceptualization of employee theft may supplement the efficacy of more traditional approaches to deterring employee theft. We also assert that organizational justice is relevant not only during the employee’s tenure, but also before it begins and after it ends. To make this point, we begin by briefly discussing the traditional approaches to employee theft. We then present three primary types of organizational justice (distributive, interactional and procedural). Following this, we discuss how these types of justice relate to applying traditional efforts to deter employee theft at three distinct junctures: (1) before the employee is hired; (2) during the employee’s tenure; and (3) after it is discovered that an employee has stolen from the organization. Beyond simply reviewing the findings from relevant research, we offer managers a framework (summarized in Table 17.1) for conceptualizing what we refer to as broader principles of organizational ‘JUSTICE’ for use in their own organizations.

Traditional approaches to employee theft
Two traditional approaches to dealing with employee theft involve the steps organizations take before hiring each employee. Specifically, since employee theft is regarded as a crime, employers often carefully screen applicants to avoid hiring individuals with criminal backgrounds or with criminal propensities (e.g. Ash, 1971). The individual differences orientation (Tomlinson and Greenberg, 2005) assumes that some applicants are ‘bad apples’ – that is, individuals with certain personality and/or demographic characteristics that predispose them to steal (Ash, 1991). One popular and frequently used tool to ‘weed out’ such applicants before they are hired is an integrity (or honesty) test (Miner and Capps, 1996; Sackett, 1994), and there is a body of research that supports the efficacy of this approach (e.g. Ones et al., 1993). In terms of the psychopathology orientation
Table 17.1  Comparison of traditional approaches and the organizational JUSTICE approach to employee theft at various times

<table>
<thead>
<tr>
<th>Time</th>
<th>Traditional approach</th>
<th>Organizational JUSTICE approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before employee is hired</td>
<td>Use honesty, integrity, personality tests to screen out potential criminals</td>
<td>Justify the job relevance of selection test</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Utilize properly validated tests in an appropriate manner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Select ethical employees and managers</td>
</tr>
<tr>
<td>During employee’s tenure</td>
<td>Use accountability, monitoring and surveillance to deter/detect theft</td>
<td>Train managers and employees</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Involve employees in developing and enforcing fair standards</td>
</tr>
<tr>
<td>After employee has been caught stealing</td>
<td>Employee is terminated and turned over to law-enforcement authorities</td>
<td>Consistent policy enforcement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Explain decisions and policies carefully and courteously</td>
</tr>
</tbody>
</table>
(Tomlinson and Greenberg, 2005), organizations also may strive to avoid hiring employees considered likely to steal because of some type of disorder that renders them ‘prone to criminal activity because they have developed abnormal, antisocial personalities that lead them to rationalize as appropriate a broader range of activities than the nonpsychopath’ (Greenberg, 1997a: 33). A test such as the Minnesota Multiphasic Personality Inventory (MMPI; Graham, 2005) might be used as a selection tool to avoid hiring individuals likely to steal on this basis.

Another traditional approach, the security orientation (Tomlinson and Greenberg, 2005), is manifested both during the employee’s tenure and after an employee has been caught stealing. This approach conceptualizes employee theft as a crime of opportunity (Sandberg, 2003) that largely can be deterred by removing such opportunities (i.e. promoting accountability and monitoring; Bintliff, 1994; Purpura, 2002). This explains the use of such popular tools as security cameras, periodic loss prevention/accounting audits, and restricted access areas (Sennewald, 1996).

The security orientation also facilitates a response after an employee has been caught stealing. That is, if these preventive measures fail to deter theft by employees, the assumption is that they will at least aid in the detection of theft and apprehension of its perpetrators (Tomlinson and Greenberg, 2005). Many organizations terminate employees for engaging in theft (Hollinger and Clark, 1983; Litzky et al., 2006). Yet still other actions also might be taken, such as ‘blacklisting’ the culprits within the industry or geographical area (Hollinger and Clark, 1983), and/or reporting the thief to the police for arrest and prosecution.

Dimensions of organizational justice

It is an interesting paradox that employee theft sometimes is motivated by an employee–thief’s efforts to restore justice (i.e. perceptions of fairness) following a provocation by an organization and/or its managers. Of course, we recognize that individuals can be quite adept at rationalizing deviant behavior by claiming that they are merely ‘righting a wrong’ (Anand et al., 2005), and we do not condone employee theft whether or not it is provoked. Nonetheless, the finding that employee theft is promoted by job dissatisfaction or frustration with one’s organization (Hollinger and Clark, 1983; Mangione and Quinn, 1975) challenges the widespread, but overly simplistic, assumption that people who steal from their employers are immoral individuals. Instead, we believe that employees who feel treated unfairly at work are likely to be angry and motivated to respond in a manner they believe will restore fairness. This is the case even among individuals who otherwise are disinclined to act immorally and/or to steal. More specifically, when more constructive responses to unfair treatment are not readily available, theft offers a covert way to respond. Illustrating this, Analouei and Kakabadse (1991) interviewed a female bartender whose manager had her work so late that she could not catch a bus home and then denied her request for cab fare even though this was a customary benefit. Although the woman refrained from stealing otherwise, on this occasion she pocketed a customer’s payment for a drink claiming, ‘I’ll get a taxi and he’ll pay for it’ (p. 52).

Thus unfair treatment by managers may stimulate theft that otherwise would not occur. Viewed in this manner, the occurrence of employee theft may present an opportunity for the organization to become aware of abusive managers or arbitrary and capricious policies that motivate this behavior (Lewicki et al., 1997). Managers who assume simply that
stealing is only a result of inadequate security measures or workers who are morally corrupt or psychologically deficient are likely to neglect their own role in contributing to this behavior. As such, they are likely to be ineffective at resolving the root cause of the problem (Litzky et al., 2006). An understanding of how employees form perceptions of fairness enables managers to avoid violating these perceptions, which it is hoped will negate a key motivation to steal in the first place. In this connection, we consider three specific forms of fairness perceptions: (1) distributive justice; (2) interactional justice; and (3) procedural justice.

**Distributive justice**

Distributive justice is concerned with the outcomes allocated to employees on the basis of what they believe they deserve. Employees expect that the rewards they receive should be proportional to the contributions made to their employers (Homans, 1961) and, according to equity theory (Adams, 1965), that their ratio of rewards to contributions should be equal to the corresponding ratios of others. Employees who perceive that these conditions are not met recognize that a distributive injustice has been done. This leads them to experience negative emotions – such as feeling angry if they are underpaid or guilty if they are overpaid. Such feelings, in turn, motivate employees to neutralize these adverse states by responding behaviorally (e.g. by adjusting outcomes or inputs) and/or psychologically (e.g. by adjusting perceptions of rewards and contributions), thereby seeking to restore justice in their relationships with their employers (Adams, 1965). Therefore, if workers feel that they are underpaid, they may attempt to even the score via theft as a unilateral means of raising their own outcomes (Greenberg, 1990a, 1997b). In other words, employees who believe they are not being given what they deserve are likely to take it anyway by stealing. Illustrating this, a clothing store employee stated in an interview, ‘I feel I deserved to get something additional for my work since I was not getting paid enough’ (Zeitlin, 1971: 26). In another study, a miner justified theft of a wrench on the grounds that it was a means of creating a wage differential (that otherwise wasn’t available) for working in dangerous conditions (Altheide et al., 1978).

Additional insight into how distributive injustice leads to employee theft is offered by Greenberg’s (1990a) quasi-experiment conducted in three manufacturing plants operated by the same company. Due to a financial crisis, top management imposed a 15 percent pay cut among all employees at two of the plants for ten weeks. The third plant, in which a similar group of employees performed identical work, experienced no pay change. This control group allowed comparisons of theft in each factory (measured in terms of shrinkage rates) to be made between underpaid and fairly paid employees at three times: before, during, and after the pay cut. The results showed that during the pay cut, theft was significantly higher in the plants experiencing the pay cut than in the control group. This is particularly remarkable considering that theft rates were consistently low among all three plants before and after the pay cut. This supports the argument that employees develop expectations regarding what they deserve in return for their work, and when they are deprived of this reward, they are more likely to raise their outcomes by stealing.

**Interactional justice**

The term interactional justice refers to employees’ perceptions of the quality of interpersonal treatment they receive from their managers (Bies and Moag, 1986). Conceptually,
it has been proposed (Greenberg, 1993b), and empirically, it has been established that interactional justice involves conveying thorough information in a socially sensitive and respectful manner (Colquitt, 2001). The relevance of interactional justice to employee theft is highlighted in an interview with a woman who worked at two record stores (Altheide et al., 1978), one where she felt mistreated by her manager and another where she did not. With respect to the first store, she admitted, ‘I stole there all the time, towards the end I did [it] just because I didn’t like him [the manager] at all’ (p. 105). However, commenting on her experience in the other store, she noted, ‘Working for them, you just didn’t want to steal, [because] there was no reason to . . . you liked to work there’ (pp. 105–6).

Greenberg’s (1990a) quasi-experimental study referred to above also examined the impact of interpersonal treatment on employee theft. Specifically, the results of this study indicated that the nature of the explanation managers gave for the pay cut affected the level of theft that resulted from distributive injustice. By design, these explanations varied with respect to the level of interactional justice used in conjunction with describing the pay cut. In one condition, workers were given an elaborate explanation that justified the decision and presented it in a manner that showed considerable social sensitivity. Specifically, the president of the company personally visited this plant to announce the decision and brought extensive supporting materials to document the rationale for the pay cut. He also repeatedly expressed his remorse for having to resort to this decision (e.g. ‘it will hurt us all alike . . . it really hurts me to do this, and the decision didn’t come easily’). In contrast, workers in another plant were told about the pay cut in a manner reflecting low levels of interactional justice. They received very little information to explain the decision and only the most superficial expressions of remorse. Specifically, at a brief and hastily conducted meeting a junior executive announced the decision without describing the basis on which it was made, doing so in a manner that was far less apologetic in tone.

Among the plants at which pay was cut, the rate of theft during the reduced-pay period was over twice as high in the plant whose employees were exposed to low interactional justice conditions than in the plant whose employees were exposed to high levels of interactional justice. A survey of the employees verified that those in the low interactional justice condition felt more unfairly treated than those in the high interactional justice condition. This evidence supports the argument that low interactional justice exacerbates employees’ willingness to steal in response to underpayment inequity. Thus a company that imposed a pay cut in order to survive a financial crisis encountered unexpected financial losses that were dramatically worsened as the insult of a poor explanation was added to the injury inflicted on employees’ paychecks (Greenberg and Alge, 1998). These findings were corroborated in a follow-up laboratory experiment (Greenberg, 1993a) that independently manipulated the quality of information and the sensitivity in which it was presented (as these variables were confounded in the field experiment).

**Procedural justice**

Procedural justice is an assessment of the fairness of the policies and procedures used to allocate outcomes. A sense of procedural justice can be promoted by allowing individuals input, or voice, in decisions that affect them (Thibaut and Walker, 1975). Procedural justice also can be facilitated by making allocation decisions that (1) are based on accurate information that is representative of key constituents, (2) are applied in an ethical,
consistent and unbiased fashion, and (3) are capable of being corrected in the event of an error (Leventhal, 1976, 1980). Procedural justice is a particularly salient concern whenever individuals receive undesirable outcomes (Brockner and Wiesenfeld, 1996; Colquitt and Greenberg, 2003).

Shapiro et al. (1995) conducted a field study of employees in 18 fast food restaurants to examine the impact of procedural justice-based interventions on employee theft. Specifically, restaurant managers introduced several theft-reduction interventions designed to enhance procedural justice, such as giving employees a voice in defining theft and drafting a code of ethics that prohibited it, and tracking missing food in an accurate, publicly observable manner. As expected, the researchers found that these techniques of increasing procedural justice were associated with lower theft of food from the restaurant (based on reports of theft by peers).

To summarize, research on organizational justice indicates that managers can reduce employee theft by managing employees’ perceptions of fairness during their tenure with the organization. Specifically, employees are more likely to steal from their employers to the extent that they believe they failed to receive rewards commensurate with their work contributions (distributive injustice), that they were denied respectful treatment and adequate reasoning behind an outcome decision (interactional injustice), and that outcome decisions were made with minimal due process (procedural injustice). In the following section, we illustrate a broader application of organizational justice by explicating how key principles of fairness can inform and enhance the efficacy of traditional approaches to addressing employee theft.

How organizational justice explains employee theft

As we have noted, the study of organizational justice has been applied fruitfully to the problem of employee theft, resulting in fresh insights not evident from traditional approaches. Some researchers have extended this argument by suggesting that traditional approaches are ineffective and even counterproductive in eliminating employee theft (Gross-Schaefer et al., 2000; Litzsky et al., 2006), and implying they are antithetical to principles of fairness. For example, Gross-Schaefer et al. (2000) have labeled traditional approaches as ‘negative [and] reactive’ (p. 89), and concluded that they ‘fail to deal with the root issues of employee theft’ (p. 91). They recommend a more affirmative and proactive approach – such as promoting a more fair and ethical environment – that prevents employees from being disenfranchised. Practically speaking, does this mean that organizations should no longer attempt to screen out dishonest individuals, administer audits or monitoring, or terminate employees caught stealing? We do not believe this is prudent. Indeed, some individuals are more inclined to be dishonest, and the absence of controls can actually invite theft by signaling the organization’s lack of interest in controlling it. Instead, we contend that a broader conceptualization of organizational justice can enrich the application of the traditional approach to more effectively combat employee theft at three points – before the employee is hired, during the employee’s tenure, and after an employee has been caught stealing. Specifically, we present seven important guidelines for discouraging employee theft, each of which begins with a letter that, when placed in order with the others, spells the word justice. We refer to this as the JUSTICE framework, and we now present this conceptualization.
Justice considerations before hire

Although much of the prior research connecting organizational justice to employee theft has concentrated on how to treat the employee during their tenure, we contend that fairness also matters in the fight against theft before employees are hired. Specifically, we assert that organizations should be careful: (1) to **justify** the relevance of their selection tests; (2) to **utilize** only properly validated tests; and (3) to **select** ethical employees and managers.

**Justify** To promote organizational justice, it is critical for employers to **justify** the job relevance of selection procedures used (e.g. honesty tests, background checks, etc.). Both applicants and current employees react negatively to selection procedures they deem to be unfair (Gilliland, 1994). In fact, although certain tests (such as honesty tests) may screen out dishonest employees (Ones et al., 1993), if those tests are perceived to be unfair they also may result in honest employees not accepting job offers that are extended to them (Singer, 1993). This is in keeping with the tendency for ostensible concerns about fairness to promote positive impressions of organizations (Greenberg, 1990b).

With this in mind, organizational officials should provide thorough explanations for the use of their selection tests, thereby promoting interactional justice. This may entail explaining to applicants the costly impact of employee theft, necessitating use of a tool to screen out potential employee–thieves. It also requires explaining the basis for assuming the validity of these tests, further justifying their use. To the extent that such a case can be made – of course, without insulting candidates by suggesting that they may be perpetrators – the organization faces a good opportunity to present itself as being concerned with fairness.

In keeping with this, the battery of theft-related selection tests clearly should be job-related (Arvey and Sackett, 1993) and calibrated according to the risk of theft in a particular job. For example, invasive personality tests that measure psychological disorders (e.g. the MMPI) may be deemed more appropriate for jobs in which there is a compelling interest in public safety (such as police officer) than those in which this is not the case (such as secretary). Additionally, organizations should make every effort to assure applicants that their selection tests rely on principles of procedural justice, such as by indicating that they are not susceptible to faking, minimize invasion of privacy, and yield accurate information. Officials also should emphasize the distributive justice of the tests by providing assurance that selection decisions are made on the basis of merit (Arvey and Sackett, 1993) and that the tests demonstrate high predictive validity (Gilliland and Hale, 2005).

**Utilize** In addition to justifying the use of selection procedures, fairness also is promoted by properly **utilizing** validated tests in an appropriate manner. Specifically, all selection tests used by an organization should meet basic psychometric standards such as reliability and validity (Arvey and Sackett, 1993). This is vital in so far as the accuracy of the test ensures procedural justice. There is a body of research that generally supports the validity of integrity tests (Murphy, 1993; Ones et al., 1993; Sackett, 1994). Nonetheless, integrity testing is very controversial. Some research suggests that these tests have limited validity and generate a high degree of false positives (Dalton and Metzger, 1993; Dalton et al., 1994). Some personality tests (e.g. the MMPI) may be deemed inappropriate for some jobs and/or illegal in some situations. Thus it is vital for
managers to evaluate carefully each theft-related selection test they intend to use to ensure its appropriateness.

Occasionally, such tests are criticized on the grounds that they are administered improperly by unqualified personnel (Snyder and Blair, 1989), which would violate principles of procedural justice. Other criticisms stem from rude and disrespectful treatment by potential employers (Bies and Moag, 1986; Gilliland and Hale, 2005), which is clearly a violation of interactional justice. Also, to promote interactional justice, it is useful for officials to go out of their way to explain how these procedures have been followed. Again, it is not merely following fair procedures that promotes justice, but ensuring that others know about this, that promotes impressions of fairness, which in many ways is even more important (Greenberg, 1990b). Thus efforts to justify decisions and to use fair procedures go hand in hand.

Select Although our points thus far indicate the need to justify the use of theft-related selection tests to applicants and to utilize carefully validated tests in a fair manner, these considerations may be rendered moot if the resulting selection decision itself is not considered to be fair. In fact, under such circumstances, justifications may be perceived as manipulative, thereby undermining efforts at promoting justice (Greenberg, 1990b). Thus our final suggestion for promoting justice before hiring requires selecting ethical employees and managers. To ensure distributive justice (Gilliland and Hale, 2005), employees and managers should be deserving of the jobs they receive. In the present context, this requires relying on the appropriate, validated tests to select employees who are less predisposed to engage in theft.

In addition, applicants passed over for job openings should be treated with high interactional justice (Gilliland and Hale, 2005). At the very least, this requires treating them in a courteous manner. However, in this case, questions can be raised as to whether applicants rejected on the grounds that they may be inclined to steal are owed, or should be given, explanations to this effect. We hedge here because human resources officials may be unqualified to present this likely upsetting information, potentially doing more harm than good. As such, it seems prudent to guard against venturing into such territory. Ethically, in this connection, omitting theft-proneness as an explanation for not hiring an applicant is akin to the practice of not debriefing research participants fully in instances in which doing so may be expected to do more harm than good (Greenberg and Folger, 1988). Indeed, withholding information for one’s own good is considered by many kinder than sharing it (Grover, in press).

It also is worth stressing that when an organization selects an individual to be a manager, procedures should be in place to ensure that he or she is ethical and will refrain from engaging in or condoning employee theft. As we have noted, employees react adversely to managers who are regarded as unfair and arbitrary (Greenberg and Tomlinson, 2004; Tomlinson and Greenberg, 2005). It is important to realize that some managers have particularly insidious effects by promoting or tolerating employee theft. For example, several studies have shown that some managers proactively condone or encourage theft despite their duty to safeguard organizational assets. In a classic study, Gouldner (1954) found an ‘indulgence pattern’, whereby supervisors openly permitted employees to take tools and other items home for their personal use in his classic interview study of gypsum factory workers. In Ditton’s (1977b) ethnographic study of British bakery workers, the theft of
bread by employees was so prevalent that managers intentionally raised production levels to avoid shortages. And although managers were aware that bakery delivery drivers frequently shorted customer orders in order to supplement their wages, they did nothing to stop this form of theft. Similarly, interviews of garment workers revealed that supervisors regularly turned a blind eye toward taking small items and scrap materials for personal use (Sieh, 1987).

Some managers go a step further by actively aiding and abetting employee theft. Dalton (1959) discovered that senior officials at one manufacturing plant had items specially produced for employees to take without purchasing. Several studies noted that department store managers intentionally damaged packages so that they could justify selling the merchandise at drastically reduced prices to staff members (Altheide et al., 1978). Finally, managers may send the tacit signal that they condone theft behavior when they engage in theft themselves (Kemper, 1966). Because they are a central source of information regarding employees’ role expectations (Wimbush, 1999), managers are salient role models who strongly influence the behavior of their subordinates (Dineen et al., 2006). Therefore it is vital for organizations to ensure that they are carefully selecting ethical managers. For example, although this is not always done, organizations should consider using the same types of theft-related selection tests when hiring managers as they do when hiring lower-level employees. Indeed, given the impact of managers on organizational culture, and as role models, this consideration is especially important.

Justice considerations during employment

During an employee’s tenure, fairness principles should also inform the organization’s efforts to (1) train managers and employees, and (2) involve all employees in determining an ethical code and fair workplace standards.

Train

It also is important to train managers and employees in ways that recognize and combat employee theft. Because research has shown that employees steal in response to unfair treatment, managerial training should concentrate on how they can promote perceptions of fairness among their employees (Greenberg, 2006; Skarlicki and Latham, 2005). The efficacy of such training in deterring theft was demonstrated in a field study in three discount stores operated by the same company (Greenberg, 1999). Each of these stores was experiencing very high shrinkage from their stock rooms (suggesting employee theft), and a survey of store employees indicated that they felt underpaid and treated disrespectfully by their managers. These perceptions of injustice may have motivated employees to steal.

One of the three stores was selected at random to receive interpersonal justice training (IJT), which involved training managers in techniques of delegation, information sharing, respectful communication and other fairness-related topics. Reducing employee theft was not identified as the motive for the course. After training, shrinkage in this store was compared to the two other stores – one whose managers received training unrelated to organizational justice or to theft, and another whose employees received no training at all. Compared to employees whose managers were not trained in interactional justice, those whose managers were so trained experienced significantly higher levels of interactional justice, and importantly, the rate of theft in this store dropped from about 8 percent to about 4 percent and remained at this level for six months after the study had been...
completed. However, there was no change in either of the other two stores. It is remarkable that this reduction in theft did not occur due to typical forms of training in loss prevention methods (Tilley et al. 1999), but rather by training managers how to treat employees fairly. Importantly, this type of managerial training also can lead to increased fairness perceptions when managers need to resort to disciplinary action (Cole and Latham, 1997), a topic to which we will return when describing how to respond after an employee has been caught stealing. Such training also promotes fairness by enhancing employees’ acceptance of unfair conditions and by neutralizing adverse reactions to unfair conditions (Greenberg, 2006).

Training for non-managerial employees also should focus on conveying interactional justice (that is, providing thorough information to support the organization’s position against theft). This can be accomplished (1) by communicating the harmful effects of employee theft, (2) by disseminating an ethics program to guide employees’ behavior, and (3) by establishing ongoing communication mechanisms to manage employees’ perceptions of distributive and procedural fairness. Promoting interactional justice increases fairness perceptions and identifies critical information that employees otherwise are not likely to have. Communicating the harmfulness of employee theft is essential to counter any rationalizations that frame this activity as a benign, victimless and legitimate supplement to wages (Ditton, 1977a). It is vital that employees are informed precisely about how theft is contrary to their own best interests (Hollinger, 1989). Note that using interactional justice to convey the impact of theft need not be contrary to accountability practices such as loss prevention audits. For example, Carter et al. (1988) studied rates of employee theft in a Swedish grocery store in which graphs tracking weekly rates of theft were posted conspicuously for employees. The number of missing items decreased significantly following this intervention and remained below the pre-intervention baseline level throughout the study period.

We also emphasize that training should cover ethical policies specifying acceptable workplace behavior as laid out in ethics codes. Such documents reduce ambiguity regarding what constitutes theft, including items of uncertain ownership (Greenberg, 1997b). Ethics codes also have been effective in creating and maintaining cultures of honesty (Niehoff and Paul, 2000), particularly when these codes are accompanied by a formal program of ethics training and an ethics office that further oversees and promotes ethical standards (Ethics Resource Center, 1994; Treviño and Nelson, 2003). This has been corroborated in a field experiment by Greenberg (2002) comparing theft rates among customer service representatives who either had or did not have an ethics program in place at the time the study was conducted. The ethics program provided employees in one office with training in ethical principles and how those principles were expected to be applied in their jobs, along with practice responding to ethical issues at work, and procedures for seeking additional guidance on ethical matters. The other office did not have an ethics program at the time of the study. Employees in both offices were underpaid for completing a survey, and then were asked to pay themselves the stated amount from a bowl of coins whose exact value was believed to be unknown. Greenberg (2002) found that although workers are prone to steal when underpaid, this effect was attenuated when an ethics program was in place. This was particularly so among individuals who had attained a higher level of cognitive moral development that enabled them to benefit from the training (Treviño and Weaver, 2003; Wells and Schminke, 2001). Despite the contrived nature
of this laboratory research, which was required to create clear manipulations and high levels of control, we cannot ignore the two clear implications of this work – that organizations should hire individuals who are least inclined to engage in theft and to train them in precisely what constitutes theft.

In closing this section, we also advise organizations to establish ongoing communication channels to manage fairness perceptions. For example, a ‘hotline’ or a ‘helpline’ can be used to help employees get answers to their questions about pay (Taft, 1985). Specifically, such techniques can serve as mechanisms for educating employees about the procedures used to determine their pay (Folger and Greenberg, 1985; Shapiro et al., 1995), to dispel any misperceptions of inequity relative to one’s colleagues (Greenberg, 1998), and to correct any inaccurate perceptions of distributive and procedural justice that may be harbored.

**Involve** To promote perceptions of justice, it is critically important to *involve* employees in developing and enforcing an ethical code and fair workplace standards, particularly in so far as it incorporates standards and practices regarding theft. It is a fundamental principle of procedural justice that granting employees input in processes affecting them increases perceptions of procedural justice (Greenberg, 2000), and this, in turn, discourages employee theft (Greenberg and Scott, 1996). As Snyder et al. (1991) put it, ‘The more involved they [employees] are, the more committed they should be to the decisions made and the more likely they and their fellow employees will not steal from the company’ (p. 46). As we noted earlier, Shapiro et al. (1995) reinforced the value of providing employees voice in reducing theft. Specifically, restaurant employees participated in generating a definition of what behaviors constitute theft (which included ‘nibbling’ on small amounts of food not paid for), a disciplinary policy for employees caught stealing, and a code of ethics for their particular store. Employees also engaged in daily tracking of shrinkage losses, and were given a pre-set budget of ‘Buddy Coupons’ that allowed them reasonable discretion in selling discounted food to friends and family members. Taken together, these procedures enabled the employees to have input in developing and enforcing their ethics program.

In addition, as mentioned earlier, one frequently used enforcement mechanism is an anonymous corporate hotline, which can also be used to give employees a voice (procedural justice) in enforcing ethical compliance. As Greenberg (1998) noted, ‘Clearly, mechanisms that make it easier for employees to “snitch” on thieves will have a deterrent effect insofar as they add significantly to the presence of policing eyes’ (p. 180). Nonetheless, some authors (e.g. Litzky et al., 2006) have suggested that enforcement efforts such as monitoring actually incite theft. Specifically, employees may construe monitoring as a sign that management distrusts them, and they are motivated to retaliate by stealing. However, it is not necessarily the case that deterrence methods will be viewed so negatively by employees; this depends on the manner in which these methods are employed. Alge (2001) reported that monitoring job-relevant activities and allowing individuals to have a voice in establishing the monitoring program enhanced perceptions of procedural justice. To the extent that methods of deterrence, such as monitoring, are perceived to be fair, we contend that they will be unlikely to invoke employee theft (for a theoretical analysis of the underlying psychological processes involved, see Alge et al., 2006).
Justice considerations after theft detection

It is hoped that relying on fairness principles before employees are hired and during their tenure will deter employee theft. However, should all else fail and an employee is caught stealing, it is vital for the organization (1) to consistently enforce their policy on theft, and (2) to explain carefully and courteously the reason for the disciplinary action taken.

**Consistent** To ensure both distributive and procedural justice, it is important to be consistent when enforcing policies. With respect to distributive justice, those who behave appropriately should be rewarded and those who behave inappropriately should be punished (Mitchell et al., 1996). Furthermore, the degree of punishment should fit the level of the crime to maintain perceptions of fairness (Litzky et al., 2006). Gross-Schaefer et al. (2000: 91) elaborate by arguing, ‘Disciplinary procedures should be flexible enough to distinguish between violations that are merely inadvertent, a result of negligence and the more serious intentional violations’. After all, there is no point in having a policy prohibiting theft if it is not enforced. The policy articulates and its enforcement ensures distributive justice with respect to employee theft. Often, a key issue with respect to consistency of punishing employee theft is not matching the degree to which the punishment fits the crime, but more fundamentally, whether the theft goes addressed at all. Turning a blind eye to the problem often occurs both because employers don’t know how to respond appropriately and because they don’t want to risk sharing with the public (especially competitors) that they are suffering a problem in this regard (Greenberg and Scott, 1996). Understandable though this may be, this practice sends the message that theft may not be unacceptable, thereby tacitly condoning it.

Being consistent in the application of rules is a fundamental tenet of procedural justice (Leventhal, 1980), and this is especially important with respect to the administration of deterrents (Treviño and Weaver, 2003). Specifically, similar infractions must be punished similarly, regardless of the perpetrator (Litzky et al., 2006). This also means that it is imperative for organizations not to allow double standards for executives which grant them impunity for ethical violations (Gross-Schaefer et al., 2000). If enforcement is not consistent, it sends contradictory messages to employees and violates their perceptions of procedural fairness.

**Explain** We cannot overstate the importance of explaining with the utmost care and courtesy the basis for any disciplinary actions taken. Often, because of its criminal nature, disciplinary responses to employee theft are quite severe, including termination (Hollinger and Clark, 1983) and, possibly, criminal prosecution. Therefore it is essential to provide thorough interactional justice via careful and courteous explanations supporting the disciplinary action taken. The manner in which a terminated employee is treated sends important fairness-related signals to employees who remain (Brockner et al., 1992). In addition, Lind et al., (2000) found that a wrongful termination lawsuit is more likely when a terminated employee is not treated with dignity and respect and given a thorough explanation. Their study further established that managers should deliver the news in person as soon as possible to enhance perceived fairness.
Conclusion
We hope that readers will not dismiss the guidance inherent in our JUSTICE acronym on the grounds of its cuteness. Beneath this mnemonic aid lies a set of principles that can, and should, be used in the ongoing effort to deter employee theft. Importantly, our framework does not challenge existing wisdom in this regard. Rather, the JUSTICE framework complements what we know about traditional approaches (e.g. selection) in ways that allow them to be implemented in a more sophisticated fashion and, it is hoped, yielding more effective results. Our confidence in the JUSTICE framework is based on considerable research, much of which we have identified. However, there clearly is more to be done. We hope that our remarks will have stimulated such efforts.
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When teams fail in organizations: what creates teamwork breakdowns?

Dana E. Sims and Eduardo Salas

Days before Hurricane Katrina hit the Gulf Coast, the National Hurricane Center issued warnings of the projected devastation of life and property. Ultimately, the warnings did nothing to prevent the ultimate failure to adequately prepare for and respond to the storm by local, state and federal agencies. Hurricane Katrina was not the largest hurricane to strike the USA, nor was it the first time that a hurricane of this magnitude reached the Gulf Coast. Despite this, reports of communication failures, breakdowns in leadership, poor decision making and a lack of situational awareness suggest the response to one of the USA's largest natural disasters was also one of the largest breakdowns of teamwork compound the devastation of the Gulf Coast (CBS News, 2006; McClatchy Washington Bureau, 2005). The emergency response to Hurricane Katrina is a poignant example of how even expert teams with needed resources and expertise available at the tip of their fingers can fail. The question then arises, what creates teamwork breakdowns? Insights afforded by a century of team theory and empirical research suggest 'chemistry' is undoubtedly a critical building block of successful teams. It is the 'chemistry' that exists between team members, their leaders and their organizational environment that can tip the scales from success to failure.

It has long been understood that when teams gel, they are capable of accomplishments that no individual could hope to achieve. But what does it take to get the 'chemistry' within the team correct? Conversely, what factors can set off a chain reaction that ultimately leads to the derailment of effective team performance? And why are some teams able to rebound from setbacks to ultimately succeed, while other teams cannot? The answers to these important questions can be found in the science of team performance. This chapter uses the science of team performance to identify five broad factors that can derail teams. Team derailment occurs when a highly effective team experiences significant declines in performance (Milanovich et al., 2000). In this chapter, we seek to answer how (1) coordination mechanisms, (2) cooperation mechanisms, (3) communication, (4) team leadership, and (5) organizational characteristics contribute to team derailment. Further, we intend to draw out the critical characteristics of effective teams (see Table 18.1) based on lessons learned from decades of team research to assist practitioners unleash the synergies that teams are capable of. It is argued that failing to proactively manage each of these five elements, stakeholders may inadvertently diminish team performance outcomes, regardless of whether those outcomes are lives saved or organizational profit.

The nature of teams and team performance
Teams are complex entities, comprising two or more individuals, who interact socially, dynamically, episodically and adaptively (e.g. Kozlowski and Bell, 2003; Salas et al., 1992; Salas et al., 2004b). Team members often have distributed roles, share common goals, have
complementary competencies, and are highly interdependent. This interdependence, regardless of its level, creates a sense of responsibility for other team members’ behaviors (Kiggundu, 1983) and motivates teammates to engage in teamwork behaviors (e.g. compensatory behavior, performance monitoring; McIntyre and Salas, 1995). Over time, teams become more effective as members become proficient in their individual roles, team tasks and teamwork processes (Morgan et al., 1986). In addition, teams and their successes are shaped by the organizational/environmental context within which they are embedded. Taken together, the transformation of these various inputs and contextual variables into team outcomes (i.e. team performance, team effectiveness) occurs through teamwork.

Table 18.1 Characteristics of highly effective teams

<table>
<thead>
<tr>
<th>Components of team effectiveness</th>
<th>Characteristics of highly effective teams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coordination</td>
<td>● Self-correct by admitting to and learning from mistakes</td>
</tr>
<tr>
<td></td>
<td>● Develop and maintain shared mental models</td>
</tr>
<tr>
<td></td>
<td>● Adapt to change</td>
</tr>
<tr>
<td></td>
<td>● Manage conflict within the team</td>
</tr>
<tr>
<td>Cooperation</td>
<td>● Develop mutual trust and psychological safety within the team</td>
</tr>
<tr>
<td></td>
<td>● Ensure team members are team-oriented</td>
</tr>
<tr>
<td>Communication</td>
<td>● Manage information so there is neither too little nor too much information available to the team</td>
</tr>
<tr>
<td></td>
<td>● Solicit feedback in order to develop and revise team goals and strategies</td>
</tr>
<tr>
<td>Organizational characteristics</td>
<td>● Implement performance management systems that encourage cooperation by discouraging social loafing</td>
</tr>
<tr>
<td>Team leadership</td>
<td>● Have a clear and common purpose</td>
</tr>
<tr>
<td></td>
<td>● Communicate information needed to perform</td>
</tr>
<tr>
<td></td>
<td>● Effectively span boundaries with outside stakeholders</td>
</tr>
<tr>
<td></td>
<td>● Ensure teams possess the right mix of competencies</td>
</tr>
</tbody>
</table>
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Teamwork is a set of interrelated thoughts, actions and attitudes that combine to facilitate coordinated, adaptive performance (Salas et al., 2004a) and can have an individual-level (e.g. backup behavior, peer leadership) or team-level referent (e.g. coordination, decision making, dynamic allocation of resources). A number of teamwork models have been proposed over the years (e.g. Campion et al., 1993; Stevens and Campion, 1994; Fleishman and Zaccaro, 1992; Hackman and Morris, 1975; Marks et al., 2000; Roby, 1968; Salas et al., 2005). Regardless of the teamwork model chosen, teamwork is said to lead to both team performance and effectiveness. Although team performance and effectiveness are often discussed interchangeably, we offer some clarification here.

Team effectiveness is an overall assessment of team success or failure in meeting its objectives. Although team effectiveness is important, it is team performance that often leads to consistently effective teams. Team performance describes how the team executes its tasks (e.g. input, processes). Thus, a high-performing team may encounter setbacks but
will typically engage in appropriate attitudes, behaviors and cognitions (i.e. team performance) that will help the team recover from setbacks and reach its goals (i.e. team effectiveness). However, as most team members will report, teamwork is neither easy nor assured. For the sake of practicality and parsimony, the ‘blanket terms’ of cooperation, coordination and communication will be used as an organizing framework for discussing a number of factors that contribute to, comprise, flow from, and impinge upon effective team performance.

In this chapter, we sample variables from each of these three broad categories and discuss how they may lead to team derailment (see Figure 18.1). In addition, organizational characteristics and team leadership are discussed as potential failure points for teams. These factors are important to consider in relation to cooperation, coordination and communication because they have the potential to impact the degree to which teams successfully engage in the team processes and drive the success or failure of teams. For each of these five categories, we provide a brief summary and then advance selected examples of issues that can obstruct team success.

What causes teams to derail?
Over the years, many frameworks, checklists and guidelines have been offered to ensure team success. Despite this, many teams continue to fail. It may be that practitioners are unsure about how to apply team research to real-life teams to address real-life challenges. In the following pages, we use the science of team performance to clarify how managers, executives or practitioners can apply this knowledge to their own workplace.
How can poor coordination lead to team derailment?

Coordination is the life-blood of effective teams. Coordination is the compilation of behavioral and cognitive mechanisms, including task strategies, needed to perform a task. Coordination can also be described as team processes that transform team resources (e.g. individual KSAs – knowledge, skills and abilities) into outcomes (Brannick et al., 1995; Gladstein, 1984; Mathieu et al., 2000). Teams must be able to engage in team processes that assist them in maintaining shared awareness and adapting to each other’s needs and the changing environment. Unfortunately, many teams are unable to effectively interact and engage in the necessary coordination mechanisms, and as a result do not perform as well as expected.

As described in the introduction of this chapter, the local, state and federal agencies responding to Hurricane Katrina appear to have failed largely due to their inability to coordinate. For instance, many of the delays in providing timely assistance and resources were due to the White House not appointing a clear hierarchy of responsibility or reporting systems to coordinate efforts in the affected areas. This further led local officials to be unable to adapt the initial hurricane response plans or secure the needed assistance when levees broke, flooding portions of New Orleans, and when hurricane victims began arriving at the Superdome. Finally, officials were harshly criticized for not learning from the lessons of the terrorist attacks on September 11th (McClatchy Washington Bureau, 2005). Thus teams are mostly likely to fail when they . . .

. . . neglect to learn from their mistakes (i.e. self-correct). In the execution of any plan or team task, small errors, deviations or mistakes are likely to occur. The difference, however, between teams that succeed from those that fail may lie in their ability to minimize the smaller, unnoticed and preventable errors that often lead to larger team failure (e.g. Perrow, 1984; Reason, 1997; Weick and Sutcliffe, 2001). One way that teams may be able to prevent or minimize these smaller errors in the future is to identify and learn from them (as opposed to hiding or covering up the event) (Carter and West, 1998; Tjosvold et al., 2004; West, 1996). This approach to errors aligns with a learning orientation.

A learning orientation ‘reflects the value a firm places not only on adroitly responding to changes in the environment but on constantly challenging the assumptions that frame the organization’s relationship with the environment’ (Baker and Sinkula, 1999: 412) when a mismatch between expectations and outcomes is observed (Argyris and Schon, 1978). In the team setting, a learning orientation supports members in questioning the norms that exist in the team. In addition, learning-oriented teams try different approaches to task completion to uncover better ways to accomplish the team objectives. While critical to the success of the team, this orientation for learning does not just happen (Baker and Sinkula, 1999). It must be cultivated over time through the attitudes, commitments and processes that are enacted by team members, leaders and management.

. . . are unable to develop and/or maintain a shared mental model (SMM). It can be chaotic when a team of individuals is interdependently engaging in complex tasks in ever-changing environments (e.g. operating rooms, fire rescue teams, SWAT teams). As a result, team members must be able to ‘stay on the same page’ and have a similar understanding of their environment, team goals, individual team member tasks, and
how the team will coordinate to achieve common goals (Cannon-Bowers et al., 1995). Failure to create these shared understandings (i.e. SMM) is likely to lead to team derailment. Thankfully, when teams encounter situations or environments that limit their ability to overtly communicate to coordinate or develop a shared understanding of their environment (i.e. situational awareness), they are not necessarily condemned to failure. Instead, they must rely on other team processes that allow them to work around these communication difficulties, especially in stressful environments where teams rely on SMMs in order to coordinate and adapt (e.g. Campbell and Kuncel, 2001; Cooke et al., 2000; Hinsz et al., 1997; Orasanu, 1990).

An example of the need for SMMs under adverse conditions may be envisioned in the military setting. While team members are on a reconnaissance mission, communication is limited to the bare minimum. A team member may request his ‘binos’ and the man behind him will instinctively know that he is expected to retrieve binoculars from the requestor’s backpack and tap the requestor’s back as if to say ‘Ready!’ once the binoculars have been retrieved. Meanwhile the requestor will maintain watch for the enemy and protect the two of them (Vesterman, 2006). It is only through these types of common understandings of the environment and performance expectations that teams can overcome the hurdles of reduced communication and an ever-changing environment. It is only through communication and continued interaction that teams may create and update their shared understanding to perform the needed teamwork skills (e.g. back-up behavior, mutual performance monitoring) required for effective team performance (e.g. Salas et al., 2005).

... do not adapt to change. Prior to performing, teams may develop strategies and contingency plans based on prior experiences or expectations to guide the team towards its objectives. However, things do not always go as planned, whether due to the complexity of the task, the environment in which the team is embedded, or the interdependencies which exist between the team members. As a result, the teams must recognize deviations and adjust procedures and predictions as well as individual roles (i.e. one team member’s role may become more critical) when new information is presented (Burke et al., 2006; Priest et al., 2002; Smith et al., 1997). In fact, the military teaches its forces to be both leaders and followers in order to adapt to situations as they arise, with the awareness that team success must be put in front of personal egos.

In order to adapt, teams must have a deep understanding of the team, the team task and environment, and what team effectiveness looks like (Salas et al., 2006). If this understanding is lacking, the team may not be able to identify when current strategies are no longer appropriate, develop new strategies, or determine how team mates might need to adjust or the assistance that they might need to perform. Obviously, failing to fully understand the team and its task for the sake of adaptation is a recipe for team failure.

... fail to manage conflict within the team. Conflict within a team is not always bad (De Dreu and Van de Vliert, 1997; Pondy, 1967). Not only does it depend on the type of conflict (e.g. task versus relationship); it matters how the conflict is managed within the team. Relationship conflict involves interpersonal animosities between individuals and produces tensions that destroy cooperation and communication, and distract from team tasks (Hackman and Morris, 1975; Jehn, 1997). Conversely, task conflicts improve team performance by ensuring that all information and alternatives are
considered and reducing groupthink (West and Anderson, 1996). Thus suppressing conflict completely could reduce creativity, innovation, performance, quality of decisions and communication between a group’s members (De Dreu and Van de Vliert, 1997). However, because there is a tenuous line between productive and destructive conflict, teams must actively manage how team members communicate with each other and provide constructive feedback to ensure disagreement does not lead to the ultimate derailment of the team.

*How can poor cooperation lead to team derailment?*

Even when team members have the cognitions and strategies needed to perform as a team, teams that do not have the affective desire or motivation to do so are likely to derail. This affective desire or motivation to perform as a team is often placed under the umbrella term ‘cooperation’. Cooperation may be generated by climates, norms and expectations that are formally dictated by the organization or informally developed within the team by its members. Informally developed climates are due to frequent team member interactions and members’ shared perceptions of both the organizational environment and team norms (Anderson and West, 1998). The climate within a team is likely to impact the team coordination mechanisms (e.g. adaptability, self-correction) that are expected, rewarded and enacted.

The importance of cooperation becomes most clear when teams must perform in adverse conditions. National Aeronautics and Space Administration (NASA), which has begun to reinforce teamwork behaviors and attitudes that support effective teams, knows all too well that cooperation holds a space exploration crew together. For this reason, NASA now implements activities that not only replicate technical skills (e.g. flight simulators) but also situations for which team members must learn affective teamwork skills (e.g. NASA Extreme Environment Mission Operations). Keeping in mind that different team tasks and events that occur during team performance may require varying levels of coordination, teams may derail if they . . .

. . . *do not trust each other or lose trust in each other.* To ensure important team processes (e.g. communication, information sharing and cooperation) and outcomes (e.g. cycle times, product quality) occur, team members must have a shared perception that team members will perform actions (i.e. tasks, processes) important to the team and protect each others’ rights and interests (Bandow, 2001; Webber, 2002). That is, team members must trust each other. In the absence of trust, team members may spend valuable time protecting, checking and inspecting each other to assess their trustworthiness (Cooper and Sawaf, 1996). In addition, team members that do not trust each other are less willing to share accurate information with each other, especially if the information is likely to make the individual more vulnerable (e.g. admitting to errors or lack of experience). When teams are spending time on non-task activities, are uncomfortable with engaging in important team processes (e.g. performance monitoring), and unwilling to share information, they are likely to be derailed. Within-team trust can be cultivated through the actions of the team leader. Research suggests that leaders can facilitate trust through frequent, honest communication (e.g. McAllister, 1995; Roberts and O’Reilly, 1974; Sekhar and Anjaiah, 1995; Treadway et al., 2004) and fairness/consistency of behavior (Clutterbuck and Hirst, 2002).
do not have a team orientation. Not everyone wants to or likes to work in teams. For this reason, team members should be chosen who not only have a preference for working with others (i.e. collective orientation) but also seek out opportunities to coordinate, evaluate and utilize the input from other team members to improve team performance (i.e. team orientation; Driskell and Salas, 1992) and share mutual responsibility for team outcomes (Avery et al., 2001). Team orientation serves to improve both individual task performance (Shamir, 1990; Wagner, 1995) and overall team performance (e.g. better decision making) (Driskell and Salas, 1992). For this reason, practitioners should compose teams with team-oriented individuals. However, because it may be difficult to accurately identify those with a team orientation or unfeasible in existing teams, methods to motivate team members (e.g. reward systems, goal setting, performance appraisals) to engage in team-oriented behaviors should be established.

do not develop a sense of psychological safety. In order to be effective, team members must feel secure in sharing information and providing feedback even when that means disagreeing with the group, admitting to personal ineptitude, and overcoming any fear of reprisal (Lee, 1997; Michael, 1976). Without this sense of security (i.e. psychological safety), teams are unlikely to be able to respond to, learn from or prevent errors from occurring until the team has already failed or achieved a less-than-stellar outcome (Edmondson, 1999). Teams with psychological safety also tend to value problem solving, focus on mutual responsibility for error resolution, and have an openness to feedback (Argyris and Schon, 1978, 1996; Baer and Frese, 2003; Edmondson, 1999). These teams are also less likely to fall victim to groupthink, which occurs when team members do not question the actions or decisions of team members for the sake of conformity or avoidance of conflict within the team (Janis, 1972). Groupthink has been credited for such team failures as the Bay of Pigs Invasion, the Challenger disaster, and even the decision to go to war in Iraq. For instance, the US Senate Intelligence Committee’s Report indicated that when the Intelligence Community (e.g. analysts, collectors, managers) was presented with ambiguous evidence of Iraq’s threat (e.g. existence of weapons of mass destruction programs), groupthink lead them to ignore or minimize evidence to the contrary (Select Committee on Intelligence, United States Senate, 2006). Thus, many well-known world crises may have been avoided if psychological safety had been developed within the team.

How can poor communication lead to team derailment?  
As work becomes progressively complex and information-based, breakdowns and/or delays in communication can lead to team derailment. Communication is invaluable in teams not only because it transfers needed information to those who must make decisions and perform team tasks, but also because it facilitates teams in maintaining up-to-date SMMs (Salas et al., 2005). For instance, in the medical community communication has been identified as the cause of more than 15 percent of all medical errors (Andrews et al., 1997). In one case, a lack of effective communication between a doctor, an X-ray technician and an attendant in which a shared understanding of the patient’s ailments could have been developed meant that poor decisions were made that may have led to the patient’s ultimate demise (Howatt, 2003). As the situations that teams encounter become more stressful and the environments more complex, communication becomes even more vital to
... do not manage information effectively. A balance of enough information at the right time provided to the right team member is one of the greatest difficulties of communication within a team (Roby, 1968). It is often hard for team members to predict what information is needed, who needs it and when it should be provided (Lanzetta and Roby, 1956). As has been stated throughout this chapter, teams that lack needed information or are unable to access it are likely to fail because they will be unable to make good decisions or know how best to execute their tasks. Conversely, too much communication may also be a derailer because it can overwhelm a team member (i.e. cognitive overload) and reduce his/her ability to manage task responsibilities in stressful situations (Johnston and Briggs, 1968). Thus, not only may team performance suffer when teams do not have access to needed information, but teams may also derail if members are unable to effectively manage the information for their own purposes or provide information to others when it is needed.

A number of solutions have been offered over the years to alleviate communication problems (e.g. providing access to all information to all members at all times; Lanzetta and Roby, 1956). However, the amount of information available to most teams continues to grow exponentially with the advent of more technology, communication modes, and multi-team systems. Organizations must realize that teams need to be provided with the resources (e.g. training, equipment) to manage the information that is used by and generated from their team tasks. Without frequent and effective communication, teams are fated to fall short of their objectives.

... fail to plan/strategize or solicit feedback, ideas and observations from teammates. A benefit of teams is the access they provide to a wide range of experiences and knowledge. When these are not tapped (i.e. soliciting feedback and ideas), the benefit is lost. These experiences and knowledge can be used to develop more thorough strategies and contingency plans based on the challenges that are likely to occur while performing the team task. Ultimately, strategizing not only leads to better team performance, but also better SMMs and more communication within the team (Stout et al., 1999).

As the team executes its task, team members will observe different aspects of the task execution and may have varying perspectives on how the team performed. Oftentimes, by seeking out this information and soliciting feedback, the team is able to use information about past performance and challenges to strategize for even better performance in the future, thereby potentially inoculating the team from future derailment. The key is that even successful teams hit bumps in the proverbial road; successful teams are those that acknowledged, learned from, and adjusted to the feedback that they received from within (and outside) the team.

The three factors previously discussed (i.e. coordination, cooperation and communication) are internal to the team. However, team derailment is not always due to an internal dysfunction. In fact, a team that does not experience any of the above breakdowns may still fail (or be less effective) if the environment in which it is embedded is faulty or the team is not provided enough direction to manage an ambiguous environment (i.e. poor
leadership). The importance of these external factors for the ultimate success of a team, and in the case of Motorola, the ultimate turn-around of the entire organization should not be ignored.

In 2003, Motorola had lost its competitive edge in the telephony marketplace. Through the support of organizational leaders, a renegade team with strong leadership and the necessary players was established. This team was given unlimited resources, isolated to minimize distractions, and allowed the freedom to go against organizational norms to design what was thought to be impossible. It is with this organizational support that the Razr phone emerged to ultimately sell almost as many new phones as Microsoft sold iPods in 2004. In fact, in 2006 Motorola’s Razr phone is expected to outsell Microsoft’s iPod. The Razr team has since been rewarded with stock options, but more importantly has been given public recognition for its hard work and ingenuity (Lashinsky, 2006). In the following section, we discuss factors external to the team. Specifically, we focus on organizational characteristics and team leadership.

How can organizational characteristics lead to team derailment?

Teams are often implemented as an organizational solution without considering whether the organizational culture is supportive of them. To promote teamwork the organization must encourage common objectives, shared values, mutual trust, frequent and honest communication, empowerment and learning (Castka et al., 2001; Salas et al., 2004a). Unfortunately, organizational policies and procedures are often established that do not promote team-based work but rather focus on individual performance. In addition, teams are hailed as an approach for managing uncertain and ambiguous situations. While we agree teams are typically better at adapting to changing environments, not all teams will succeed in these environments. For this reason, the organizational environment must be considered as a potential cause of team failure (e.g. Gladstein, 1984). Teams are likely to fail when the organization . . .

. . . uses individual rather than team-based reward systems. One key to team effectiveness is team members’ willingness to put aside personal goals to cooperatively work towards team objectives. Although impacted by personal preferences (e.g. team orientation) and cultural differences (see Hofstede, 2004 regarding individualistic/collectivist), organizations set the tone for cooperative work environments through their performance management and reward systems (e.g. Hackman, 1983; Lawler, 1981; Pritchard et al., 1988; Steiner, 1972). For this reason, performance management systems that promote individual accountability over team accountability should be replaced with measures of performance that assess team outcomes and provide constructive feedback regarding both team processes and individual performance (Zairi, 1994). By doing this, the organization sends a clear message that it expects teamwork and cooperation from its employees and team members will become more concerned with the success of the team. Failure to measure and reward team performance will result in teams that are less motivated to perform team tasks and team performance will be negatively affected.

. . . does not manage the environmental uncertainty in which the team is embedded. Many teams experience environmental uncertainty on a regular basis (e.g. urban combat, fire rescue, cardiac surgery). This environmental uncertainty may be caused by
frequent and unexpected changes in the environment, the team not regularly receiving information needed for performance, or the lack of clarity in what is expected of the team (i.e. expectations are not set, needed tasks are uncertain). Regardless of the cause of the environmental uncertainty, these environments are stressful and can hinder team performance (e.g. tradeoffs in the speed and accuracy of task performance or impaired decision making) by impairing a team member’s ability to coordinate or engage in other teamwork activities (Salas et al., 2004a).

In general, uncertain environments cannot be altered by the organization but rather are inherent in the task that the team performs. In these cases, organizations should provide teams support by ensuring that the individual/team characteristics, team task and team processes are as effective as possible. Teams will thereby be able to better manage the uncertainty in their environment, reduce their chances of derailment, and increase the probability they will be able to recover from any performance setbacks they may encounter. In cases in which the uncertainty is caused by lack of information and clarity, the organization and team leaders should take steps to rectify the uncertainty.

... if the team task is too complex. Due to the diversity of KSAs and adaptability that teams offer, teams are often assigned to very complex tasks. The complexity and difficulty of a team task, as well as how the work is structured, can impact the success of the team (Gladstein, 1984; Goodman, 1986; McGrath, 1984; Kabanoff and O’Brien, 1979; Steiner, 1972). This may be because as the team task becomes increasingly complex, the opportunities for errors are likely to increase, become difficult to identify, and ultimately derail the team. Furthermore, as team members become more intertwined or interdependent, the impact of one member’s lapse can disrupt the entire team’s performance. In these situations, team coordination mechanisms such as communication, performance monitoring, back-up behaviors (i.e. compensatory behaviors), error correction, and development of shared mental models become increasingly important to catch and adjust when errors occur. Obviously, the organization cannot always limit the complexity of team tasks. The organization can, however, allow flexibility in how the task roles are assigned and encourage team members to adjust as needed and provide assistance (or take over teammates’ roles) when necessary.

... does not discourage social loafing. Another advantage of teams is that they can produce more than the sum of their individual parts. Sometimes, however, individuals working in team-based settings actually expend less (or withhold) effort than they would in an individually-based setting (Chapman and Arenson, 1993; Robbins, 2000). This behavior has been referred to as social loafing or the free-riding effect. One outcome of social loafing is that less overall work may be performed. In some cases, teammates will compensate for a team member who is free-riding (Kerr and Bruun, 1983) such that team performance does not decrease. Not surprisingly, when a team member continually underperforms, thereby requiring others to perform extra tasks, the climate within the team may become toxic as team members become suspicious of each others’ contributions (Jackson and Harkins, 1985). This climate within the team due to social loafing is another factor that may lead to team derailment.

Social loafing is likely to occur when individual performance is not identifiable within the team output (e.g. Latane et al., 1979; Karau and Williams, 1993). Although
we have argued that performance appraisals and reward systems should focus on the team, this does not negate the need to also measure individual performance. Likewise, team members who are personally committed to the team and/or the team task are less likely to free-ride (Ratzburg, 2006). Taken together, the organization must take steps (e.g. implement appropriate performance appraisal systems, select members who are team-oriented, and match employees to tasks and teams that they are personally committed to) to reduce the occurrence of social loafing to provide teams the support needed to succeed.

How can team leadership lead to team derailment?
A significant contributor to the failure of a team is a lack of direction and a clear understanding of purpose and goals (Katzenbach and Smith, 1993; Stewart and Manz, 1995). Team leaders set the tone for team performance by articulating clear and motivating visions, creating supportive climates that promote effective team processes and behaviors (e.g. advanced planning, communication), and engaging in social problem solving that encourages coordination and adaptation (Salas et al., 2004a). Further, team leaders are responsible for ensuring the team has access to the needed resources (e.g. training, equipment) to achieve these goals. In these ways, team leaders impact team performance through many processes (e.g. cognitive, motivational, affective) and may be the most important element in creating a cooperative work environment (Salas et al., 2004a). In some cases leadership is not static but rather shared and transferred to others within the team in order to take advantage of the strengths and expertise of those within it. Regardless of whether team leadership is held by an individual or shared within the team, teams are likely to fail if team leaders . . .

. . . fail to communicate expectations for individual and team performance. All too often, teams are expected to know, understand and execute a plan to meet team objectives without ever being informed of their team objectives, what the constraints/parameters are related to achieving those goals, or the expectations for how or when those goals are to be met (Adair, 1986; Scholtes et al., 1996). Without this direction, the team may not have a shared understanding of the goals. The impact of this is that team members may work incongruently or towards goals that are different from the organization’s or leader’s expectations. As a result, team leaders are critical in ‘setting the tone in the organization and determining the kinds of behaviors that are expected and supported’ (Baer and Frese, 2003: 52). Team leaders must clearly and regularly discuss (or facilitate the discussion of) team goals, individual member roles and expectations at the outset of the team task as well as throughout the progression of the task.

. . . do not share information that is important to the team and the team’s task. In addition to setting expectations for team performance, team leaders must share and disseminate knowledge throughout the team to promote effective decision making based on the best available information. Often times, the team leader has sole access to information from each of the team members and other sources both within and outside the organization. In this situation, the team leader is responsible not only for pooling the information to develop plans and evaluate the consequences of team decisions, but also for ensuring the information is distributed to team members as needed. This is a problem with some team leaders, who withhold information to increase their
position of power or in organizations that encourage hierarchical patterns in which communication flow is slow and hindered. This failure to communicate or effectively distribute information may have drastic effects on team performance.

... do not span organizational and team boundaries. The relationships that exist between teams and departments can also influence the adaptability and effectiveness of a team (Brett and Rognes, 1986; Katz and Kahn, 1978; Kotter, 1982; Levinson and Rosenthal, 1984; Likert, 1967; Mintzberg, 1973; Zaccaro, 2001). This is because alignment among all entities within the organization is important for effective organizational functioning (Kur, 1996; Oakland, 1993; Imai, 1986; Senge, 1990). The role of a team leader in maintaining this alignment is referred to as boundary spanning. Boundary spanning is the ‘process by which teams manage their interactions with other parts of the organization’ (Ancona and Caldwell, 1990: 25). Therefore, the team leader acts as a gatekeeper of information for the team (Katz and Tushman, 1983), which serves as a basis for shared situational awareness (Cannon-Bowers et al., 1995).

An example of the need for boundary spanning might be a team that depends on other teams or departments for information or products. This team may be unable to complete its tasks if it does not receive the needed resources or the products are of low quality. Another example might be if collaborative relations do not exist between teams and departments. In this case, resources may not be shared or expectations and conflicting priorities may not be communicated. In all these situations it becomes clear that when a team is not provided the needed resources (e.g. time, information, materials), its effectiveness will decline (Senge et al., 1999). Thus, it is the responsibility of the team leader to ensure collaborative and cooperative relationships exist between the team and other departments. A suggestion for how to facilitate team leader boundary spanning is creating a network of like-minded contacts and facilitating discussions among team members, suppliers and other stakeholders to ensure communication flows up and down stream.

... do not provide effective feedback or situational updates. Feedback in the team literature commonly relates to performance monitoring (i.e. advice for avoiding mistakes) or team self-correction (i.e. after-action reviews) (Cannon-Bowers et al., 1995; McIntyre and Salas, 1995). Developmental feedback from team leaders, however, is also important to team functioning because it provides information regarding how well the team is meeting stated objectives. Teams are then able to use this information to adjust their approach to the team task to ensure success. This is related to the goal-setting literature that suggests that without feedback regarding performance, individuals and/or teams will be unsure whether the goals are being met and similarly unable to adjust to meet the team goals.

Situational updates are also important to the team because they provide information regarding the environment in which the team is performing. The team leader as a boundary spanner has greater access to information regarding the environment and how the team strategy may need to adjust in order to maintain high performance. Thus, when team leaders fail to provide teams feedback regarding their performance or regarding changes in the environment, the team is likely to be caught off guard and unable to adjust when needed, thereby leading to team derailment.

... select team members that lack task specific and interpersonal KSAs. In order to be successful, teams must have an appropriate mix of task-specific (e.g. using a piece of...
equipment, interpreting reports; statistical skills) (e.g. Gersick, 1988; Morgan et al., 1986; Kozlowski et al., 1996) and interpersonal skills (e.g. Bradley et al., 2003; Druskat and Kayes, 2000; McIntyre and Salas, 1995). However, Colvin (2006) warns that leaders cannot select all-star team members and then sit back and wait for these teams to bring home a win. The members must be the right members. Cited in Colvin’s article (2006), Mercer Delta’s chief, David Nadler, reports that some of the worst teams are those composed entirely of ‘potential CEOs’. This seems contrary to conventional wisdom regarding teams but is illustrated not only in the failure of the 2004 US Olympics basketball team composed of NBA stars, but also in the successful design of the first light bulb in 1879 by a machinist, a clockmaker, a glassblower, a mathematician and Thomas Edison (Colvin, 2006).

This potential derailer can be addressed by avoiding skills gaps within a team (e.g. Church, 1993; Katzenback and Smith, 1993; Oakland, 1993). Special attention should be paid when establishing a new team such that each team member should bring a unique set of KSAs and experiences that are needed to meet team objectives. In cases where a team is already formed or membership cannot be changed, it is important to ensure team members are provided training to address the task specific and/or interpersonal skill gaps.

Conclusion
This chapter has reviewed five broad categories of factors (i.e. coordination, cooperation, communication, organizational characteristics and team leadership) that impact the effectiveness and performance of a team. It has been argued in this chapter that by failing to manage any of these five elements, teams may not achieve their proposed levels of performance. For each of the five general factors, we provided some answers as to how they may lead to team derailment and some suggestions that practitioners can use to address these challenges. Further, it is important to emphasize that teams may encounter obstacles that may lead to performance decrements. It is through the proper support of teams within the organization and by their leaders, and engagement in collaboration, cooperation and communication that teams will be able to overcome these challenges and avoid derailment. Although it is not possible to review all of the potential factors that may act as obstacles to team performance, it is hoped that this chapter presents a starting point for practitioners to assess why their teams may not be performing optimally and how to get their teams back on track.
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What creates teamwork breakdowns?


Interest in team-level information processing and learning has burgeoned in recent years and several theoretical models have been proposed to describe this phenomenon. Although a consensus model of team learning has not yet emerged, the theoretical and empirical treatments of the subject appear to agree that team learning is qualitatively different from individual learning. For example, Argote et al. (2001) suggested that one major shift in thinking about team learning versus individual learning is that team members must coordinate their actions with each other rather than acting alone. The actions of team members affect the team system whether or not they intend to, which can either help or inhibit team learning. Similarly, Hinsz et al. (1997) noted the importance of communication – in terms of sharing information, ideas and cognitive processes – to team-level learning. Larson and Christensen (1993) noted that having multiple conceptualizations of a problem facing the team is a uniquely group-level phenomenon.

Interestingly, in outlining the unique characteristics of team-level learning, all of these conceptualizations draw upon individual-level models as a basis for understanding the similarities and differences between learning at each level (Hinsz et al., 1997). Because team-level learning is qualitatively different from individual-level learning, however, we suggest that these models are inadequate in describing the challenges of learning at the team level. Rather, a true team-level model of learning must incorporate not only the cognitive and affective intrapersonal factors that affect the learning process, but also the social interpersonal factors that exist at the team level. As noted by Ellis et al. (2003: 822), in their empirical examination of team learning, ‘teams can process information not only within, but also between the minds of team members’.

In this chapter, we argue that although teams have greater potential information-processing capacity (Hinsz et al., 1997), they also suffer from certain problems related to motivation and coordination losses (Steiner, 1972) that are unique to contexts characterized by this type of interpersonal, ‘between-minds’, information processing. As we will demonstrate, these problems make it more difficult for teams to learn from experience – especially failure experiences – relative to individuals. Thus, whereas individuals will often develop wisdom based on experience, there are several reasons why the collective wisdom of teams is much more difficult to develop. We examine eight specific problems confronting teams in learning contexts that are not faced by individuals working alone, and argue that any organization that employs team-based structures needs to address these issues if the goal is to develop team-level learning.

A pyramid model of learning
Drawing upon cognitive models of information processing, we conceptualize learning – whether performed by individuals or teams – as a multiple-stage process (see Figure 19.1).
Each of these stages is dependent upon the previous stage, in that information must successfully pass through each stage in order to be learned. Because of natural limitations in cognitive processing, however, not all information can pass through each stage. Thus there is information loss at each step of the process, and hence not all of the information that an individual is exposed to is actually available to support learning. Instead, individuals only learn a fraction of what they could potentially learn if they possessed unlimited cognitive resources.

The first stage of learning is allocating attention to stimuli. Individuals are exposed to vast amounts of potential information to be learned, but cannot pay attention to all of the stimuli. Instead, we typically allocate our attention to stimuli that are either threatening or offer opportunities to get something we desire, and ignore the rest. This is because individuals have limited attentional capacity, and thus must selectively allocate their attention to the most important stimuli. This capacity may vary over time.
response to the state of activation an individual is in; that is, when people are highly alert, they may be able to pay attention to more stimuli than when they are more quiescent (Kahneman, 1973). Nevertheless, there is still an upper limit on how many stimuli an individual may attend to, and only information from those stimuli can potentially be learned.

The second stage of learning is processing the information to which one has directed one's attention. This ‘work space’ stage of learning is where individuals manipulate the information they have received in order to make sense of it. As noted by Barrett et al. (2004: 554), individuals may engage in elaborate ‘conscious, explicit, or systematic’ controlled processing, or may rely on schemas, scripts or concepts and engage in ‘non-conscious, implicit, or heuristic’ automatic processing. People compare the information to previously learned information to see whether or not the new information is useful. Information that appears to be redundant or irrelevant is discarded, and information that is new and of use is processed. Clearly, this stage is dependent upon the attention stage, as only information that is attended to can be processed.

The third stage of learning is interpretation. When information successfully completes this stage, individuals have interpreted the information and integrated it into their overall knowledge structure. Sometimes, however, individuals cannot successfully interpret information. The information may be incomplete or the individual may not have an adequate frame of reference to interpret it successfully. Again, this stage is dependent upon the previous stage – utility determination – because only information that is deemed useful will continue to be processed and interpreted.

The final stage of learning is encoding and recall. This stage represents the various memory processes that are used to store and retrieve the information that has been learned. In our usage, encoding refers both to the cognitive strategies used to structure and categorize retained information, and to the physiological and physical structures used to remember and recall that information. For example, information may be encoded cognitively by incorporating it with an existing script or schema, as when a salesperson adds to his knowledge about a particular customer. Information may be encoded physically by adding the information to a computer database or encoded physiologically by committing it to memory. When the information is retrieved, it may be activated cognitively when the schema or script is triggered, and accessed through the physical or physiological mechanism in which it was stored. Memory research and common experience indicate, however, that not all information that has been interpreted is successfully encoded (Symons and Johnson, 1997). As with the other stages of learning, this stage is dependent upon the previous stage, in that only information that was interpreted can be stored and retrieved in the encoding process.

Because each of these four stages builds upon the previous stage, and because each stage represents a progressively smaller amount of information, the model can be conceptualized as a pyramid. At the base of the pyramid is the range of information that could potentially be learned. This total amount of available information is reduced due to the limitations in attentional capacity (Stage 1). This is further reduced by decisions regarding the utility of the information (Stage 2), and is yet further reduced by whether the individual can successfully interpret the information (Stage 3). Finally, the information is yet further reduced by whether the individual can successfully encode and recall the information that has been learned (Stage 4).
The steepness of the sides of pyramid is determined by the amount of information loss at each stage. The steeper the slope, the more information is learned. Although Figure 19.1 displays a consistent slope across the four stages, more information may be lost at one stage than another, creating an uneven slope. For example, an individual presented with a wealth of information may lose more of the information in Stage 1 due to limitations in attentional capacity than in Stage 3 through unsuccessful interpretation.

**Dysfunctional team learning**

If this model reflects the individual learning process, then learning is a fairly inefficient process, with information being lost at each stage along the way. Only a fraction of the available information that could potentially be learned actually makes it through the four stages and becomes part of the individual’s knowledge base. This process is almost certainly affected by various factors that increase or reduce the amount of information loss at each stage. It is not the purpose of this chapter to outline what these might be, but both individual differences and situational factors seem likely to affect the amount of information loss.

Our interest instead is in how the learning process differs for people in team-based structures from those who are working alone. Groups inevitably possess more knowledge together than any one team member does individually, and thus possess an advantage over individuals (Argote et al., 2001). Indeed, in many cognitive activities, research has shown that teams perform better than individuals working alone. Teams tend to recall more information (Hill, 1982; Hinsz, 1990), and tend to be more accurate in the information they recall (Hill, 1982). Teams also tend to perform better than individuals on induction tasks, where the goal is to find general principles or explanations (Laughlin et al., 1991), and on general problem solving (Laughlin et al., 2002).

The news is not all good, however, particularly when one examines criteria that are more obviously based on explicit learning. For example, Chen et al. (2005) found that in a training context, the knowledge and skill of individual team members related much more strongly to learning and adaptive performance over time relative to teams. As noted by Argote et al. (2001: 377), the advantage that teams have over individuals ‘is dependent upon the degree to which the knowledge of individuals within the group can be effectively shared, or pooled, during group discussion’, and several aspects of group dynamics may interfere with this process.

Similarly, Larson and Christensen (1993: 12) note:

Groups too must cope with the reality of limited cognitive resources – of the social as well as the individual variety. Consider, for example, the time and effort that group members have to devote to problem solving. These are limited resources that, like attention, can be channeled in one direction or the other for the purpose of acquiring problem-relevant information.

Because teams have these limitations of their social cognitive resources in addition to the limitations on each team member’s individual cognitive resources, we suggest that teams are much less efficient at learning than individuals working alone. In essence, team-based structures, if not properly managed, can be dysfunctional for the process of learning. Although teams progress through the same four stages of learning that individuals do, we suggest that the shape of the pyramid will be much less steep for teams, indicating that teams lose more information throughout the learning process than individuals do (see Figure 19.2). The base of the pyramid is wider, because teams have access to more
potential information than individuals due to varied backgrounds of the team members and unshared experiences on their team task.

We note, however, that the amount of available information is not simply the amount of information available to an individual multiplied by the number of team members. This is because team members do not have access to completely unique information, but rather have access to much information that is also available to other team members. This available information is not completely redundant, however, so that teams do have access to more information than any one individual. Below, we outline both general factors that contribute to the additional information loss in teams, as well as factors that may exacerbate the problem in certain types of teams.

**Attentional dysfunctions**

In terms of attentional allocation, there are two problems confronting teams that are unique to social contexts. That is, individuals working alone and trying to learn from experience do not face either of these issues. The first is cognitive in nature and relates to social distraction caused by having other people in the context adding perceptual inputs over and above the task itself. The second, more emotional in tone, is the problem of public self-consciousness, whereby the presence of others becomes a stimulus that promotes higher levels of self-awareness and self-focused (versus task-focused) attention.

**Social distraction**

As noted above, individuals cannot attend to all of the information available to them, but must focus their attention on information that appears to be the most useful. Team members face all of the attentional demands that individuals working alone face, and more: the attentional demands imposed by the other team members.
In Baron’s (Baron et al., 1978) distraction–conflict model, team members generate information that must be attended to by the other team members, which may tax their attentional capacities. Baron and colleagues suggested and found that these additional attentional demands account for worse performance on complex tasks. For example, team members may pay attention to the social cues being generated by other members, and may miss important information that could aid team learning.

The presence of others also creates additional attentional problems in terms of thought regulation. For example, research suggests that competition between two people during a skill acquisition task retards the learning of both individuals due to increased anxiety, threat to self-esteem and perceptual distraction (Thill and Cury, 2000). If teams create a perception of implicit competition and social comparison, then this would trigger the same type of debilitating influences on learning that would not be triggered in an individual working alone. Indeed, even non-competitive and supportive audiences have been found to affect learning complex skill acquisition in a negative manner. For example, Butler and Baumeister (1998) found that in the presence of a supportive audience, individuals were more likely to choose cautious, self-protective, error-minimizing strategies that limited opportunities for learning.

Self-focused attention In addition to affecting learning strategies, the presence of supportive audiences has also been found to increase the amount of attention directed to the self rather than the task. That is, research has shown that the presence of supportive audiences creates a performance decrement in learning that can be directly attributed to higher levels of self-focused (as opposed to task-focused) attention (Law et al., 2003). The negative impact of self-focused attention on learning has been well documented across a variety of contexts, and even the presence of only one other person has been shown to trigger this effect (Horn et al., 1998).

Self-attention theory (Mullen et al., 1989) describes how individuals become self-conscious in the presence of others and direct attention to evaluating whether they are behaving appropriately in the context of the group. This effect appears to lessen as group size increases, such that individuals direct less attention toward themselves in large groups than they do in small ones. Because work teams are typically relatively small in size, the effect could be quite pronounced, particularly in teams where the members don’t know each other well.

Both of these effects – the distraction of attending to other team members and attending to oneself – should severely restrict the amount of information that successfully passes through the attention stage in teams. Considering that these phenomena are unique to group contexts and do not affect individuals learning alone, they should have an effect over and above the loss that occurs due to individual attentional capacity limitations. Thus teams are usually able to attend to less information about their tasks than individuals who are working alone.

Moreover, team composition may exacerbate these effects. In particular, teams that are composed of individuals who are high in neuroticism may be especially susceptible to these effects. Neuroticism is associated with an individual’s tendency to experience anxiety and insecurity (Judge et al., 2002). People with high levels of neuroticism feel unsure of themselves and often worry about their behavior in social situations; thus they are likely to direct more attention toward themselves when working in a team than they would when working
alone. The degree to which a team is composed of highly neurotic people, then, is likely to cause less information to successfully pass through the attention stage of learning.

**Processing dysfunctions**

**Unshared information: passive and active**  Team information processing is fundamentally different from individual information processing. Whereas individuals can only process information within their own minds, teams can process information both within and between the minds of team members (Ellis et al., 2003). Teams have the ability to draw upon unique bits of information that each of the team members hold and piece them together to create a more complete understanding of their tasks than team members may hold individually. On the face of it, then, it would appear that teams are superior in information processing to individuals, and as noted above, teams actually do possess an advantage in certain types of processing.

As noted in Ellis et al.’s (2003: 823) empirical examination of team learning, team information processing involves ‘a full and critical discussion of the available ideas and data . . .’. Thus, in order to effectively process information at the team level, team members must communicate their ideas to the rest of the team. MacMillan et al. (2004: 61) call this ‘the hidden cost of team cognition’, noting that communication between team members has no analogue at the individual level. Unfortunately, intrateam communication is often a less than efficient process, and vital information is often not communicated among team members. Two areas of team research highlight the inherent difficulties in communicating information that can help teams learn.

First, teams often lose important information in the processing stage when it is originally held by only one team member. The work of Stasser and colleagues (Stasser et al., 1989; Stasser and Titus, 1985, 1987; Stasser et al., 2000) has shown that decision-making groups spend much more time discussing information that at least two members had access to prior to the discussion. Information that was held by only one team member was usually not discussed at all. In one experiment, only 18 percent of the information that was held by only one team member was discussed by the team, compared to 58 percent of the information that was shared among more than one member (Stasser et al., 1989).

Moreover, when team members are asked to recall the information that was discussed, they tend to remember only the information that had been shared by more than one team member prior to the discussion, but forgot information they had discussed that had been held by only one team member (Stewart and Stasser, 1995). Thus unshared information is not only far less likely to be discussed by teams; it is also far less likely to be retained for future consideration, even if it was discussed.

It is worth noting that in all of Stasser’s experiments, there was no implicit motivation for team members to cover up information. That is, the information being discussed was not related to errors made by the team members and it did not reveal any weakness or deficiency on the part of team members. Instead, the information was neutral and was usually about a third party, such as evaluating candidates for student government. Thus the lack of information sharing in this context could be considered to be passive in the sense that it was unintentional. In contrast, because of scapegoating tendencies in groups (discussed in greater length in a subsequent section), there is often an explicit motivation on the part of some members to actively hide self-incriminating information in the face of a team failure. That is, information that might be highly relevant to team learning is
actively covered up by individuals within the group, thus precluding the opportunity or
the team to learn from the experience.

A pair of studies conducted by Edmondson and her colleagues demonstrates the criti-
cal role of psychological safety in teams and how this impacts the degree to which teams
can learn from experience (Edmondson, 1999; Edmondson et al., 2001). Psychological
safety is the sense that team members can trust each other enough to risk admitting that
they made an error or need help. As noted by Edmondson (1999):

> those in a position to initiate learning behavior may believe they are placing themselves at risk;
> for example, by admitting an error or asking for help, an individual may appear incompetent and
> thus suffer a blow to his or her image. In addition, such individuals may incur more tangible costs
> if their actions create unfavorable impressions on people who influence decisions about promo-
tions, raises, or project assignments . . . Asking for help, admitting errors, and seeking feedback
exemplify the kinds of behaviors that pose a threat to face, and thus people in organizations are
often reluctant to disclose their errors or are unwilling to ask for help, even when doing so would
provide benefits for the team . . .

Clearly, admitting errors and asking for help are risky propositions that can have
serious repercussions for team members. It should be no wonder, then, when team
members cover up information that could reflect negatively on them, but would be bene-
ificial for team learning if shared with the other team members. Thus it is not surprising
that team learning is worse in contexts characterized by low trust relative to high trust
(Kirkman et al., 2006).

Both of these phenomena described above appear to be related to the concept of ‘truth-
supported wins’ (Laughlin, 1999), which suggests that groups often do not solve problems
correctly when the correct answer is proposed by only one team member (the ‘truth wins’
model). Instead, correct answers are much more likely to be adopted by groups when at
least one other team member supports the solution. The support of an additional team
member who has access to the same information can provide both the psychological
safety needed for team members to share important information, and the impetus for the
team to discuss and retain it. Nevertheless, some important information will inevitably be
held by only one team member, and this information is likely to be lost in the processing
stage of team learning.

Premature consensus and groupthink  Janis (1972: 9) defined groupthink as

> a mode of thinking that people engage in when they are deeply involved in a cohesive in-group,
> when the members’ strivings for unanimity override their motivation to realistically appraise
> alternative courses of action . . . Groupthink refers to a deterioration of mental efficiency, reality
testing, and moral judgment that results from in-group pressures.

When teams experience groupthink, the drive to achieve quick consensus leads to poor
information processing (Isenberg, 1986). Self-managing teams appear to be especially
vulnerable to experiencing groupthink, because these sorts of teams are often highly
cohesive (Manz and Sims, 1982).

Janis (1972) suggested eight symptoms of groupthink, and although the focus of his dis-
cussion was on decision-making accuracy and not learning per se, several of these symp-
toms would be associated with learning difficulties in team contexts. For example, collective
rationalization occurs when team members discount negative information that threatens their assumptions about their task and decision. If a team does not give proper weight to information that is available to them, this would likely harm their interpretation of that information. The insidious aspect of groupthink is that teams tend to discount negative information, leading to overly optimistic projections regarding the outcomes of their decisions.

In addition to collective rationalization, highly cohesive groups also engender higher levels of pressure on dissenters. Teams often induce conformity pressures on team members (Barker, 1993; Sewell, 1998) that might restrict a free and open discussion of information that might be critical of the team, but might also be highly relevant for learning. Indeed, individuals may even censor themselves without an explicit pressure from others. That is, even though they have reservations about the inferences or conclusions reached by the group based upon the available evidence, they fail to voice their concerns. Thus, even though one team member may feel the group is discounting important information, he or she may not force the team to confront this evidence, and instead just go along with the majority view. Indeed, Ellis et al. (2003) were able to show directly that teams that were high in agreeableness were least likely to ‘connect the dots’ in a complex team learning context that required the elimination of multiple hypotheses.

Interpretation dysfunctions

Scapegoating and self-serving biases When teams finish processing the information that has made it this far in the learning process, they make an interpretation of it. As with the other stages of team learning, there are social factors that limit the successful interpretation of this information, in addition to the cognitive and affective factors that limit individual learning. Second, team interpretation of information may suffer through the process of scapegoating. The term arose from the ancient practice of symbolically placing all of the sins of a group of people on a goat and sending it out into the desert in order to make atonement. Scapegoating has not received a great deal of research attention in the organizational literature, but has received some attention in the social psychology literature on the study of prejudice. Allport’s (1954) classic text outlined how groups that cannot vanquish a superior opponent transfer their aggression to a weaker opponent, such as when minority groups are blamed for societal problems.

Naquin and Tynan (2003) demonstrated a form of scapegoating in work teams through something they called the ‘team halo effect’. Teams, they argued, receive collective credit for successes, but tend to individuate responsibility for their failures. Through the process of counterfactual thinking (imagining alternative outcomes had things gone differently), people often place blame for team failure upon an individual team member. This is a self-serving bias that deflects blame from the focal individual and collective, and instead focuses the blame on one other team member. They cite the example of the failure of the Boston Red Sox to win the 1986 World Series being blamed on first baseman Bill Buckner, who allowed a ground ball to go through his legs. Certainly there were many other factors that contributed to the loss, but it was easy for people to imagine Buckner catching the ball, and thus he was blamed for the loss.

In work teams confronted with failure, members may engage in this same type of counterfactual thinking. If they can imagine avoiding failure had an individual team member performed differently, they are likely to place the blame for the team’s
failure on that individual. This is unfortunate, because failures often represent the best learning opportunities and are even intentionally incorporated into training procedures (error-based training; Gully et al., 2002). When one team member serves as a scapegoat to take the blame for the team’s failure, however, the team makes a misinterpretation of their available information, and their learning suffers as a result.

**Functional specialization and demographic diversity** Most work teams are characterized by some degree of functional specialization, such that different members focus on different aspects of the task. This means that these individuals form different mental models of the task situation, and this can create difficulties in interpreting information (Cannon-Bowers et al., 1993; Stout et al., 1999). The construct of shared mental models is relevant to team learning in two ways. First, some research indicates that shared mental models are less complex than individual mental models because only the information that members agree on becomes part of the shared model (Hinsz et al., 1988). Information that was not agreed upon by all of the team members is discarded at this stage, and will not be available to the team when they encounter similar situations in the future. Thus, when the team relies on shared mental models for encoding their learning, they likely encode less information than individuals do alone.

Second, team members may not develop shared mental models due to functional specialization and the lack of compatibility and comparability of information held by different functional specialists. Ellis et al. (2003) showed directly that it was more difficult for teams to learn new contingencies when each member possessed a single functional capacity relative to a context where there was more overlap in skills. Similar results were obtained by Van der Vegt and Bunderson (2005), although this effect was moderated by the degree of collective identification with the team. That is, Van der Vegt and Bunderson found that diversity in expertise was negatively related to learning, but only when teams were low in collective identification.

The demographic make-up of the team can also influence the degree to which team members have shared mental models. Highly diverse teams may struggle to come to agreement on their shared mental models and research by Gibson and Vermeulen (2003) has shown directly that groups marked by moderate levels of diversity learn better relative to highly diverse teams. This seems to be particularly the case in teams with strong faultlines. A team with a strong faultline is not only demographically diverse, but the dimensions of diversity tend to be confounded with another (e.g. all the female members are also young and are part of a minority group whereas all the male members are also older and non-minorities). Lau and Murninghan (2005) showed that teams with strong faultlines evidenced less learning, and this was true even if one controlled for the overall level of diversity in the team.

**Encoding, storage and recall dysfunctions** Encoding refers to the way people structure and retain the information they have learned. Storage refers to the memory processes utilized by teams to retain that which they have learned. Finally, recall refers to the process by which people access what they have stored. As we have seen with the other stages of the learning process, there are unique challenges in group contexts that make each of these processes more difficult relative to what one might encounter in individual contexts.
Performance cue effects  Although there are individual-level analogues to the performance cue effect, the research literature suggests that this problem can be exacerbated in team contexts. The performance cue effect simply means that knowledge of how well a group performed will trigger raters’ implicit theories about group processes and bias their recall of objective events (Baltes and Parker, 2000; Guzzo et al., 1986). This means that teams that are told they lost a contest or groups that are told they failed to reach their goal will recall their leadership as being less effective and their group dynamics as being less efficient, regardless of the objective behaviors actually exhibited.

Martell et al. (1995) have shown this is a robust effect that is not attributable to demand characteristics, but rather due to systematic memory distortion, whereby performance information directly promotes selective deletion of actual behaviors, as well as false memories of behaviors that were never manifested. This disrupts learning effective processes because teams misattribute failure to behaviors that did not occur and may come to the conclusion that alternative behaviors – which actually occurred – might be more effective.

Transactive memory loss  Although some research has shown that teams retain information better than individuals, this largely depends upon organization of the memory system through the process of transactive memory, where different team members remember different information related to their task (Wegner et al., 1991). The degree to which team members do not develop this transactive memory system, then, will negatively affect their long-term learning. Team members may presume that other members are responsible for recalling certain bits of information; the degree to which this assumption is erroneous will also negatively impact their learning.

The difficulty with transactive memory lies not only with the degree to which teams can effectively develop this type of collective memory system, but also with the fact that teams lose members. A growing stream of research on changes in team membership – referred to as team fluidity (Dineen and Noe, 2003), revolving team membership (Thomas-Hunt and Phillips, 2003), or simply team membership change (Levine and Choi, 2004) – has begun to examine the challenges associated with the addition or loss of team members. The implication for transactive memory systems seems clear: when team members leave the team, the unique bits of knowledge held by those team members leave with them. If this information is not duplicated within the team, the knowledge may be lost to the team for good.

Conclusion  Team-based structures are functional to organizations in many ways, including providing increased effort, better skill usage, and improved problem solving than individuals working in more traditional structures (Morgeson et al., 2006). In terms of learning, however, team-based structures can be dysfunctional due to the difficulties associated with interpersonal information processing. At each stage of the learning process, teams lose more information than individuals do, and thus are inefficient structures for learning. We do not suggest, however, that teams never be assigned learning tasks; at times, the amount of information to be sifted may exceed the capacity of any one individual. Managers should recognize, however, that the team learning process is leaky in terms of information loss and is not likely to be very effective.
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That personality has shown itself relevant to individual attitudes and behavior, and to team and organizational functioning, seems an incontrovertible statement. Barrick and Mount (2005: 361) flatly state: ‘Personality traits do matter at work’ and indeed the data appear to support their conclusion (Hogan, 2005). Barrick et al. (2001) analyzed extant meta-analyses on the relationships between the ‘big five’ personality traits and job performance, finding a multiple correlation of $R = 0.47$ when the five traits were used to predict overall job performance. Other large-scale reviews have linked personality to job satisfaction (Judge et al., 2002a), leadership (Judge et al., 2002b), workplace deviance (Salgado, 2002), well-being (DeNeve and Cooper, 1998), and organizational commitment (Erdheim et al., 2006).

However, skeptics remain. One line of criticism argues that whilst personality has non-zero associations with important criteria, the effect sizes are small. In arguing that little has changed since Guion and Gottier’s (1965) influential (and pessimistic) review, Schmitt (2004: 348) observed, ‘The observed validity of personality measures, then and now, is quite low even though they can account for incrementally useful levels of variance in work-related criteria beyond that afforded by cognitive ability measures because personality and cognitive ability measures are usually minimally correlated’. Hogan (2005) takes issue with this overall assessment, while also arguing that the validity of personality measures is often underestimated by failing to account for poor measures, the source of personality ratings (self versus observer), and the situationally specific nature of performance. He concludes, ‘The bottom line is, personality measures work pretty well, especially when compared with all the other measures’ (p. 340).

Our own view is that whereas it is true that the validities for personality variables cannot be labeled as strong using the Cohen (1977) effect size conventions, the same is true of virtually any meaningful predictor of broad, complex criteria such as job performance. For example, there is perhaps no theory in organizational behavior more respected for its validity than goal-setting theory. Locke and Latham (2002: 714) concluded, ‘Goal-setting theory is among the most valid and practical theories of employee motivation in organizational psychology’ and Miner (2003) found that organizational behavior scholars ranked goal-setting theory as the most important of all (73 were rated) management theories. Yet meta-analyses have revealed that the overall validity of goal difficulty in predicting job performance is $d = 0.577$ (Wood et al., 1987), which translates into a correlation of $R = 0.277$. This differs little from the overall validity of conscientiousness ($R = 0.23$) or core self-evaluations ($R = 0.23$) in predicting job performance. When one considers the constellation of traits, the validity is much higher ($R = 0.47$, as noted above).
Whatever one’s position on whether the extant effects are meaningful, one apparent way to reframe this debate is to ask what factors might increase our understanding of the validity of personality variables (however one might characterize their ‘main effects’). Although there are many factors that affect the validity of personality traits (Hogan, 2005), one relatively neglected factor is recognition that all traits may have both upsides and downsides. As Nettle (2006: 625) noted, ‘Behavioral alternatives can be considered as trade-offs, with a particular trait producing not unalloyed advantage but a mixture of costs and benefits such that the optimal value for fitness may depend on very specific local circumstances’. Thus a more nuanced view of the importance of personality to behavior would recognize that even generally desirable traits (i.e. traits associated with fitness in a general or even evolutionary sense) likely involve trade-offs associated with particular criteria.

As just noted, the likelihood of trade-offs for particular criteria does not mean that some traits are not more generally desirable (whether desirability be defined individually [what is good for one’s survival] or collectively [what society deems valuable]) than others. Indeed, the ‘big five’ traits are socially desirable (Ellingson et al., 2001). Thus, one way to consider the ‘fitness’ implications of traits is to contrast their social desirability – how the traits are generally viewed – with their actual result in particular contexts. A generally desirable trait (one that is viewed positively by most individuals in society) may lead to poor fitness in a very particular context. For example, the assets in terms of longevity conferred by conscientiousness (Friedman et al., 1995) may be reversed by a catastrophic event (conscientious individuals might be predisposed to make the ‘wrong’ choices in the wake of a tsunami) or by trait-induced behavior in a particular context (a conscientious bystander may be harmed in seeking to help a victim of crime).

Thus our organizing framework for this section, as shown in Table 20.1, reflects general fitness tendencies as measured by whether the traits are generally seen as socially desirable, and the implications of a trait for fitness in a particular situation or context. We do acknowledge that social desirability is not necessarily isomorphic with generalized fitness. It is possible that society values a particular trait that has no association with fitness. By equating the two, however, we wish to avoid a certain tautological inference whereby generalized fitness is judged by whether traits ‘work’ since that, we assume, depends on the context.

From Table 20.1 we discuss four possible fitness implications of traits: (a) socially desirable traits that, in certain situations, have positive implications; (b) socially desirable traits that, in certain situations, have negative implications; (c) socially undesirable traits that, in certain situations, have positive implications; and (d) socially undesirable traits that, in certain situations, have negative implications. Below we discuss these categories in more detail. We should note, in keeping with the theme of the book, that our shortest discussion concerns the bright side of bright traits. Our goal here is not to provide an in-depth review of the many positive implications of the ‘big five’ traits. Such reviews have appeared elsewhere (e.g. Barrick and Mount, 2005; Hogan and Roberts, 2001; Hough and Oswald, 2005). What is often missing from reviews, however, is discussion of the other categories in Table 20.1. Accordingly, that is where we devote the bulk of our attention.

After the first section of the chapter, we shift our focus to a different unit of theory and analysis. Specifically, we discuss research demonstrating that, under certain circumstances, team members’ socially desirable traits can have negative implications for team-level criteria. Although there is team-level research analogous to the other categories
<table>
<thead>
<tr>
<th>Social desirability</th>
<th>Dark</th>
<th>Bright</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dark</td>
<td>Socially undesirable trait that has negative implications for organizations and/or individuals (example: narcissism negatively predicts prosocial behaviors on part of employees toward co-workers)</td>
<td>Socially undesirable trait that has positive implications for organizations and/or individuals (example: neurotic individuals make more accurate/realistic judgments)</td>
</tr>
<tr>
<td>Bright</td>
<td>Socially desirable trait that has negative implications for organizations and/or individuals (example: conscientious employees adapt less well to organizational change)</td>
<td>Socially desirable trait that has positive implications for organizations and/or individuals (example: conscientiousness positively predicts individuals’ sales performance)</td>
</tr>
</tbody>
</table>
in Table 20.1 – team members’ socially desirable traits that, in certain situations, have positive implications for team criteria; team members’ socially undesirable traits that, in certain situations, have positive implications for team criteria; team members’ socially undesirable traits that, in certain situations, have negative implications for team criteria – the general implications of our discussion for staffing in team contexts remain largely the same.

Before moving on, we wish to disclose that our inspiration for this chapter came from several sources (Hogan, 2005; Moscoso and Salgado, 2004). We are certainly not the only researchers to conceptualize the possible ‘downsides’ of traits generally deemed positive. Moreover, we are mindful that some ‘trait’ differences exist because different scales purportedly measuring the same concept in fact measure something quite different (Hogan, 2005). Others argue that broad traits such as those housed within the five-factor model are too ‘fat’ and obscure offsetting relations among lower-level traits (Hough and Oswald, 2000). We do not consider these issues here, but that should not be construed as a dismissal of them.

**Bright and dark effects of bright and dark traits**

**Bright side of bright traits**

Judging from the empirical literature (e.g. Dunn et al., 1995), one would argue that there is a constellation of five-factor model traits that is socially desirable: high emotional stability (or low neuroticism), high extraversion, high openness, high agreeableness and high conscientiousness. Naturally, there are other ‘bright’ traits, such as high self-esteem or core self-evaluations (Judge and Bono, 2001), and proactive personality (Seibert et al., 2001), but due to space limitations we focus here on the ‘big five’ traits.

The positive implications of the ‘big five’ traits are well documented, some more so than others. Of the ‘big five’ traits, conscientiousness is the best correlate of job performance ($r_c = 0.23$; Barrick and Mount, 1991), followed by emotional stability ($r_c = 0.19$; Judge and Bono, 2001). Extraversion is the strongest correlate of leadership ($r_c = 0.31$; Judge et al., 2002b), followed by conscientiousness ($r_c = 0.28$), openness ($r_c = 0.24$), and emotional stability ($r_c = 0.24$). Openness to experience is related to artistic and scientific creativity (Feist, 1998), as well as to coping with organizational change (Judge et al., 1999), and to adaptability (LePine, 2003). Emotional stability has the highest correlation with subjective well-being ($r = 0.22$; DeNeve and Cooper, 1998), followed by extraversion ($r = 0.17$) and agreeableness ($r = 0.17$). Emotional stability is the best correlate of job satisfaction ($r_c = 0.29$; Judge et al., 2002a), followed by conscientiousness ($r_c = 0.26$) and extraversion ($r_c = 0.25$). Conscientiousness ($r_c = 0.26$) and agreeableness ($r_c = 0.20$) are the strongest correlates of (lack of) workplace deviant behaviors (Salgado, 2002). Emotional stability ($r_c = 0.35$), conscientiousness ($r_c = 0.31$) and agreeableness ($r_c = 0.22$) are the strongest correlates of (lack of) turnover (Salgado, 2002). Agreeableness is related to helping behaviors (e.g. interpersonal facilitation, $r_c = 0.20$; Hurtz and Donovan, 2000) and performance in jobs involving significant interpersonal interactions ($r_c = 0.21$; Mount et al., 1998). Agreeable individuals are motivated to avoid conflict with others, and appear more able to do so (see Graziano and Tobin, 2002).

In sum, the ‘big five’ traits are ‘bright traits’ in that each has positive implications for important criteria, and there is direct evidence attesting to the social desirability of these traits (Dunn et al., 1995; Ellingson et al., 2001). Emotionally stable individuals are
happier in their jobs, happier in life and are better job performers. Extraverted individuals are more likely to emerge and excel as leaders, and have higher levels of subjective well-being. Open individuals are more creative, adapt better to change and also are more effective leaders. Agreeableness is associated with higher performance in interpersonally oriented jobs. Conscientiousness is linked to job performance, job satisfaction, subjective well-being and leadership. It would appear that an individual who scored highly on all five traits would have enormous advantages at work and in life.

Dark side of bright traits
Having established the bright side of the ‘big five’ traits, we now turn to their possible dark sides – situations in which or criteria for which high scores on the traits may in fact be harmful.

Extraversion  Judge et al. (1997) found that extraversion was significantly correlated ($r = 0.26, p < 0.01$) with absenteeism in a sample of university employees. This is likely heightened by sensation and excitement seeking on the part of extraverted individuals. Other research indicates that extraverts are predisposed to accidents, including one study that linked extraversion to traffic fatalities (Lajunen, 2001). Although extraversion may be an advantage in certain jobs such as sales (Vinchur et al., 1998), it appears to be a disadvantage in others where isolated work is performed, where long attention spans are required, or where the work is routine (Beauducel et al., 2006).

Agreeableness  Despite being a highly socially desirable trait, agreeableness appears to have some drawbacks, too. First, evidence consistently indicates that agreeable individuals fare less well in their careers in terms of extrinsic career success in the form of pay and promotions (Ng et al., 2005). One of the reasons agreeable individuals may be more motivated to avoid conflict is because they find it very distressing (i.e. are less able to cope with conflict; Suls et al., 1998). Finally, Bernardin et al. (2000) found that individuals scoring high on agreeableness are particularly prone to giving lenient performance ratings, which of course could cause organizational performance management problems.

Conscientiousness  Despite the widespread benefits of conscientiousness, there are three dark sides relevant to organizational behavior. First, there is evidence that conscientious individuals may learn less in the early stages of skill acquisition. Martocchio and Judge (1997) hypothesized that this was because conscientious individuals were more prone to self-deception, and a realistic appraisal of one’s skills is important in training contexts. Another possible explanation is that conscientious individuals are more likely to have a performance (versus learning) orientation, which detracts from learning, especially during complex skill acquisition (although evidence suggests that conscientiousness is more strongly associated with learning than performance orientation; Colquitt and Simmering, 1998; Yeo and Neal, 2004). Second, perhaps due to greater rigidity, there is evidence that conscientious individuals are less adaptable. Specifically, LePine et al. (2000) found that when conditions of a task were changed, conscientious individuals had difficulty adapting to the change, and their performance declined. Finally, conscientiousness may interact with other traits such that in the presence of other characteristics it has a downside. Witt et al. (2002) found that agreeableness moderated the relationship...
between conscientiousness and job performance such that highly conscientiousness but disagreeable individuals (those who scored high on conscientiousness but low on agreeableness) were lower performers, perhaps because they were technically competent but interpersonally abrasive.

**Emotional stability** Evidence indicates individuals who score low on emotional stability (high on neuroticism) are better at identifying threats in the environment (Tamir et al., 2006). As Nettle (2006) notes, the anxiety aspect of neuroticism may be useful in anticipating (and thereby better avoiding the danger from) threats in the environment. Indeed, individuals who are anxious are able to identify threats and signs of impending danger more quickly (Mathews et al., 1997). Moreover, perhaps due to their vigilance, neurotic individuals may be less likely to take risks that many would see as foolhardy. One study revealed that Mount Everest climbers – the summit of which has been called a ‘death zone’ (the mortality rate is roughly 1:8) – had extremely high levels of emotional stability (Egan and Stelmack, 2003). (Egan himself died on Mount Everest in 2005.) Finally, individuals low on emotional stability, because they worry about meeting expectations, may actually exceed them. For example, one study found that neurotic students were significantly more likely to show up early for a psychological experiment (Back et al., 2006).

**Openness** Individuals who score high on openness may be less likely to confirm to organizations’ or society’s expectations, as evidenced by the somewhat greater tendency of those who score high on openness to engage in counterproductive work behaviors (Hough, 1992; Salgado, 2002). Open individuals are nonconformists and pride themselves on their anti-authoritarian and anti-establishment attitudes (McCrae, 1996), which means they may have difficulty working in hierarchical or traditional work settings. Related, high scores on openness were associated with lower continuance commitment ($r = -0.23$, $p < 0.01$; Erdheim et al., 2006), suggesting that open individuals may have less commitment to remain with their employer. Finally, a meta-analysis (Clarke and Robertson, 2005) of ten studies suggests that individuals who score high on openness to experience are more likely to be involved in accidents ($r_c = 0.32$).

**Dark side of dark traits** Interestingly, whereas scholars have argued that organizational behavior researchers have focused more on negative phenomena than positive, in personality research that does not appear to be the case. With the exception of neuroticism – which is often studied from its positive pole, emotional stability – one is hard pressed to identify traits that are socially undesirable. In our consideration of ‘dark traits’ we focus on four that are prominent in personality psychology: (a) narcissism; (b) impulsivity; (c) trait hostility; and (d) Type A personality.

**Narcissism** Judge et al. (2006a) argued that narcissism, reflecting a grandiose sense of self-importance, has been infrequently studied in organizational behavior (OB) research, despite its prominent place in psychological research (e.g. a search of PsycINFO turns up 1245 entries with the word ‘narcissism’ in the title). Judge et al. (2006a) found that individuals who scored high on neuroticism overestimated their leadership effectiveness, task performance and contextual performance, and underestimated their workplace deviance.
overestimation being defined as the discrepancy between self and other ratings). There were cases in which these differences were profound. For example, in one sample in their study, narcissistic managers rated themselves as significantly higher on leadership effectiveness, whereas their peers rated them as significantly lower on leadership effectiveness.

**Impulsivity** Impulsivity – defined as the tendency to act with little prior thought, to be prone to sensation and novelty seeking, and to be behaviorally disinhibited – has been linked to myriad ‘negative’ outcomes, including drug use, unsafe sexual behaviors, aggressive driving, various psychological disorders, suicide attempts, binge eating and obesity, problem gambling, criminal behavior and violent actions. One of the challenges of this research area is that there are many definitions of impulsivity, numerous measures that may be non-equivalent, and separations of impulsivity into dimensions such as functional versus dysfunctional (e.g. Brunas-Wagstaff et al., 1997). Like narcissism, despite a wealth of research in psychology, there is a dearth of research on impulsivity in OB. However, it is not difficult to speculate on work criteria that impulsivity may predict, such as workplace deviance, job and work withdrawal, and accidents. Moreover, because impulsivity is associated with diminished reasoning ability (Schweizer, 2002), one may find that impulsive employees are less able to use reasoning in work decisions. Finally, research in non-work settings suggests that impulsive individuals have greater performance variability (Lawrence and Stanford, 1999), a finding that might be extended to work situations.

**Trait hostility** Ruiz et al. (2001: 540) define trait hostility as ‘a set of negative attitudes, beliefs, and appraisal of the worth, intent, and motives of others and often includes a desire to preemptively harm or see harm inflicted on others’. Ruiz et al. (2001) note that trait hostility can be conceptualized broadly to include, as with our definition of state hostility above, trait anger. In addition to the well-documented link between trait hostility and coronary heart disease (Miller et al., 1996), evidence indicates that individuals who score high on trait hostility gauge the reactions of others as less friendly (Smith et al., 1990), experience more conflict in relationships (Newton and Kiecolt-Glaser, 1995), and are more likely to engage in aggressive behaviors toward others (Archer and Webb, 2006). In the workplace, trait-hostile individuals are more likely to engage in workplace deviance ($r = 0.29, p < 0.05$; Judge et al., 2006b; $r = 0.27, p < 0.01$; Lee and Allen, 2002). McCann et al. (1997) found that while individuals scoring high on trait hostility were not significantly more dissatisfied with their jobs, they were significantly less likely to perceive their workplace as collegial ($r = -0.28, p < 0.01$) and to see social support as available in their environment ($r = -0.37, p < 0.01$). Other research has shown similar results – that hostile individuals may not like their job or work less, but have more negative attitudes toward interpersonal relationships at work (e.g. Smith et al., 1988).

**Type A personality** Although the trait often has been loosely defined, most consider the Type A personality to be characterized by: (a) a drive to accomplish many things; (b) desire for competition and orientation toward competitiveness; (c) striving for recognition and advancement; (d) habitual time-urgent behavior; (e) acceleration of physical and mental activity; and (f) intense concentration and alertness (Ganster et al., 1991; Rosenman, 1986). The best-known implication of Type A personality is its association with increased risk for coronary disease (Booth-Kewley and Friedman, 1987; Matthews
and Haynes, 1986). The likely reason for this is thought to be the result of the heightened sensitivity of Type As to stress (Heilbrun and Friedberg, 1988). Some research also suggests that Type A individuals are more likely to be dissatisfied with their jobs (Jiang et al., 2004), experience higher levels of job burnout (Alotaibi, 2003), and are more likely to suffer from poor mental and physical health (Kirkcaldy et al., 2002).

**Bright side of dark traits**

**Narcissism** Of all the possible combinations of bright and dark traits with positive and negative outcomes, one is perhaps the most pressed to fill in the upsides of narcissism. However, there may be bright aspects to even this dark trait. In competitive situations, such as distributive negotiation or game-theoretic exercises, it appears that narcissists fare better than those who score low on narcissism, though this appears to come at the cost of lower joint outcomes (Campbell et al., 2005). Moreover, evidence indicates that individuals who score high on measures of narcissism report higher levels of life satisfaction, lower levels of stress and anxiety, and are less likely to be depressed (Campbell, 2001). Thus, while it is clear that other individuals suffer from associations with narcissists, and narcissists tend to have negative views toward others (particularly those whom they see themselves in competition with), it is far from clear that narcissists themselves suffer from these processes. Because narcissism is so rarely studied in a work context, whether this (bad for others, good for oneself) view on narcissism extends to workplace criteria is unclear. Paunonen et al. (2006) argued, with some support, for the view that the best leaders are those who have the bright sides of narcissism (high egoism and self-confidence) without the dark sides (manipulativeness). One might argue that this is artificially dividing narcissism, and does not comport with the dimensional structure of most conceptions of narcissism. Still, it may be that for certain criteria, certain aspects of narcissism are ‘good’ and others are ‘bad’.

**Impulsivity** Although impulsivity is impressively related to many behaviors organizations and society would deem undesirable, here again there are possible bright spots. Gray (1987) argued that impulsivity reflects individual differences in reward sensitivity whereby individuals who score high on measures of impulsivity are thought to find reward stimuli more pleasurable than those who score low on such measures. Evidence indicates that impulsivity is linked to heightened reward sensitivity (Torrubia et al., 2001). That suggests that impulsive individuals may be relatively more malleable by organizational rewards. Second, there is some evidence that impulsive individuals may perform better at complex tasks, because performing difficult tasks may place impulsive individuals in an optimal range of arousal (Anderson, 1994). Moreover, individuals who score high on impulsivity are inclined toward novelty-seeking behavior (Franken and Muris, 2006), which one might find a desirable trait in certain situations (e.g. a salesperson developing new territories, a marketing manager considering the latest fads in information technology).

**Trait hostility** Some research suggests that individuals who score high on trait hostility may have jobs of greater responsibility and wider scope. Dwyer and Fox (2000) found that trait hostility was significantly correlated with nurses’ perceived skill utilization and with control on the job (both \( r = 0.22, p < 0.01 \)), suggesting that hostile individuals may be more effective at defining and controlling their own work. Although there are few data on
the subject, some evidence indicates that hostile individuals exhibit lower levels of service performance (Doucet, 2004), they evince higher levels of task or technical performance (Sarason et al., 1965). Moreover, hostile people are prone to the expression of anger, which has been shown to lead to more favorable settlements in distributive bargaining (Sinaceur and Tiedens, 2006). More generally, Tiedens (2001) showed that individuals confer status on hostile individuals prone to the expression of anger, and these conferrals are made on the perception that hostile or angry individuals are more competent.

**Type A personality** There appear to be some salutary effects of Type A. Research has shown that Type A personality is associated with higher performance among management (Taylor et al., 1984) and experimental social psychology (Matthews et al., 1980) faculty, and better grades among college students (Waldron et al., 1980). As Robbins et al. (1991: 756) noted, ‘the findings suggest that Type A individuals tend to achieve more than their more laid-back Type B counterparts’. Type A individuals may perform better because they have higher achievement motivation (Matthews et al., 1980), because they set more ambitious goals and are more confident in attaining them (Taylor et al., 1984), because they are more polychromic (able to balance multiple tasks simultaneously; Taylor et al., 1984), or some combination of these factors.

**Summary**

Table 20.2 provides a summary of our discussion of ‘bright’ (socially desirable) and ‘dark’ (socially undesirable) traits, organized by their costs and benefits. In the next section, we extend the line of thought by considering relationships between configurations of team member traits and team-level criteria. As we will discuss below, trying to account for the effects of team-level trait configurations increases the level of complexity of models linking personality to criteria; however, doing so illuminates implications to staffing teams.

**Dark side of bright traits for team configuration**

In the previous section we discussed how bright and dark traits can have both bright and dark sides, at least in certain situations and for certain criteria. In this section, we consider the dark side of bright traits, but we do so in the context of teams. In contrast to the previous section, which was organized around specific personality traits and their effects, this section is organized around ways in which socially desirable personality traits of team members combine to have dark effects on criteria associated with team functioning and effectiveness. Briefly, we will consider effects, of trait combinations in terms of (a) parallel aggregate effects, (b) similarity and diversity effects and (c) reaction and interaction effects. Before we describe the meaning of these types of traits, we should note that relative to the amount of individual-level research on the dark side of bright personality traits, there has been less research on the dark side of configurations of these bright traits. Accordingly, the following section is much more speculative than the previous sections.

**Parallel aggregate effects**

One way that personality traits have a dark side in terms of team outcomes is through parallel aggregate effects. These types of effects occur when the team members’ traits combine to impact team functioning in a manner that is more or less commensurate with how the
Table 20.2  Possible benefits and costs of ‘bright’ and ‘dark’ traits

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Big five (‘bright’) traits</strong></td>
<td></td>
</tr>
<tr>
<td>Extraversion</td>
<td>More impulsive (deviant) behaviors; more accidents; lower performance in certain jobs</td>
</tr>
<tr>
<td>Higher leader emergence and effectiveness; higher job and life satisfaction</td>
<td></td>
</tr>
<tr>
<td>Agreeableness</td>
<td>Lower career success; less able to cope with conflict; more lenient in giving ratings</td>
</tr>
<tr>
<td>Higher subjective well-being; more positive interpersonal interactions and helping behavior; lower conflict; lower deviance and turnover</td>
<td></td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>Reduced adaptability; lower learning in initial stages of skill acquisition; more interpersonally abrasive (when also low in agreeableness)</td>
</tr>
<tr>
<td>Higher job performance; greater leadership effectiveness; higher job satisfaction; lower deviance and turnover</td>
<td></td>
</tr>
<tr>
<td>Emotional stability</td>
<td>Poorer ability to detect risks and danger; more risky behaviors; less likely to exceed expectations</td>
</tr>
<tr>
<td>High job and life satisfaction; better job performance; more effective leadership; lower turnover</td>
<td></td>
</tr>
<tr>
<td>Openness</td>
<td>More accidents and counterproductive behaviors; greater rebelliousness; lower continuance commitment</td>
</tr>
<tr>
<td>Higher creativity; greater leadership effectiveness; greater adaptability</td>
<td></td>
</tr>
<tr>
<td><strong>Other (‘dark’) traits</strong></td>
<td></td>
</tr>
<tr>
<td>Narcissism</td>
<td>Inflated self-views in terms of leadership, performance, etc.; manipulative of others</td>
</tr>
<tr>
<td>Better distributive bargainers; higher levels of life satisfaction</td>
<td></td>
</tr>
<tr>
<td>Impulsivity</td>
<td>More counterproductive/dangerous behaviors; diminished reasoning; greater performance variability</td>
</tr>
<tr>
<td>Greater reward-sensitivity; better performance at complex tasks</td>
<td></td>
</tr>
<tr>
<td>Hostility</td>
<td>Greater workplace deviance; poorer cardiovascular health; more negative views of others; higher conferral of status</td>
</tr>
<tr>
<td>Jobs of greater responsibility and scope; higher levels of task performance; better distributive bargainers</td>
<td></td>
</tr>
<tr>
<td>Type A</td>
<td>Increased cardiovascular disease; higher stress and job burnout; poor mental and physical health</td>
</tr>
<tr>
<td>Higher job performance; greater achievement</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* Obviously, if neuroticism is labeled ‘Emotional stability’, the benefits and costs would be reversed.
traits operate at the individual level. Although Moynihan and Peterson (2001) used ‘the universal approach’ as a descriptive label for this type of effect, we use an alternative label in recognition that there are dark sides to traits that many scholars assume are universally more socially desirable. Research on parallel aggregate effects has a long history, as is evidenced in reviews of the literature (Heslin, 1964) and is implied in the long standing tradition of research focused on effects of individual personality on individual behavior in group contexts (Mann, 1959). However, research with a focus on the dark side of bright personality traits in the context of teams is somewhat rare. Nevertheless, existing research suggests ways in which these types of effects could occur with conscientiousness and agreeableness.

**Conscientiousness**  
Similar to research indicating that conscientiousness tends to be positively related to individual effectiveness (Barrick and Mount, 1991), there is research indicating that conscientiousness tends to be positively related to individual effectiveness in team contexts (e.g. Hough, 1992; LePine and Van Dyne, 2001b; Mount et al., 1998; Stewart et al., 2005), and in the aggregate, team effectiveness itself (e.g. Barrick et al., 1998). In most circumstances, teams tend to be more effective when they are staffed with people who tend to be achievement-oriented, self-disciplined, perseverant, dutiful and orderly. However, also consistent with research on individual-level relationships, there are indications that at least in certain circumstances, conscientiousness of team members may be negatively related to team effectiveness.

As one example, LePine’s (2003) laboratory study of 73 teams examined relationships between aggregate levels of team members’ scores on two aspects of conscientiousness and team decision-making performance prior to and after an unforeseen change that necessitated the team members to adapt their roles. Whereas the achievement-striving and dependability components of conscientiousness did not predict team decision-making performance prior to the change, both predicted this criterion after the change. Importantly, whereas members’ achievement-striving had a positive effect, dependability had a negative effect. Also, the offsetting effects for these two aspects of conscientiousness appeared to operate, in part, through a process variable reflecting adaptive behavior at the point the unforeseen change occurred. Teams composed of members possessing high dependability appeared to be unwilling and unable to adjust their normal work routine to meet the demands of the new situation.

As another example, Waung and Brice (1998) considered the role of team members’ conscientiousness in predicting creative performance in a brainstorming task. They found that although conscientiousness of team members was positively associated with the feasibility of solutions, member conscientiousness was negatively associated with the number of solutions. To the extent that group effectiveness in creative tasks necessitates a large number of potential solutions, the tendency for groups composed of highly conscientiousness members to focus prematurely on the details and positioning of solutions may be deleterious.

In sum, although the dependability aspect of conscientiousness should promote team performance in contexts that depend on an efficient and orderly flow of familiar task activities, this characteristic may be deleterious when the requirements of the task become uncertain, where the members have to work interdependently and coordinate in the context of disorder, and where creativity is a criterion. High-dependability team members
may be prone to internalize goals that relate to timeliness and order, and in the context of a change that fundamentally alters the requirements of the team task or when the task itself requires a novel solution, these types of goals may be debilitating.

**Agreeableness** Although the evidence is a bit more tenuous, agreeableness may be a second trait where there are dark-side parallel aggregate effects. On the one hand, people who score high on agreeableness would seem to be perfectly suited to team contexts because they tend to be cooperative, helpful and trusting. Indeed, research has demonstrated that agreeableness is linked to cooperative performance in groups, teamwork and other aspects of individual performance that are logically related to effective team functioning (e.g. Hough, 1992; LePine and Van Dyne, 2001b; Mount et al., 1998; Stewart et al., 2005). Following this research, it is not surprising to learn that some research has shown that teams staffed with agreeable members tend to function and perform more effectively than teams staffed with less agreeable members (Barrick et al., 1998).

On other hand, agreeableness may have a dark side in team contexts that parallels the dark side in individual contexts. Because agreeable individuals value and strive for cooperation and harmony, they may avoid engaging in certain functional task-focused behaviors when these behaviors have the potential to upset other individuals with whom they work, and this may explain research that has reported negative relationships between team-level agreeableness and team effectiveness (e.g. McGrath, 1962). In one study, for example, group members’ agreeableness was negatively related to voice behavior, which is defined as the extent to which an individual speaks up with constructive suggestions for change (LePine and Van Dyne, 2001b). Because team member voice may be strongly related to team effectiveness in contexts where there is any degree of decision latitude or the need for innovation or adaptability (Erez et al., 2002), staffing a team with highly agreeable members in these types of contexts may be detrimental.

In sum, because teams depend on the cooperativeness and trust of the members, the trait of agreeableness should be highly desirable. However, in many team contexts, there is a need for members to openly challenge the status quo, and agreeable individuals may choose not to engage in these sorts of behaviors. Thus, although staffing a team with people who possess high agreeableness may on the surface appear to be appropriate, agreeableness has a dark side that needs to be taken into account. In fact, just as with conscientiousness, the relevance of the dark side of the trait is dependent on the team context.

**Diversity**

Research aimed at understanding effects of group member diversity has a long tradition in social psychology and organizational behavior, as is evidenced in various reviews of the literature that have appeared over the last several decades (e.g. Haythorn, 1968; Mannix & Neale, 2005; Williams and O’Reilly, 1988). Although much of the research reported in these reviews has focused on member diversity with respect to observable demographic characteristics (e.g. Hoffman and Maier, 1961a; Kent and McGrath, 1969; Riordan and Shore, 1997), there has been research focused on diversity of deeper-level characteristics such as attitudes, interests and, most relevant to this chapter, personality (e.g. Altman and McGinnies, 1960; Fiedler, 1952; Hoffman, 1955, 1959; Hoffman and Maier, 1961a). As we will discuss next, the literature suggests at least two different ways in which diversity with respect to members’ personality may have dark side effects.
The majority of scholars who have studied effects of personality diversity in small groups and teams have focused on effects of diversity in and of itself as the focal construct. In this research, diversity has been indicated often by the percentage of members who could be placed in a certain category, or alternatively some metric indicating the degree of variability on that characteristic. In some of this research, diversity in personality resulted in positive effects on group outcomes (e.g. Aamodt and Kimbrough, 1982; Ghiselli and Lodahl, 1958; Hoffman and Maier, 1961b), and as articulated clearly by Hoffman, the mechanism assumed to underlie these effects is that diversity increases the number of ideas and perspectives that can be applied to a problem. This line of thinking has been called the ‘information-processing and problem-solving’ perspective, and is credited for the belief among laypeople and scholars that diversity enhances team creativity and problem-solving ability (Mannix and Neale, 2005).

Findings from other research, however, have suggested that the degree of diversity among team members in their personality may have deleterious effects on the functioning and effectiveness of teams (e.g. Altman and McGinnies, 1960; Haythorn et al., 1956). Explanations for these negative effects, which are based on theories of social attraction (e.g. Byrne, 1971; Newcomb, 1968), self-categorization (Turner, 1985) and social identity (Tajfel, 1981), are that members of diverse teams tend to be less attracted to each other and the group, less likely to have accurate perceptions of other members and their opinions, and less likely to communicate effectively without dysfunctional conflict (Haythorn, 1968).

What conclusions can we draw from this research? First, consistent with the belief that there is value in diversity (Cox et al., 1991), diversity in team members’ personality may have positive effects on team effectiveness. However, these positive effects may be limited to contexts where the team task requires members with diverse perspectives and outlooks. Second, diversity in team members’ personality may have negative effects on team effectiveness in team contexts where effective interpersonal processes and social integration are important. Moreover, as research by Harrison and his colleagues suggests (Harrison et al., 2002; Harrison et al., 1998), the negative effects of personality diversity in teams may become more pronounced over time as opportunities to reveal deeply rooted differences accrue. The end result is that although there is a potential bright side of personality diversity, there is a dark side as well, and this dark side may become even darker over time. We should note, however, that the research that generated these conclusions has focused on diversity itself, and thus has ignored the possibility that effects of personality diversity may vary as a function of the personality trait under consideration. Indeed, in his review of the group composition literature almost 40 years ago, Haythorn (1968: 124) noted that ‘the effect of homogeneity per se, however, cannot be divorced from the individual personality characteristic or value under consideration’.

Perhaps as a consequence of the popularity of the five-factor model beginning in the early 1990s, researchers began to develop and test theories regarding effects of team composition in terms of individual personality characteristics (Barrick et al., 1998; Barry and Stewart, 1997; LePine et al., 1997). Although some of this research may have been focused more on understanding the manner in which member traits should be combined in order to examine team-level relationships (LePine et al., 1997), the research nevertheless paved the way for more fine-grained understanding of effects of personality diversity in teams. In contrast to the research on the general concept of personality diversity, which suggested dark side effects on team functioning and performance in certain situations, this
research acknowledges the possibility that the effects of personality diversity vary as a function of the personality characteristic under consideration.

In one example of this research, Barrick and his colleagues (1998) conducted a field study of 51 work teams that considered relationships between the variance among members in their ‘big five’ characteristics and measures of team functioning (social cohesion, team conflict, flexibility, communication, workload sharing) and team outcomes (team viability and performance). The findings of this study suggested that although diversity in one of the ‘big five’ characteristics may be beneficial to teams, diversity in two other characteristics may be detrimental. First, variance on members’ extraversion was positively related to social cohesion. To some degree this finding is consistent with previous research, which suggested that teams may have reduced cohesion and performance when there are too few or too many extroverted members (Barry and Stewart, 1997). Second, variance in members’ agreeableness was positively associated with team conflict, and was negatively associated with social cohesion, communication and workload sharing. Although the mechanisms underlying all these effects were not examined, it seems reasonable that a mix of empathetic, trusting and warm members with unfeeling, distrustful and cold members is a recipe for trouble. Finally, variance in members’ conscientiousness was negatively associated with team performance. Although the reasons for this effect were not clear in this particular study, the finding is consistent with research demonstrating that a team member with particularly low conscientiousness may upset other members, especially those with higher levels of achievement striving (e.g. LePine et al., 1997, Jackson and LePine, 2003; LePine and Van Dyne, 2001a).

In summary, the primacy given to specific traits in this stream of research has led to increased understanding of the impact that team members’ personality has on important team-level outcomes. Most important, although the amount of research has been fairly limited, the findings reveal that understanding the effects of personality diversity necessitates consideration of specific traits. Specifically, the research suggests that although personality diversity may be beneficial in terms of members’ extraversion, it may have a dark side in terms of members’ agreeableness and conscientiousness. Clearly more research is needed, not only to assess generalizability of these findings, but also to better understand the mechanisms through which these effects occur.

Reaction and interaction
The third way that bright side personality traits may have a dark side in team contexts is through the reactions of team members to other team members’ personality and manifest behavior. Although research on this type of effect has been fairly recent, and is relatively limited, there is a strong possibility that these types of effects may play an important role in determining the effectiveness of groups and teams with respect to both task and social functioning.

In a theoretical paper, LePine and Van Dyne (2001a) used attributional theory (Weiner, 1986, 1995) as a basis for their prediction that the personality of a team’s low performer would play an important role in determining how the other team members would react to the low performer. Specifically, when a poor performer has low ability, team members should tend to feel empathetic and should either compensate for the low performer, or help the low performer learn his or her role. When a poor performer has low conscientiousness, team members should tend to feel angry, and should either try to motivate the
low performer to work harder, or attempt to remove the low performer from the group. The propositions in the theory are consistent with results of previous empirical research (e.g. LePine et al., 1997; Tagger et al., 1999), and have received direct support in a vignette study where findings suggested that low performer personality may be as important as the group members’ own personality in predicting the group members’ behavioral intentions (Jackson and LePine, 2003). Tagger and Neubert (2004) reported the results of research conducted in a more naturalistic context which further supported the theory.

As an example of how the theory can be applied to understand dark side personality effects, consider how team members would likely respond to a low-performing peer with high conscientiousness and high agreeableness. According to the theory, the most likely response would be for team members to exert effort focused on helping the low performer do his or her part of the team task effectively. This is because the low performer would be viewed as willing to invest energy in improving. In many team contexts, however, members are specialized along functional lines and are stretched just to accomplish their own tasks. Accordingly, this sort of help may be impossible. The next most likely response would be for team members to exert effort intended to compensate for the low performer – perhaps by taking on some of the low performer’s responsibilities. Again, however, because of functional specialization or high work loads, this type of compensating behavior may not be possible. In fact, because team members will be reluctant to do anything that would unduly hurt the high conscientiousness – high agreeableness low performer (e.g. trying to replace this person with someone with higher ability), a very likely response would be for the team to accept the limitation and subsequent performance consequences. In other words, it is quite likely that the team would be willing to trade off some task effectiveness in order to maintain social effectiveness. Of course, as LePine and Van Dyne suggest (2001a), if the team members who are responding to the low performer have high agreeableness, the situation may be exacerbated. High agreeableness team members will be more empathetic and will also believe that the low performer has good intentions and should be especially unlikely to respond with behavior that would be threatening to the low performer.

In summary, although the research from the attribution-based reaction and interaction perspective is somewhat limited, there are some clear implications for how the perspective can be used to understand dark side personality effects. For example, if the team members responding to the low performer in the previous example had high conscientiousness, perhaps the members would attempt to take on low performer tasks for which they were ill equipped to handle. As another example altogether, consider what could happen if the low performer exhibited low conscientiousness but otherwise possessed high ability, and an exaggerated self-concept. In this case, because the team members would likely attribute the cause of the low performance to something under the low performer’s control, they would likely respond by trying to motivate this person or by rejecting him or her from the group. These types of behaviors would likely be completely unacceptable to this high self-concept low performer, who would be especially apt to attribute the low performance to external causes. The end result would likely be unproductive emotional conflict and lowered team effectiveness.

Summary
In this section we overviewed various ways in which generally desirable personality traits of team members could have dark side effects on team functioning and effectiveness. This
discussion is summarized in Table 20.3. It is important to note that although the parallel aggregate effects of team members’ personality operate in a manner that is mostly consistent with what we know about how individual-level personality functions, diversity and reaction–interaction effects are much more complex. Moreover, because diversity and reaction–interaction effects appear to be at least as powerful as parallel aggregate effects, the additional complexity may need to be considered in staffing models for team-based organizations. In the next section, we discuss specific implications of the two previous sections of this chapter.

**Selection system implications of the dark sides of personality**

*Practical issues in designing selection systems that consider personality*

As we described earlier, personality traits have non-trivial relationships with job-related criteria. Evidently, this has not been lost to practitioners given the tremendous popularity of personality-based selection practices. Indeed, personality testing is a $400 million industry, and at least 30 percent of all US organizations use personality tests for hiring or related practices (Daniel, 2005). As we noted, however, there are a number of ways that traits may impact criteria, and this complicates staffing decisions. Organizations are perhaps well advised to select those who score high on bright traits and low on dark traits. However, as we have argued, even bright traits have dark effects in certain circumstances (and dark traits bright effects in certain circumstances). Thus the staffing model becomes more complicated in that the ‘side effects’ of bright and dark traits need to be taken into account. There are at least three ways in which this more subtle view of personality traits can be implemented.

The first and perhaps most obvious way that a staffing model could address counter-vailing effects of bright and dark traits would be to exclude some or all personality traits from assessment decisions. Although such an approach would certainly simplify the staffing model and subsequent decisions, it is akin to throwing the baby out with the bath water. If inclusion of a trait significantly improves the predictive power with respect to any important criteria, it should be considered in staffing. Most important decisions carry with them benefits and costs, but it hardly makes sense to use this knowledge by declaring that one will refrain from making decisions. With that said, however, the manner in which it is considered may have to be modified from traditional staffing practice.

One way that a staffing model could address the side effects of bright and dark traits would be to consider scores on narrower traits. Such an approach may be especially appropriate in situations where offsetting effects manifest from different facets of a broader trait. As discussed earlier, for example, whereas the achievement-striving aspects of conscientiousness may be positively related to routine and adaptive performance, the dependability aspect of conscientiousness may be negatively related to adaptive performance. Accordingly, instead of staffing using scores on overall conscientiousness, scores on achievement striving and dependability could be considered – and this might be especially important in contexts when performance occurs in novel or changing contexts. Although this approach would require research that considered relationships among the narrow facets and various performance criteria, current understanding of the structure of broad personality traits and known costs and benefits of the traits such as those listed in Table 20.2 points to several possibilities.

A third approach to address dark side effects would be to use the socially desirable traits in staffing, but also include training to address the issues that pose potential problems.
<table>
<thead>
<tr>
<th>Type of effect</th>
<th>Trait</th>
<th>Benefit</th>
<th>Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel aggregate</td>
<td>Overall level of members’ conscientiousness (dependability)</td>
<td>Increased reliability and performance in routine contexts</td>
<td>Reduced performance in changing contexts</td>
</tr>
<tr>
<td>effect</td>
<td>Overall level of members’ agreeableness</td>
<td>Higher-quality interpersonal functioning</td>
<td>Reduced effectiveness in contexts requiring constructive debate and conflict</td>
</tr>
<tr>
<td>Diversity</td>
<td>Variance in extraversion</td>
<td>Higher-quality team functioning</td>
<td>Lower-quality team functioning and effectiveness</td>
</tr>
<tr>
<td></td>
<td>Variance in agreeableness and conscientiousness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction and</td>
<td>Low performer with low conscientiousness in a group with other members who are high in conscientiousness and low in agreeableness</td>
<td>Poor-quality team functioning and performance (low conscientiousness member is not helped and may be rejected from the group in terms of both the task and socially)</td>
<td></td>
</tr>
<tr>
<td>reaction</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Such an approach would first require a solid understanding of the specific situations where dark sides manifest, as well as the knowledge, skills, attitudes and behaviors that the employee would need to exhibit in those situations. Although this ‘supplemental development’ approach to staffing would seem to be somewhat complicated and costly, it is not very different than what is already being done in organizations that use assessment centers and other instruments to identify weaknesses in need of ‘development’. The advantage of using this approach in the context of staffing would be that potential weaknesses are identified and addressed earlier rather than later.

Complicating factors based on team composition considerations
As noted earlier, staffing models that account for both bright and dark effects may be quite complicated. In team-based organizations, however, the complexity of staffing model that accounts for these types of effects reaches an even higher level. The primary reason for this added complexity is that staffing models in team-based organizations would need to consider validities of configurations of personality traits, rather than personality traits in isolation – and this would be true regardless of whether the staffing problem focused on the creation of new teams or staffing for existing teams. When staffing new teams using personality information, the issue becomes one of creating effective configurations of members with respect to their personality. When staffing existing teams, the issue becomes one of selecting new members with personalities that ‘fit’ with the personality of the existing members. Although the traditional staffing model would suggest selecting top down for teams based on traits of the prototypical team player – high in conscientiousness, extraversion and agreeableness – diversity and interaction–reaction effects in regards to dark sides of these bright traits make such an approach problematic. Although much more research needs to be done before specific recommendations can be made, the research discussed in this section of the chapter could provide the foundation for some of this future work.

Expanding the criterion
Much of our discussion regarding the staffing dilemma associated with bright and dark sides of personality centered on how traits have benefits and costs. Although in this discussion the traits were given primacy, benefits and costs are also a function of the criteria that are considered, some of which are not normally considered in staffing contexts. Thus, in order to fully appreciate the fitness consequences of bright and dark traits in staffing models, it may be necessary to explicitly consider an expanded set of criteria.

Stress, or perhaps more precisely the negative physiological and psychological strains that result from the stress process, is one potential criterion that could be included in staffing models that attempt to account more fully for bright and dark side effects. Stress is relevant to organizations today, not only because more and more employees (especially managers and professionals) feel that their jobs are extremely stressful, but also because stress is associated with higher health care costs and lower morale, retention and performance (Johnson and Eldridge, 2004; Sauter et al., 1999).

As an example of a socially desirable trait where stress could be considered as a dark side criterion, consider conscientiousness. Because high conscientiousness is associated with higher achievement striving and dependability, those with higher conscientiousness take on higher workloads and responsibility, and they also feel more pressure to
accomplish their work in a timely manner. The problem is that although these tendencies promote job performance (Barrick and Mount, 1991) and may be intrinsically satisfying, coping with these challenges results in strains such as exhaustion and burnout (LePine et al., 2005). In short, the behavioral tendencies of conscientiousness that manifest in contributions to the organization through effective job performance may also detract from the organization through higher costs associated with health care, lost productivity and retention.

Although there are certainly other criteria that we could mention here, the point we are trying to make with this discussion is that in order to fully appreciate the potential range of bright and dark side effects of personality, scholars may need to expand the set of criteria they consider in their research. One approach to identifying new criteria would be to focus on positive and negative contributions of employees that relate to a wider variety of factors that increase or reduce the value of the organization. We mentioned stress in the previous paragraph, but criteria connected to employee commitment, intellectual capital and organizational reputation could also be considered. An alternative approach to identifying new criteria would be to consider relationships with a small set of theoretically derived criteria that are somewhat less distal to the ultimate criterion. Such an approach might make sense given that some traits have offsetting indirect effects with the ultimate criterion through multiple mediating or suppressing processes.

Conclusion

The general purpose of this chapter was to discuss one potential explanation for rather modest validities of personality traits. That is, personality traits have, in certain circumstances, bright sides and dark sides that offset one another. We began by discussing the individual-level research, and in this context, there is plenty of research supporting the premise that, for both bright and dark traits, there are both bright and dark effects. We then turned to overview the research that has examined this issue from a team-level perspective. Although the majority of the research discussed in this section supports the idea that team configuration in terms of traits can have both bright and dark sides, the research has examined the issue only rarely and indirectly. Finally, we discussed selection system implications of bright and dark side effects, in terms of both individual and team contexts. From all of this discussion we conclude that personality traits have both bright and dark effects in both individual and team contexts, and that the ability to predict criteria in both contexts could improve, perhaps dramatically, if our theorizing, research and practice explicitly took these types of effects into account. Unfortunately, however, we regret to say that doing so can only come at the cost of increasing complexity and fragmentation, and thus we will forfeit the beauty of the simplicity of research and practice using a very small set of rather broad personality traits and criteria.
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Motives and traits as a driver of adaptive and maladaptive managerial styles

Sharon L. Grant

Occupational stress and the inherently stressful nature of managerial work

Managerial work is disorderly, fragmented and hectic (Antonioni, 1996; Fogarty et al., 1999; Hooijberg et al., 1997; Mintzberg, 1973; Yukl, 1989). According to Mintzberg (1973), the typical manager is simultaneously a (a) figurehead, leader and liaison (interpersonal role), (b) disseminator, monitor and spokesman (informational role); and entrepreneur, disturbance handler, negotiator and resource allocator (decisional role). Given the multifaceted nature of their work, managers are expected to be goal-oriented, motivated and, most importantly, ‘stress-tolerant’ (Lusch and Serpkenci, 1990).

While there is some research to suggest that occupational stress is more prevalent at shopfloor level than at management level (see, e.g., Karasek and Theorell, 1990), a recent survey found that the incidence of occupational stress in managers was as high as 70 per cent (Wheatley, 2000). Managers encounter a high pressure environment on a day-to-day basis (Ducharme, 2004), with the constant need for ‘fire fighting’ contributing to a cumulative effect on stress.

Other work has indicated that 80% of managers believe that their work is more stressful than it used to be (Webster, 1998). Over the past decade, managers have had to cope with significant organizational change, aimed at realigning organizational structure with advancing globalization and technology (Callan, 1993; Mishra and Spreitzer, 1998; Rosen, 1997; Terry and Callan, 1997). ‘Surviving’ managers are faced with the task of leading staff through cultural and structural change, are required to do more work with fewer staff, and are often met with considerable resistance from employees who are anxious about the impact of change (Antonioni, 1996; Callan, 1993; Callan et al., 1994; Hooijberg et al., 1997). In short, today’s manager must innovate but avoid (t)error, consider the ‘big picture’ but increase productivity and efficiency now, downsize but improve teamwork, be receptive and responsive and, at the same time, tackle his or her own uncertainty (Rosen, 1997; Stöber and Seidenstücker, 1997). While compliance, effort and loyalty used to be the key to managerial success, it is innovativeness and initiative that are rewarded under the ‘managerial leadership’ contract (Rosen, 1997). And, while some managers have made a smooth transition, for many the shift to managerial leadership has led to career derailing, citing inability to cope (McGill and Slocum, 1998; Wheatley, 2000).

Are managers themselves part of the problem? Wheatley (2000) argued that many managers make their jobs more stressful by doing them badly: they not only feel unable to cope, but are unable to cope. Hogan and Kaiser (2005) argued that managers who rise to the top of the corporate ladder are distinguished by ambition, hard work, intelligence, luck and political skill but not necessarily by ‘leadership talent’; many fail because they are simply unable to make the transition. The base rate for managerial incompetence is in the range of 30 per cent to 75 per cent (Hogan and Kaiser, 2005). Hogan and Warrenfeltz
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(2003) argued that managerial competence can be captured in terms of four broad types of skills: (1) intrapersonal skills (e.g. self-awareness and self-regulation); (2), interpersonal skills (e.g. cooperating, communicating, conflict resolution, empathizing, listening, providing encouragement and support, sensitivity and tact); (3) business/management skills (e.g. budgeting, coordinating, following up, decision making, monitoring, organizing, planning, problem solving, scheduling); and (4) leadership skills (building teamwork, developing people, driving accountability and performance, securing commitment not just compliance, strategic planning and visioning).

Reducing distress and dysfunction in managers is vital to the health and performance of the organization as a whole (Quick et al., 1996; Schreurs et al., 1996). Distressed and dysfunctional managers may affect company image, morale, organizational climate and productivity, as well as the rate of sick leave and medical consumption (Schreurs et al., 1996). For instance, supervisor satisfaction is a major determinant of overall job satisfaction, with up to 75 per cent of employees rating their immediate supervisor as the worst aspect of their jobs (Hogan and Kaiser, 2005). Furthermore, managers may directly affect the development of other people within the organization, such as their direct reports (Ducharme, 2004).

The starting point for intervention is diagnosing the relationship of the manager to his or her work environment (Elo et al., 1998). The role of human resources (HR) professionals and organizational researchers is to identify the characteristics that influence managerial functioning and to evaluate the ‘fit’ between the needs of the manager and the needs of the job (Conrad, 1997). The focus for this chapter is the relationship between personality characteristics and managerial styles. It is argued that personality characteristics give rise to managerial styles that are more or less adaptive due to the presence or absence of various competencies (‘behaviorally specific skills’). ‘Adaptive’ managerial styles are styles that have a positive outcome for the manager, other employees and/or the organization. In contrast, ‘maladaptive’ managerial styles are styles that have a negative outcome for the manager, other employees and/or the organization. Adaptive and maladaptive managerial styles are explained as a function of the interaction between two major levels of personality: unconscious needs (or implicit motives) and traits. In addition, Winter and colleagues’ (Winter et al., 1998) channelling hypothesis (the expression of motives is channelled by traits) is extended by integrating it with a person–environment fit approach to occupational stress. It is argued that the extent to which unconflicted motive expression is adaptive versus maladaptive for managers is likely to vary depending on the degree of fit between the motive and the job environment. This chapter should assist HR professionals, consultants and senior managers in implementing personnel selection, job assignment, training and professional development for middle- to upper-level managers whose jobs entail staff management. Key terms used throughout the chapter (stress, stressor, strain, occupational stress, fit) are defined below. Limitations of past research on personality and occupational stress are then considered, focusing on the neglect of an idiographic approach examining the interaction between different levels of personality (i.e. motives and traits). Next, the relationship between motives and managerial styles is examined. The expression of motives through goals and traits is discussed before presenting a motive–trait taxonomy of adaptive and maladaptive managerial styles. Finally, strategies for managing maladaptive managerial styles through intervention (e.g. stress education, stress management training) and prevention (e.g. personnel selection, job assignment) are presented.
The stressor–strain relationship: a stimulus–response process

Defining stress and strain

Stress has been defined as a ‘stimulus’ (‘engineering approach’: e.g. a demand in the internal or external environment), a ‘response’ (‘medico-physiological approach’: e.g. a generalized physiological response to a demand) and, more recently, a stimulus–response process (‘psychological approach’) (see Brantley and Garrett, 1993; Cox and Ferguson, 1991; Dewe et al., 1993; Fleming et al., 1984; Jex, 1998). When the last definition is used, the term stressor is used to indicate a demand that is psychologically meaningful, and the term strain is used to describe the negative outcome of the individual’s response to the stressor (Jex, 1998). According to this view, then, a stressor is the agent of stress (Shinn et al., 1984).

A stressor may be physical (e.g. noise) or psychosocial (e.g. interpersonal conflict), and its source may be academic, family-oriented, maturational, personal or occupational (Endler, 1997). Stress is typically associated with an alteration in the intensity of affect or mood, which is in turn thought to trigger a cycle of change in the person’s psychological and physiological functioning, i.e. a deviation from normal functioning (Cox and Ferguson, 1991). Accordingly, strain may be psychological (e.g. anxiety) and/or physical (e.g. high blood pressure) (Jex, 1998). At a general level, stress is hypothesized to contribute to illness and disease through deregulation of (a) the autonomic nervous system and (b) the immune system, although it may also affect illness and disease indirectly, via maladaptive coping or risky health behaviour (Brantley and Garrett, 1993; Brown, 1993; Siegrist, 1995; Wiebe and Smith, 1997). However, it should be noted that the precise psychological and physiological meaning of stress is still under debate (Brantley and Garrett, 1993; Friedman, 1990). Genetic predisposition to a specific illness or disease, or psychological make-up, may intensify the impact of stress (Endler, 1997). Indeed, Brantley and Garrett (1993) described the effect of stress on illness and disease as ‘complex’ and ‘multiply-determined’.

Occupational stress

From a stimulus–response perspective (psychological approach), occupational stress is defined as a situation in which the interaction between the employee and the work environment is associated with an alteration in the employee’s psychological and/or physical functioning (Beehr and Newman, 1978). Specifically, there is a perception, on the part of the employee, of a need to adapt to a stressor in the work environment (Adkins, 1997). In an occupational sense, strain is used to denote the negative outcome of the interaction between the employee and the work environment (Adkins, 1997). At the employee level, occupational stress is associated with a range of physical and psychological symptomatology as well as chronic illness such as cardiovascular disease and depression (National Institute for Occupational Safety and Health, 2002). In addition, there is increasing consensus that occupational stress is related to short-term and long-term quality of life (Langan-Fox and Poole, 1995). For example, occupational stress may have a collateral effect on health behaviour (e.g. substance use), relationship quality and self-esteem (Murphy, 1996). At the organizational level, it has been linked with absenteeism, counterproductivity, job dissatisfaction and turnover (Hepburn et al., 1997; Jex, 1998).

Occupational stress among managers may stem from the following stressors: (a) the job itself (decision making, financial responsibility, planning, problem solving, leading/supervising), leading to fatigue and tension; (b) quantitative workload (e.g. email,
deadlines, interruptions, meetings, paperwork), leading to ‘burnout’; (c) lack of support (e.g. getting information, internal communication, understaffing), leading to frustration and irritability; (d) the corporate ladder (e.g. career advancement, income, job security, organizational politics, power, underutilization), leading to anxiety and insecurity; (e) work–life balance (long hours, overtime, work–family conflict), leading to isolation, relationship breakdown and family discord; and, as mentioned above, (g) organizational change, such as downsizing, reorganization and restructuring (Antonioni, 1996; Callan, 1993; Long, 1993; Stöber and Seidenstücker, 1997; Terry and Callan, 1997; Webster, 1998; Wheatley, 2000). The high interpersonal demand associated with the job is a further source of stress, and the manager is often a ‘scapegoat’ (and target) for angry clients/customers and staff. Occupational stress is particularly prevalent among middle managers, with those lower down in the hierarchy feeling the pressure from above and below (Webster, 1998).

The types of coping skills required of managers are also unique. Given their onus of problem solving and decision making, managers are expected to use problem-focused coping (e.g. active coping, instrumental support seeking, planning) as opposed to dysfunctional or avoidance coping (e.g. behavioural disengagement, denial, self-distraction, substance use, venting), thus restricting the number of coping strategies available to them for dealing with stress (Long, 1993).

The person–environment fit model of occupational stress
The engineering approach and medico-physiological approach to stress fail to account for individual differences in the experience and outcome of stress (Cox and Ferguson, 1991). In contrast, a defining characteristic of the psychological approach to stress is its focus on the role of individual differences in the stimulus–response process. Accordingly, contemporary research has focused on how people respond to stress in a cognitive and behavioural sense rather than a biological or physiological one. According to the current, prevailing framework, stress is interactional or ‘transactional’ in nature, and can be conceptualized as a product of the perceptual interface between person and environment (Dewe et al., 1993; Monroe and Kelley, 1997). This approach can be dated to Lewin’s interactional psychology, specifically the notion that behaviour is a function of the interaction between person and environment (Jex, 1998; Revenson, 1990).

In the person–environment (P–E) fit model, occupational stress is thought to arise from a lack of fit or congruence between the employee and the work environment (Chemers et al., 1985). Fit is defined as the match between employee characteristics and job or organizational characteristics (see Wilk et al., 1995). Some measured aspect of the person is tested for its degree of fit with some measured aspect of the job or organization (Schneider et al., 1995). For example, P–E fit has been operationalized as the fit between employee ability and job demand, employee values and organizational values, and personality characteristics and job characteristics (Cox and Ferguson, 1991; Edwards, 1996; Hobfoll, 1988; Semmer, 1996). The better the fit, the better the outcome for health, wellbeing and performance (Van Harrison, 1985). The current work is concerned with the fit between personality characteristics and managerial work. Edwards (1996) argued that the P–E fit model has a conceptual advantage over the alternative approach in which stress is seen as a stimulus or response in isolation, in that stress (poor P–E fit) and strain (a negative condition resulting from poor fit) are cast as distinct, causally related phenomena.
Furthermore, there is evidence to suggest that ‘goodness of fit’ is a stronger predictor of strain than person or environment per se (Hobfoll, 1988).

**Personality and occupational stress**

There is a wealth of research on the role of personality in the stressor–strain relationship that has focused almost exclusively on nomothetic trait personality, in particular individual differences in traits such as Type A behaviour pattern, locus of control, negative affectivity and dispositional optimism (Code and Langan-Fox, 2001). By comparison, research on the role of other ‘levels’ (e.g. motives, cognitions) and ‘domains’ (e.g. idiographic as opposed to nomothetic) of personality in the stressor–strain relationship is scarce, particularly in the occupational stress literature. This is problematic for two reasons. First, traits only represent one level of personality – that of readily observable, consistent behaviour (Winter and Stewart, 1995). Within the current, prevailing view of personality, there are at least three levels: motives, cognitions and traits (McAdams, 2000; Winter, 1996). This ‘integrative view’ is consistent with McClelland’s (1951) longstanding argument that at least three types of variables are necessary to explain personality: motives, schemas and traits. McClelland and colleagues’ (McClelland et al., 1989; Weinberger and McClelland, 1990) referred to the first two levels as emotion-driven ‘implicit motives’ and cognition-driven ‘explicit motives’ respectively. McClelland’s (1985) influential theory of human motivation identified three implicit motives: need for achievement (nAch), need for affiliation (nAff), and need for power (nPow). Implicit motives are relatively unconscious, while explicit motives (e.g. personal goals) and traits (e.g. extraversion, neuroticism, conscientiousness, agreeableness, openness) are relatively conscious. As Emmons (1991) argued, trying to predict health and well-being on the basis of one level of personality (e.g. traits) alone may create an unnecessary ‘handicap’ for the practitioner or researcher and, consequently, lead to a serious underestimation of the role of personality in the stressor–strain relationship. Indeed, a review of the literature on personality and health (Wiebe and Smith, 1997) called for a more ‘comprehensive’ use of the field of personality psychology in future research.

The second problem is that there are two domains that together define personality psychology as a discipline: (1) the nomothetic or ‘dispositional’ approach (i.e. individual differences in general personality dimensions), and (2) the idiographic approach (i.e. the organization and interaction of personality elements – e.g. motives and traits – within the person) (Winter, 1996). Epstein (1994) argued that the nomothetic approach is of limited use for understanding how people function and that it is necessary to examine the patterning and interaction of personality at the individual level (idiographic approach) for this purpose.

The focus of this chapter is the interplay of implicit motives (nAch, nAff, nPow) with traits, given that such motives (1) are more enduring and stable than explicit motives, (2) have proven utility in the long-term prediction of behaviour outside the laboratory in both the health domain and the organizational domain (McClelland, 1979; McClelland and Boyatzis, 1982), and (3) are based on an affective, biologically based system, suggesting an underlying relationship to physiological functioning and affective experience, thus making them directly relevant to stress. Implicit motives are assessed using the projective, Thematic Apperception Test (TAT) or ‘picture-story exercise’ (see Smith, 1992).

While past research has considered the combined/interactive effect of various implicit motives (see, e.g. Jemmott et al., 1990; Jemmott and McClelland, 1989; McClelland, 1979, 1992; McClelland et al., 1982; McClelland, Floor et al., 1980, 1985; McClelland and
Jemmott, 1980; McClelland et al., 1985), the combined/interactive effect of implicit motives with traits in the stressor–strain relationship has not been considered. Thorne (1995) argued that the dynamic interplay among multiple levels of personality has been neglected in past research due to over-attention to between-person differences in traits. Elliot and Sheldon (1997) similarly noted that much of the research on personality and health has been conducted within constructs, with little effort to forge a link between them. Neglect of the idiographic domain of personality psychology in the occupational stress literature may essentially mean that we only have ‘half the picture’ (or perhaps even an inaccurate one) of the role of personality in occupational stress and strain. If this is the case, then current thinking in regard to intervention and prevention may be flawed and our ability to reduce occupational stress and strain severely limited. Implicit motives are briefly described below, before considering how motives and traits might combine or interact to produce adaptive and maladaptive managerial styles.

The ‘big three’ motives

The achievement motive \(n_{\text{Ach}}\)

People who score high on \(n_{\text{Ach}}\) are concerned with doing better than other people, doing better themselves, i.e. improving personal performance, or doing things in a better way, e.g. more efficiently (McClelland, 1993, 1985). They favour moderate task difficulty, prefer to assume personal responsibility for performance, and only derive satisfaction from doing better if they feel personally responsible for the performance outcome (Koestner et al., 1991; McClelland, 1993; McClelland and Koestner, 1992). They eagerly seek quantitative feedback (Koestner et al., 1991; McClelland, 1993; Stahl, 1986) and generally perform better when such feedback is readily available (McClelland, 1993; McClelland and Koestner, 1992). McClelland (1993) noted that high \(n_{\text{Ach}}\) does not adequately prepare the person for leading or managing other people. For instance, a focus on personal performance is likely to be maladaptive in a managerial leadership environment where it is important to delegate in order to manage workload and instil a sense of ownership of organizational goals. In a large organization, the achievement-motivated person is more likely to succeed as an ‘individual contributor’ than as a leader (McClelland and Boyatzis, 1982). Those who score high on \(n_{\text{Ach}}\) are perhaps better suited to entrepreneurship, which is typically characterized by innovation (i.e. doing things in a better way), moderate risk, personal responsibility for performance, and quantitative feedback (McClelland, 1987; McClelland and Koestner, 1992; Winter and Carlson, 1988). Indeed, there is evidence to suggest that achievement-motivated people are more likely to enter and succeed in small business (McClelland, 1987; McClelland and Koestner, 1992). They also perform well as salespeople, presumably because sales is similar to small business in that the key people do most of the work themselves (McClelland, 1987).

The affiliation motive \(n_{\text{Aff}}\)

People who score high on \(n_{\text{Aff}}\) are concerned with establishing, maintaining or restoring a positive affective relationship with other people (McClelland, 1985). They are cooperative and caring, and interact with other people more frequently, although their relationship quality is not necessarily superior (Koestner and McClelland, 1992). That is, \(n_{\text{Aff}}\) does not necessarily translate into popularity or social confidence; those who score high
on nAff are only sociable in the presence of ‘safe’ people who are similar to themselves and/or reciprocate their friendliness (Winter and Carlson, 1988). In the presence of people who are dissimilar and do not reciprocate, they feel ill at ease and present as defensive and prickly (Winter and Carlson, 1988). As such, nAff may be better described as a measure of affiliative anxiety or ‘fear of rejection’ (Koestner and McClelland, 1992).

Managers who score high on nAff may be uncomfortable with the need to be authoritative and ‘take charge’, dictated by their role. For instance, they are likely to avoid conflict or decision making that could impinge on their likeability and, as such, may be reluctant to give negative feedback or reprimand staff for inappropriate behaviour (McClelland, 1985). To the extent that they are eager to please those around them, they may be unable to deal with staff objectively, and may manage on the basis of subjective criteria, e.g. favouritism (Stahl, 1986).

**The power motive (nPow)**

People who score high on nPow are concerned with establishing, maintaining or restoring control and influence (Winter, 1992b). Although not especially popular, they raise morale among those around them and are skilled at drawing out and influencing other people in a group setting (Winter, 1992a). They strive to enhance their visibility wherever possible, and typically befriend people of lower status who are not in a position to compete with them for power (McClelland, 1975; Winter, 1992a). People who score high on nPow are attracted to jobs such as management that provide legitimate scope for control and influence (Winter, 1992a). For instance, a longitudinal study (Jenkins, 1994) found that high nPow, assessed in women during their final year of college, was associated with a greater tendency to seek, enter and remain in power-related jobs. In addition, high nPow predicted greater career progression among those in power-related jobs at 14-year follow-up.

Activity inhibition, or self-restraint, is thought to moderate the expression of nPow in behaviour (Jemmott, 1987) and is measured by counting the frequency of the word ‘not’ in the picture-story exercise (McClelland and Boyatzis, 1982). People who score high on nPow and low on activity inhibition are impulsive and selfish and use power for the purpose of self-gain, e.g. dominance or superiority (‘personalized’ power), whereas people who score high on nPow and high on activity inhibition are assertive and hard driving but less self-indulgent and use power for the purpose of group or organizational gain (‘socialized’ power) (Jemmott, 1987; Stahl, 1986; Winter and Carlson, 1988).

McClelland (1975) hypothesized that a Leadership Motive Syndrome (LMS) consisting of high nPow, high activity inhibition and low nAff should predict managerial effectiveness because: (a) high nPow should predict control and influence behaviour, which is necessary to secure follower commitment, respect and trust; (b) high nPow should predict satisfaction from control and influence, which is necessary to sustain leadership behaviour over time; (c) the combination of high nPow and high activity inhibition should predict socialized rather than personalized power; and (d) low nAff should predict assertiveness and independence, enabling tough decision making without undue concern about its impact on staff. However, the relationship between LMS and managerial effectiveness would appear to apply to upper-level, non-technical management only. For example, McClelland and Boyatzis (1982) found that LMS was related to upper-level, non-technical managerial success at 8- and 16-year follow-up, whereas nAch was related
lower-level, non-technical managerial success, presumably because the ability to lead and manage other people was less important at this level than the manager’s individual contribution. Furthermore, LMS was unrelated to technical managerial success, most likely because leadership ability was less important than technical ability (e.g. engineering) for this group. When considering the relationship between nPow and managerial effectiveness, it is important to distinguish between those who score high on nPow but low on nAff (dominant nPow) versus those who score high on nPow but higher on nAff (ambivalent nPow); only dominant nPow has been linked with managerial effectiveness (McClelland, 1992).

It is noteworthy that outside the organizational behaviour literature LMS, in this context referred to as ‘Inhibited Power Motive Syndrome’ (IPMS), has been linked with high blood pressure, hypertension and self-reported illness (e.g. McClelland and Jemmott, 1980). Thus an important question is whether the relationship between IPMS and strain is context-specific. That is, to the extent that IPMS is a ‘good fit’ for the managerial environment, as per the P–E fit theory of occupational stress, it should predict lower stress and, correspondingly, a positive outcome for health and well-being. McClelland (1979) himself conceded that power motivation that is successfully expressed and rewarded may lead to better adjustment. Indeed, Stahl et al. (1986) found that nPow was negatively correlated with occupational stress and strain among managers. Notably, however, this study focused on nPow rather than IPMS.

The expression of motives through goals and traits

While there is considerable research on the independent role of individual differences in traits and, to a lesser extent, motives in the stressor–strain relationship (nomothetic approach), their combined or interactive effect within the person (idiographic approach) has not been considered. Thus it is possible that the role of personality in stress and strain has been seriously underestimated in past research.

Historically, optimal health and well-being were thought to arise from a personality system that was brought together or ‘integrated’ into a harmonious whole via the service of a common goal or purpose (see Sheldon and Kasser, 1995). Personality was represented as a top–down hierarchical control structure, ranging from a ‘broad and abstract level’ (e.g. unconscious needs) to a ‘narrow and concrete level’ (e.g. goals, traits) (Emmons et al., Sheldon, 1993; Sheldon and Kasser, 1995). The importance of ‘personality integration’ is evident in behavioural, cognitive and psychodynamic theory, all of which emphasize the need to maintain consistency within the self to avoid inner conflict and promote inner strength (Emmons, 1986; Emmons and King, 1988; Emmons et al., 1993). Emmons (1986) described conflict in the personality system as a ‘chronic stressful event’. Indeed, inner conflict has been linked with a range of symptomatology including anxiety, confusion, depression, fatigue, hostility, social dysfunction, tension and uncertainty, as well as a host of physical symptoms (see Emmons and King, 1988; Emmons et al., 1993). In addition to the direct effect of personality integration on emotional stress and health, the ‘inner strength’ of integrated people may mean that they are better able to manage external stress in the environment (Sheldon and Kasser, 1995). Thus personality integration may also act as a buffer in the stressor–strain relationship. However, despite its significance for health and well-being, personality integration has received only modest attention in the modern empirical literature (Sheldon and Kasser, 1995).
Winter and Stewart (1995) highlighted the need to examine within- and between-level personality conflict in order to better explain and understand the relationship between personality and health. In the context of contemporary personality theory, personality integration can be defined with reference to the congruence of motives, cognitions (personal goals) and traits. Indeed, recent evidence from the personal goals literature (Brunstein et al., 1998; Hofer and Chasiotis, 2003; Kehr, 2004; Schultheiss and Brunstein, 1999; Sheldon and Elliot, 1998, 1999; Sheldon and Kasser, 1995) has suggested that personality integration (e.g. motive–goal congruence) is positively related to adjustment: ‘That the symptoms of psychopathology may be explained, at a motivational level, as the consequences of disordered self-regulation and goal guidance is a vaguely articulated view that is slowly gaining popularity’ (Karoly, 1999: 278).

Motive–trait congruence has received less attention in the literature, although preliminary research has suggested that the combined/interactive effect of motives and traits is an important predictor of behaviour. For example, Winter (1996) argued that traits represent the ‘stylistic context’ for the expression of motives and identified introversion–extraversion as a potential moderator of the expression of nAff and nPow in behaviour. Winter (1996) distinguished between nAff, friendship as a goal, and extraversion, friendliness as an interpersonal style, and argued that the combination of high nAff with low extraversion (strong desire for friendship; apprehensive and uncomfortable around people) would give rise to conflicted motive expression, while the combination of high nAff with high extraversion (strong desire for friendship; socially confident and at ease around people) would give rise to unconflicted motive expression. Winter (1996) similarly distinguished between high nPow–low extraversion (strong desire for control/influence; passive, quiet, reserved and shy) as a predictor of conflicted motive expression, and high nPow–high extraversion (strong desire for control/influence; active, assertive, lively and sociable) as a predictor of unconflicted motive expression. In short, he argued that extraversion – as a general dimension of sociability – should facilitate the expression of the affiliation and power motives.

In an elaboration of this hypothesis, Winter et al. (1998) proposed that traits represent individual differences in ‘psychophysiological mechanisms’ (e.g. reactivity, thresholds and preferred levels of arousal, variability, tolerance of stimuli, perseveration and oscillation) that channel the expression of motives and goal-directed behaviour throughout the life course. Based on a longitudinal study of women, Winter and colleagues found that high nAff–high extraversion was positively related to volunteer work and work–family role combination, while high nAff–low extraversion demonstrated the opposite pattern of association. In addition, high nAff–low extraversion was positively related to relationship difficulty/dissatisfaction and divorce, while high nAff–high extraversion was associated with relationship longevity. In relation to nPow and extraversion, Winter and colleagues found that high nPow–high extraversion and high nPow–low extraversion were positively and negatively related to impact career involvement respectively. Furthermore, those characterized by high nPow with high extraversion emphasized the importance of other people at work, while those characterized by high nPow with low extraversion did not. Winter and colleagues concluded that extraversion facilitated unconflicted expression of nAff and nPow in the career and relationship domain over time, while introversion deflected nAff and nPow away from motive-congruent goals and/or thwarted the attainment of such goals.
While a personality integration perspective would argue that unconflicted motive expression should lead to a generally adaptive outcome, in the current work it is argued that unconflicted motive expression may give rise to a negative or positive outcome, depending on the degree of fit between the motive and the managerial environment. For example, based on the description of high $n_{Ach}$ managers provided above, unconflicted expression of this motive (high $n_{Ach}$–high extraversion) might be expected to give rise to a maladaptive managerial style and, as a result, higher occupational stress and strain. In this way, Winter and colleagues’ channelling hypothesis (the expression of motives is channelled by traits) is extended by integrating it with a P–E fit approach to occupational stress and strain.

Although Winter and colleagues did not consider $n_{Ach}$ in their work, the trait of conscientiousness (achievement striving, competence, deliberation, dutifulness, order, self-discipline) should facilitate the expression of this motive (strong desire to ‘do better’); thus the combined effect of $n_{Ach}$ and conscientiousness on managerial style is also considered in the current work. Neuroticism could arguably moderate the expression of all three motives, and agreeableness could perhaps moderate the expression of $n_{Ach}$ and $n_{Pow}$; however, the link between these traits and unconflicted versus conflicted motive expression is less clear cut. Thus the focus of the current work is the combined/interactive effect of the ‘big three’ motives with conscientiousness ($n_{Ach}$) and extraversion ($n_{Aff}$, $n_{Pow}$), rather than with all ‘big five’ traits (i.e. extraversion, neuroticism, conscientiousness, agreeableness, openness).

A motive–trait taxonomy for predicting adaptive and maladaptive managerial styles is presented below. Managerial styles resulting from various ‘high–low’ motive–trait combinations are described in terms of their impact on the skills identified in Hogan and Warrenfeltz’s (2003) model of managerial competencies, i.e. intrapersonal skills, interpersonal skills, business skills, leadership skills. While all maladaptive styles are likely to be associated with a deficit in intrapersonal skills to some extent, these skills are particularly relevant to high $n_{Ach}$ and high $n_{Aff}$ types, as these styles are associated with unrealistic goals that need to be recognized and regulated (see the section on rational emotive behaviour therapy, below, for more detail).

**A motive–trait taxonomy of adaptive and maladaptive managerial styles**

The combined/interactive effect of $n_{Ach}$ and conscientiousness on managerial style is considered in Table 21.1. Unconflicted expression of the achievement motive (high $n_{Ach}$–high conscientiousness) is expected to give rise to a maladaptive managerial style and hence a negative outcome for health and well-being. On the positive side, high $n_{Ach}$–high conscientiousness managers are ambitious, focused, project-driven and results-oriented. On the negative side, they have a strong need to outperform other people or ‘win’, and are thus concerned with individual (as opposed to team or organizational) performance. The high $n_{Ach}$–high conscientiousness manager is a ‘perfectionist’ and may be reluctant to give up control, preferring to micro-manage rather than to delegate. This inability to let go is likely to alienate staff (who may feel that the manager does not have any confidence in them) and limit their professional development. Furthermore, the high $n_{Ach}$–high conscientiousness manager’s ‘all work and no play attitude’ may prevent people from seeing his or her ‘human side’, leading to isolation and a strained relationship with staff. Due to their self-imposed drive for perfection and self-sufficiency, high
nAch–high conscientiousness managers may get ‘bogged down’ in detail and excessive workload and, as a result, may find it difficult to deliver work on time. As a consequence, high nAch–high conscientiousness managers are likely to be stress-prone and ineffective.

In terms of Hogan and Warrenfeltz’s (2003) managerial competencies, high nAch–high conscientiousness managers are likely to be high on business skills but low on intrapersonal and leadership skills and some interpersonal skills (e.g. cooperating, listening, providing encouragement and support). Conflicted expression of the achievement motive (high nAch–low conscientiousness) is also expected to lead to a poor outcome in a managerial leadership context. For example, as with the previous combination, high nAch–low conscientiousness managers are characterized by a reluctance to delegate. However, in this case, low conscientiousness may mean that although they would like to do everything personally, they may lack the capability (e.g. focus, organization) to give tasks the attention they need or see them through to completion, amounting to an unreliable and ineffective managerial style. Such managers may be prone to procrastination. High nAch–low conscientiousness managers lack intrapersonal and leadership skills, as well as some business/management skills (e.g. following up, organizing, planning and scheduling) and interpersonal skills (see high nAch–high conscientiousness). In contrast, the combination of low nAch with high conscientiousness should predict a willingness to delegate and share workload as necessary, coupled with a hardworking and reliable managerial style. Finally, the combination of low nAch with low conscientiousness

<table>
<thead>
<tr>
<th>High conscientiousness</th>
<th>Low conscientiousness</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unconflicted motive expression</strong></td>
<td><strong>Conflicted motive expression</strong></td>
</tr>
<tr>
<td>High nAch</td>
<td>- Ambitious and production-minded but concerned with individual (as opposed to team) performance</td>
</tr>
<tr>
<td></td>
<td>- Reluctant to give up control (prefer to ‘micro-manage’ rather than to delegate)</td>
</tr>
<tr>
<td></td>
<td>- Tendency to get ‘bogged down’ in detail and workload</td>
</tr>
<tr>
<td></td>
<td>- Find it difficult to deliver work on time</td>
</tr>
<tr>
<td></td>
<td>- Stress-prone and ineffective due to a self-imposed drive for perfection and self-sufficiency</td>
</tr>
<tr>
<td>Low nAch</td>
<td>- Willing to delegate authority and responsibility and share workload</td>
</tr>
<tr>
<td></td>
<td>- Organized</td>
</tr>
<tr>
<td></td>
<td>- Hardworking</td>
</tr>
<tr>
<td></td>
<td>- Dependable and effective</td>
</tr>
<tr>
<td></td>
<td>- Would like to do everything personally, but may lack the capacity (e.g. focus, organization) to give tasks the attention they need or see them through to completion</td>
</tr>
<tr>
<td></td>
<td>- Prone to procrastination</td>
</tr>
<tr>
<td></td>
<td>- Unreliable and ineffective</td>
</tr>
<tr>
<td></td>
<td>- Tendency to rely on other people to take charge and follow through</td>
</tr>
<tr>
<td></td>
<td>- Prone to ‘social loafing’</td>
</tr>
</tbody>
</table>
is characterized by a willingness to delegate and share workload, but a tendency to rely on other people to take charge and follow through. Such managers are low in business/management skills.

As shown in Table 21.2, high extraversion should see high nAff managers successfully attain their goal of establishing a positive affective relationship with their staff (unconflicted motive expression). As a result, however, high nAff–high extraversion managers may be unable to act decisively or independently, becoming too close to their subordinates to manage and lead them objectively. High nAff–high extraversion managers are likely to sacrifice their authority for their need to please, awarding precedence to friendship over their duty as managers. For instance, such managers may be reluctant to provide negative feedback or reprimand inappropriate behaviour, preferring to manage on the basis of subjective criteria (e.g. favouritism). Subordinates may see such managers as ‘soft’ and easily exploited, a reputation that is likely to be disastrous in the managerial leadership environment where the ability to control and influence other people is essential for effectiveness. In terms of Hogan and Warrenfeltz’s (2003) model, high nAff–high

---

**Table 21.2 Managerial styles as a function of nAff and extraversion**

<table>
<thead>
<tr>
<th></th>
<th>High extraversion</th>
<th>Low extraversion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unconflicted motive expression</td>
<td>Conflicted motive expression</td>
</tr>
<tr>
<td><strong>High nAff</strong></td>
<td>Strong desire to be accepted/liked</td>
<td>Strong desire to be accepted/liked</td>
</tr>
<tr>
<td></td>
<td>Eager to please</td>
<td>Eager to please</td>
</tr>
<tr>
<td></td>
<td>Interpersonally adept and well regarded, but may struggle to act independently</td>
<td>Interpersonally adept and well regarded, but not overly dependent</td>
</tr>
<tr>
<td></td>
<td>Unable to deal with staff objectively; may award precedence to friendship over duty as manager (e.g. reluctant to give negative feedback and/or reprimand inappropriate behaviour)</td>
<td>Able to carry out difficult decision making without undue concern about its impact on staff</td>
</tr>
<tr>
<td></td>
<td>Likely to manage on the basis of subjective criteria, e.g. favouritism</td>
<td>Willing to monitor and discipline staff and should execute this task effectively</td>
</tr>
<tr>
<td></td>
<td>Seen as ‘soft’ and easily exploited</td>
<td>Approachable and personable, but fair and objective at the same time</td>
</tr>
<tr>
<td><strong>Low nAff</strong></td>
<td>Interpersonally adept and well regarded, but not overly dependent</td>
<td>Interpersonally adept and well regarded, but may struggle to act independently</td>
</tr>
<tr>
<td></td>
<td>Able to carry out difficult decision making without undue concern about its impact on staff</td>
<td>Able to carry out difficult decision making without undue concern about its impact on staff</td>
</tr>
<tr>
<td></td>
<td>Willing to monitor and discipline staff and should execute this task effectively</td>
<td>Willing to monitor and discipline staff but may lack the social sensitivity and tact needed to execute this task effectively</td>
</tr>
<tr>
<td></td>
<td>Approachable and personable, but fair and objective at the same time</td>
<td>Approachable and personable, but likely to alienate staff or engender resentment</td>
</tr>
</tbody>
</table>
extraversion managers lack intrapersonal skills and leadership skills. In Table 21.2, conflicted motive expression is represented by the combination of high nAff with low extraversion. Like high nAff–high extraversion managers, high nAff–low extraversion managers are characterized by a strong desire to be accepted/liked and are eager to please. However, the high nAff–low extraversion manager may be ill at ease with staff, making it difficult to secure their respect and trust. Compounded by a sense of isolation and rejection, he or she is likely to struggle with assertiveness and may avoid confrontation or decision making that could impinge on his or her popularity. In addition, the high nAff–low extraversion manager may be reluctant to monitor and discipline staff, translating into a passive and ineffective managerial style. Like high nAff–high extraversion managers, these managers are low in intrapersonal and leadership skills. In addition, these managers also lack the interpersonal skills needed to carry out their role. In contrast, the combination of low nAff with high extraversion should see the manager execute his or her role effectively (this combination is similar to high nPow–high extraversion; see below). Low nAff–high extraversion managers are likely to be interpersonally adept and well regarded, but not overly dependent and should therefore be able to carry out difficult decision making without undue concern about its impact on staff. Such managers should have no problem with the need to monitor and discipline staff, presenting as approachable and personable, but fair and objective at the same time. Finally, the low nAff–low extraversion manager is predominantly characterized by poor interpersonal skills. He or she is likely to be a ‘loner’ and may be more comfortable working independently than in a team-based environment. While low nAff–low extraversion managers are unlikely to feel conflicted about monitoring and disciplining staff, they may lack the social sensitivity and tact needed to execute this task effectively, and their impersonal approach may alienate staff or engender resentment. Without the confidence of their subordinates, they are unlikely to lead successfully.

In contrast to unconflicted expression of the achievement and affiliation motives, unconflicted expression of the power motive should give rise to an adaptive managerial style (see Table 21.3). For example, high extraversion should see high nPow managers realize their desire to control and influence, through the expression of a confident and charismatic interpersonal style. High nPow–high extraversion managers are likely to be interpersonally adept and well regarded, and skilled at acquiring status and building teamwork. They should easily motivate those around them, but should utilize team morale as a vehicle for leadership rather than for friendship. In Table 21.3, conflicted motive expression is represented by the combination of high nPow with low extraversion. This combination is likely to lead to stress and strain, in that the manager has a strong desire to lead but does not have the social confidence and/or competence to realize this goal. These managers are low in interpersonal skills. Conversely, the low nPow–high extraversion manager may be reluctant to lead, even though he or she has the communication and social skills to execute this role effectively. These managers lack the leadership skills needed to complement their strong interpersonal skills. Finally, the low nPow–low extraversion manager (similar to the high nAff–low extraversion manager described above) is characterized by a lack of influence ability. Such managers lack both the interpersonal skills and the leadership skills needed to lead successfully. They are likely to be as hesitant and submissive, amounting to a passive and ineffective managerial style.
The 12 managerial styles identified above are likely to vary in their prevalence and some styles may be more problematic for the organization than others. For instance, to the extent that people who score high on $n_{Pow}$ are attracted to managerial jobs (Jenkins, 1994; Winter, 1992a), high $n_{Pow}$ types may be more prevalent than low $n_{Pow}$ types. However, the low $n_{Pow}$–low extraversion manager may be more difficult to deal with than the high $n_{Pow}$–low extraversion manager. While the high $n_{Pow}$–low extraversion manager is likely to benefit from assertiveness and social skills training, the low $n_{Pow}$–low extraversion manager may struggle to stay motivated, even with appropriate behavioural therapy. The managerial styles associated with low $n_{Ach}$–high conscientiousness, low $n_{Aff}$–high extraversion and high $n_{Pow}$–high extraversion are relatively adaptive, while the styles associated with the remaining 9 motive–trait combinations are more or less maladaptive. A general strategy for addressing maladaptive managerial styles through intervention (e.g. stress education, stress management training) and prevention (e.g. personnel selection, job assignment) is outlined below, along with more specific strategies tailored to particular managerial styles.

### Intervention: managing maladaptive managerial styles

Often, the organization simply does not know what to do with dysfunctional managers: a ‘problem’ individual may be transferred around the organization or gradually ‘phased out’ through a dismissal settlement, with a single case potentially dragging on for several years (Schreurs et al., 1996). Furthermore, maladaptive managerial styles are usually evident to the manager’s peers and subordinates, adding to the pressure of the situation (Wheatley, 2000). The 12 managerial styles identified above are helpful in the sense of enabling risk assessment and identifying distressed managers who can then be provided with appropriate assistance and support. Within this ‘employee-centred’ approach to stress management, the aim is to develop managers who can meet the needs of their job.

---

### Table 21.3 Managerial styles as a function of $n_{Pow}$ and extraversion

<table>
<thead>
<tr>
<th></th>
<th>High extraversion</th>
<th>Low extraversion</th>
</tr>
</thead>
</table>
| **High $n_{Pow}$** | *Strong desire to lead*  
  *Confident and charismatic interpersonal style; ability to inspire*  
  *Interpersonally adept and well regarded*  
  *Should utilize staff morale as a vehicle for leadership rather than for friendship*  
  *Dynamic and effective leader* | *Strong desire to lead*  
  *May lack the social confidence and competence to be effective as a leader* |
| **Low $n_{Pow}$**  | *Reluctant to lead but has the interpersonal skills to do so effectively*         | *No desire to lead*  
  *Ill at ease around staff; may struggle with assertiveness*  
  *Hesitant and submissive*  
  *Passive and ineffective as a leader* |

**Note:** In considering the unconflicted expression of the power motive, it will also be important to consider activity inhibition and $n_{Aff}$ (see section on Leadership Motive Syndrome above).
by helping them to understand and manage their ‘maladaptive’ styles. Stress intervention should include stress education coupled with specific stress management training, with the aim of helping managers learn about their problem behaviour, its source, and strategies for dealing with it (Murphy, 1996; Vrugt, 1996).

**Stress education**

The first step is promoting awareness and recognition of maladaptive managerial styles. Managers should be provided with interactive feedback about their strengths and weaknesses (e.g. preferences, skills), based on a detailed personality evaluation (e.g. picture-story exercise, NEO-Personality Inventory (Costa and McCrae, 1985)) and an in-depth interview (e.g. work history), from a trained counsellor or consultant (Quick et al., 1996). Multi-source or 360-degree feedback, which can be used to assess the impact of the manager’s behaviour on other people in the organization (Diedrich, 1996), may also be a useful tool for this purpose. In 360-degree feedback, ratings of the manager’s behaviour (in terms of key competencies, managerial style and organizational climate) are collected from the manager’s supervisors, peers and direct reports, thus providing a complete and representative assessment of different aspects of the manager’s performance (Day, 2000; Diedrich, 1996). Ratings are usually aggregated and may be collected from up to as many as 15 people (Orenstein, 2006). Dominant themes are identified, and the 360-degree feedback ratings may be compared with the manager’s self-ratings to determine whether the results are more positive from the perspective of the manager (Diedrich, 1996). Orenstein (2006) noted that 360-degree feedback can be ‘revelatory’ to managers, who may be completely oblivious to their maladaptive behaviour. Putting the feedback ‘out there’ can help legitimize the fact that the problem behaviour is occurring, thus raising the manager’s awareness and accountability (Day, 2000). In addition, 360-degree feedback may serve as a tool for ‘validating’ the manager’s ‘style’, as conveyed in the results of the personality evaluation. For instance, the phrase ‘low nPow–low extraversion style’ is likely to sound abstract to most managers, but helping managers to see how their motives and traits interact to affect what they do (and what they don’t do) by drawing on concrete behaviour(s) reflected in 360-degree assessment should improve their understanding of their managerial style.

**Stress management training**

After conducting a detailed personality evaluation, in-depth interviewing and the 360-degree feedback process, the next step is to use the information gleaned from the problem analysis to develop an action plan for behavioural change. This may include setting short-term goals of increasing difficulty to target maladaptive behaviour(s) and a schedule for addressing these goals through stress management training (Vrugt, 1996).

**Rational emotive behaviour therapy (REBT)**

In the past, stress management intervention has tended to be generic (Murphy, 1996), rather than personality-oriented. A personality-oriented approach for modifying maladaptive behaviour in high nAch and high nAff managers might be to modify irrational thinking (e.g. ‘I must do everything myself, otherwise it won’t be done properly’) or unrealistic goals (e.g. ‘I must be liked by all my subordinates’) through rational emotive behavior therapy (REBT); (Murphy, 1996; Semmer, 1996). In terms of Hogan and Warrenfeltz’s (2003) model of managerial competencies, REBT should
increase self-awareness and self-regulation or ‘intrapersonal skills’. The goal of REBT is to increase the person’s ability to engage in critical and psychologically sophisticated reasoning, thus enabling them to identify, challenge and replace unreasonable, performance-inhibiting goals/thinking (Ellis, 1994 cited in Sherin and Caiger, 2004). For instance, during this process, absolute thinking (e.g. ‘I must . . .’) may be converted to preferential thinking (‘I prefer . . .’) (Sherin and Caiger, 2004). The focus for change is the person’s implicit and explicit belief system and this is altered by working through the ‘ABCDE’ model: A = Activating event, B = Belief, C = Consequence, D = Dispute, and E = Effective outlook (Sherin and Caiger, 2004). REBT has had some success in the organizational arena, including executive and managerial training (see Sherin and Caiger, 2004 for a review).

Skills training REBT may be useful in helping high nAch managers to let go of their need to be ‘in control’. In addition, such managers should be encouraged to handle their workload more effectively by prioritizing tasks, delegating less difficult or less important tasks to their subordinates, and reaching out to peers and subordinates for advice and support rather than ‘going it alone’. In this regard, they are likely to benefit from training in group and team management or ‘person-orientated management’, for instance getting the most out of their staff, developing goals for the team rather than for themselves, and developing and rewarding staff. Low-conscientiousness managers (high nAch–low conscientiousness, low nAch–low conscientiousness) should benefit from general management training, including organization, planning and time management skills. High nAff and low nPow managers need to focus on their personal impact, and should benefit from training in assertiveness (e.g. conveying what is expected, giving direct feedback, handling subordinates who have a discipline or performance problem), and high nAch, high nAff and low nPow managers are likely to benefit from leadership training. In addition, low extraversion types (high nAff–low extraversion, low nAff–low extraversion, high nPow–low extraversion, low nPow–low extraversion) may benefit from communication and social skills training (e.g. active listening, building consensus, conflict resolution, relating to people effectively). Notably, however, interpersonal skills may be more difficult to train than leadership skills (Hogan and Kaiser, 2005).

The results of a ‘problem analysis’ might be confronting for the dysfunctional manager to say the least, and some managers may prefer the one-to-one, personalized nature of executive coaching to management and leadership training. An executive coach might be beneficial in assisting the manager to digest the feedback and navigate the behaviour change process (Hall et al., 1999). As such, executive coaching, described in more detail below, may increase the likelihood of sustained behaviour change (Ducharme, 2004).

Executive coaching Executive coaching (EC) can be defined as a formal, ongoing, relationship between a manager who has a performance problem requiring behaviour change and a coach (or consultant) who has expertise in personal behaviour change and management/leadership effectiveness (Anderson, 2002; Kampa and White, 2002; Orenstein, 2006; Quick and Macik-Frey, 2004). The coaching process is structured, and may involve data gathering, needs analysis, goal setting, coaching, measuring and reporting results, and the transition to long-term development planning (Berman and Bradt, 2006). Several clinical models of behaviour change have been adapted for the purpose of executive coaching including cognitive–behavioural models (Ducharme, 2004; Sherin and Caiger,
Developmental coaching is typically recommended when the manager has self-limiting personality characteristics (i.e. a maladaptive style) but none the less has the potential to offer substantial benefit to the organization (Berman and Bradt, 2006). For instance, the high nACh–high conscientiousness manager is highly effective as an individual contributor but is ineffective as a leader. Berman and Bradt (2006) noted that highly successful people often advance in an organization based on their business savvy or technical competence only to discover that they lack the ‘soft side’ (e.g. interpersonal) skills needed to succeed at a more senior level.

As a one-to-one intervention, developmental coaching may include personal counseling and/or practical advice (Anderson, 2002). The aim is to ‘turn around’ dysfunctional managers by identifying and modifying the impact of their style on individual, team and organizational performance (Diedrich, 1996). Adaptive managerial behaviour is strategically developed by using targeted behavioural coaching to (a) modify specific behaviour(s) (e.g. non-assertiveness) and (b) develop new behaviour(s) (e.g. delegation) that enhance or improve the person’s managerial and leadership skills (Kampa and White, 2002; Orenstein, 2006; Sherin and Caiger, 2004; Stern, 2004). Part of this process may involve helping the manager to ‘internalize’ personal insight into his or her maladaptive behaviour (Brotman et al., 1998). The learning and development process is incremental, and the expected outcome is sustained change in the targeted behaviour(s) that is maintained under stress (Berman and Bradt, 2006; Brotman et al., 1998; Ducharme, 2004; Wasylyshyn, 2003). The ultimate end point is increased individual and organizational performance (Kampa and White, 2002).

EC may involve a fixed-term relationship focused on a few, relatively narrow goals or a longer-term relationship focused on multiple, complex goals (Smither et al., 2003). In addition to behaviour change, common goals of EC include increasing or improving flexibility (e.g. behavioural and emotional range), psychological and social awareness, self-reflection, stress management skills and tolerance (Berman and Bradt, 2006; Kilburg, 1996). Although EC is likely to require psychological insight on the part of the coach, it can be distinguished from psychotherapy on the basis that (a) it is usually short-term and issue-focused, and therefore does not allow for the development of a therapeutic alliance, and (b) the coach may offer advice, information and guidance that is consistent with his or her understanding of the manager within the organizational setting (Levinson, 1996).

Feldman and Lankau (2005) noted that despite a dramatic increase in the use of EC as an intervention and a growing practitioner literature on the topic, the empirical and theoretical literature has lagged behind. Research to date is generally supportive of EC. For instance, one survey (Wasylyshyn, 2003) found that over 75 per cent of managers who had received EC rated the experience favourably. In addition, more than 50 per cent of those surveyed rated their ‘sustainability level’ at between 6 and 8 on a 1–10 scale (where 10 = higher sustainability). Smither et al. (2003) found that managers who worked with an executive coach were more likely to set specific (versus vague) goals than other managers and improved more in their 360-degree feedback ratings than other managers. Bush (2005) found that the following variables contributed to the perceived effectiveness of EC: commitment and motivation, good client–coach rapport, inclusion
of other people (e.g. supervisor) in the coaching process, structure/development focus, working with a ‘seasoned coach’ who can provide a practical contribution, and results that benefit the client. Effectiveness was found to be the shared responsibility of the client (commitment, motivation, openness, willingness), the coach (credibility, expertise, support) and the organization (development and learning culture, sponsorship) (Bush, 2005). Luebbe (2005) found that trust was rated as the most important coach attribute among managers and coaching and HR professionals alike. Other important attributes included the coach’s ability to (1) extract and relay valuable themes from assessment data, (2) give candid, direct feedback, (3) foster client independence through self-awareness and sustained behaviour change, and (4) achieve buy-in from HR professionals within the organization. Coaching was perceived as a useful intervention when (a) the client and coach were appropriately matched (e.g. compatibility) and (b) the organization communicated the intent, philosophy and purpose of the coaching intervention.

In addition to its potential to achieve sustained behaviour change, EC may be more effective than other types of intervention (e.g. training) in ensuring that managers do not regress back to their old pattern or ‘style’ of behaviour (Ducharme, 2004). Olivero et al., (1997) argued that EC should facilitate the transfer of training. In support of this hypothesis, they found that EC increased productivity by 88 per cent, a significantly greater gain than training alone. The major advantage of EC is its integrative, developmental approach (assessment, challenge, support); the major disadvantage is its hefty price tag, e.g. from $1500 per day to $100 000+ for a multi-year programme for a single manager (Day, 2000). The return on financial investment in EC has not been addressed in the literature to date. A further issue is the need to establish a universal code of practice and set of coaching competencies within the coaching community (Luebbe, 2005).

**Evaluating the behaviour change process**

Managers should monitor and record their behaviour (e.g. in a diary) over the course of the behaviour change process, including the factors that trigger stress and unwanted behaviour, and evaluate their progress against set goals (Vrugt, 1996). In addition, they should be given appropriate feedback and reinforcement to ensure that maladaptive behaviour is effectively regulated, modified and maintained over time (Vrugt, 1996). The final step is to identify the factors that cause ‘setbacks’ and develop strategies for tackling these factors (Vrugt, 1996). Objective behavioural data are often used as an index of behaviour change (Ducharme, 2004) and ongoing 360-degree feedback ratings could be used to track behaviour change and quantify performance improvement over time (Smither et al., 2003).

Quick et al. (1996) described management development as an ongoing process of learning, growth and self-improvement. While traditional management development has focused on the acquisition and mastery of various technical skills, a critical element of development in today’s managerial environment may be accepting long-term responsibility for self-change and development (Quick et al., 1996).

**What do we do when intervention fails?**

For any intervention initiative to be effective, the manager must be (a) willing to accept feedback as relevant and useful, (b) open to change, and (c) realistic and resilient in the change process (Day, 2000). As Day (2000) pointed out, the path to behaviour change is
rarely an easy one, and a considerable amount of energy and time is needed if the change is to be permanently embedded in the manager’s behavioural repertoire. Some managers may resist (or even resent) intervention, thus preventing them from learning from past ‘mistakes’ and adapting their behaviour (Goldberg, 2005; Stevens, 2005). Hogan and Kaiser (2005: 178) noted that ‘[e]very organization has its share of bad managers’ but when is it futile to continue to employ them? One answer to this question is to introduce a programme for managing underperformance with a set timeline (e.g. six month ‘reappraisal’) for performance improvement. The manager is effectively counselled and put ‘on notice’. The aforementioned intervention strategies would be implemented during this period and, at the conclusion of the intervention period, the manager’s performance would be assessed for improvement against key performance indicators (KPIs), including competencies and 360-degree feedback ratings. If the manager was unable to meet the benchmark for performance after this period, then his or her position would be re-evaluated, with the strong possibility of dismissal. As Wasylyshyn (2003) cautioned, it is futile for an organization to waste energy and time on a ‘rescue fantasy’ when there are serious performance issues that can only be remedied by the manager’s exit from the organization. Honesty combined with one-on-one outplacement support to help the person identify an appropriate career move may be the best solution in this situation (Wasylyshyn, 2003).

An alternative to intervention is prevention: employing the ‘right people’ and/or matching managers to suitable job assignments at the outset. Prevention strategies are discussed in more detail below.

**Prevention: personnel selection**

Although some might argue that applicant screening is associated with an ethical risk of ‘blaming the victim’ (Elo et al., 1998), the role of personality in the occupational stressor–strain relationship is favourable to a personality-driven approach to personnel selection. Furthermore, Attraction–Selection–Attrition (ASA) Theory (see Schneider et al., 1995) and Wilk and colleagues’ (1995) Gravitational Hypothesis imply that a proactive selection strategy would simply ‘speed up’ the inevitable, since people leave jobs for which there is a poor person–environment fit. Indeed, Schneider et al. (1995) found direct and indirect support for within-organization homogeneity in employee characteristics over time. Similarly, Wilk et al. (1995) found that cognitive ability predicted movement in a job complexity hierarchy over a five-year period. In addition (using job as the unit of analysis), less experienced employees were less homogeneous with respect to cognitive ability than were more experienced employees.

Even if people who do not fit the job or organization eventually leave, this may be a slow process. Furthermore, achieving or moving increasingly closer to ‘best fit’ may take several years. Ensuring that there is optimal job placement initially, by selecting for person–job fit, should prevent the need for a ‘correction mechanism’ at a later date, saving the individual and the organization a lot of unnecessary discomfort, energy and time (Schneider et al., 1995; Wilk et al., 1995). Schneider et al. (1995: 768) identified the need to incorporate personality characteristics in personnel selection ‘in addition to the traditional knowledge, skills and abilities (KSAs) on which so much attention has been focused related to the job’. They argued that assessing personality characteristics that are a good fit for the job, in combination with KSAs needed for job performance, should enhance the validity...
of personnel selection. For instance, personnel selection based on the motive–trait taxonomy presented in the current work could be used to diagnose a candidate’s potential for adaptive versus maladaptive managerial behaviour. Alternatively, one might adopt a ‘placement model’. Thus, at the outset, managers would not be screened out by virtue of their personality characteristics but instead directed towards or promoted into a job assignment that is a good fit for their personality characteristics.

Another potential application of the taxonomy is in career guidance and vocational counselling. Managers may be ‘stuck in neutral, lacking personal drive as a result of not being sure why they are working and what they care about most’ (Stern, 2004: 159). Using the taxonomy as a tool for vocational counselling may help the manager to plan for a new and different role that is more suitable and gratifying.

Conclusion

In summary, the current work adopted by Winter and colleagues’ view that traits facilitate the behavioural expression of motives, but extended their channelling hypothesis by proposing that the extent to which unconflicted motive expression is adaptive versus maladaptive will vary depending on the degree of fit between the motive and the job environment. This proposal was illustrated through the introduction of a motive–trait taxonomy encompassing 12 managerial styles. As Winter et al. (1998) acknowledged, there are several personality elements that could potentially interact in the prediction of behaviour. While certainly not exhaustive, the current work examined the combined/interactive effect of two major levels of personality – implicit motives and traits – in an attempt to highlight the importance of considering the structure and organization of personality within the person (idiographic approach) in predicting occupational stress and strain in a managerial context.
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22 Avoiding entrepreneurial frustration: building a management team

Robert D. Hisrich and Julie Lutz

Introduction
In order to successfully launch and grow a new venture, the entrepreneur must build a strong management team with the necessary talent. Such a management team establishes, through its abilities and connections, the much-needed credibility that allows the venture to obtain the necessary resources (particularly financial support).

While the decision to hire a new employee is an important one for every business, its impact is even more significant for an entrepreneurial company. Every new addition to the management team helps determine the ability of the venture to launch and grow. Bad hires are expensive, and no organization, especially a small entrepreneurial one, can afford too many of them. It is thought that an employee hired in a typical entry-level position who quits after three months costs a company about $9,000 in salary, benefits, and training. In addition, the intangible costs – time invested in hiring and developing the new employee, lost opportunities, reduced morale among co-workers, and business setbacks – are seven times this cost, making the total cost for this bad hire about $72,000.

For many companies, attracting and retaining qualified employees remains a challenge, but the problem is especially acute among rapidly growing small businesses. A comprehensive study of companies’ hiring practices conducted by Staffing.org indicates that:

- Staffing costs are rising overall, despite increased use of the Internet.
- New-hire quality is the top staffing priority for 70 percent of the companies surveyed.
- Most companies have not differentiated between employees desired and those not desired.
- The workforce shortage will get worse. Between 2000 and 2020, an estimated 76 million baby boomers will retire from the workforce with only 45 million Generation Xers in the pipeline to replace them (Datz, 2000).

Building a strong management team is not easy. Of every three employees a business hires, frequently one makes a solid contribution, one is a marginal worker, and one is a hiring mistake. Because employees’ roles in a small company’s success are significant, due to the company’s size, entrepreneurs can least afford to make hiring mistakes. Often those hiring mistakes occur because entrepreneurs rush into a hiring decision or neglect to investigate thoroughly a candidate’s qualifications and suitability for a job, particularly checking the candidate’s references. One small entrepreneurial company in the telecommunications industry failed to check the references of one candidate who was hired as a sales manager. The individual was let go after just 11 months on the job, having achieved very disappointing results.
Hiring process approach

Although the importance of hiring decisions is significant in small companies, small businesses are most likely to make hiring mistakes because they lack the human resource expertise and the disciplined hiring procedures which are usually a part of a large company. In this regard it is particularly important for the entrepreneur to avoid the frustration in hiring by both understanding the attributes of his/her venture that will appeal to individuals and taking a planned approach to the hiring process. The hiring process is a continuum that can be addressed in five steps: define, post, date, negotiate and bind.

- Define – describe the job position, the need for the employee, the necessary skills and attributes of the employee, and a logical path for advancement.
- Post – advertise the job opening through databases, agencies, online services and word of mouth.
- Date – conduct background checks, call on references, interview, take the possible candidate out for lunch, evaluate samples of work, and consider a grace period of work.
- Negotiate – know what the industry pays for a similar position, know how much you can afford, and know what the employee values; then develop a benefit package that complements the individual’s greatest motivators.
- Bind – develop a contract that allows the termination of the employee in the same manner as the hire.

Define

The first step is critical as it lays the framework for the entire hiring process. This is where the entrepreneur determines exactly what the position involves, why a new employee is needed, and how much salary can be paid. Often the employee is needed to help grow the company when there is just not enough time for the entrepreneur to do everything. Or the new employee may be needed to provide advanced skills that the entrepreneur does not have. In either case, it is important to know why the employee is needed. Hetherington (2006) feels that the need for additional new employees is indicated when:

- you struggle to balance work with family life;
- you find it difficult to meet deadlines;
- your health is suffering as a result of high stress levels and long hours;
- personal relationships are adversely affected;
- you find yourself increasingly reliant on independent contractors to help you with particular projects;
- you waste valuable time on non-core business activities such as typing or filing;
- you find yourself turning away clients because you just don’t have the time to take on any new customers.

Once it is determined what the position involves, a detailed job description with all needed skills should be written. Once this is done, a value proposition can be developed as well as a structure for output expectations and salary and fringe benefits. The entrepreneur must know how important this employee is to determine the compensation level.
Comparable salaries of competitors are needed. Beyond defining the immediate need for the employee, think ahead to future growth opportunities. Having growth potential for the employee will make the appeal of the company more attractive and help in the hiring process.

Post
Finding suitable candidates is half the battle in the hiring process; this is sometimes the most frustrating part for entrepreneurs. According to a survey of the National Federation of Independent Businesses (NFIB) 19 percent of small businesses have a job opening they can’t fill and 77 percent of the companies felt that a shortage of qualified applicants was their greatest challenge. These job openings may be available for various reasons, but the majority are directly tied to financing the openings and finding the right people to fill them (Weisul, 2003).

The challenge arises for the small business owner in a couple of ways. Derek Sankey, a leading author on human resource issues, wrote that ‘many of the casualties in the intensifying war for talent are small business owners who lack the resources to compete with large corporations, causing many entrepreneurs to fight the problem on several new fronts’ (Sankey, 2006: 65). However, one solution to this dilemma can be developed by ‘positioning the company, by putting its strengths forward, and displaying security to potential employees that there is a solid ground and future’, says Michael Schell, president of Vancouver-based The Approved Group.

Research done by workopolis.com shows that in the last five years, people’s top priority has shifted from career to work–life balance. ‘Money is not the No. 1 attracting force for most applicants’, Schell says. This can be a real advantage to small firms that can offer more flexibility in the job, faster career advancements, and a greater focus on the employee. Once the entrepreneur understands some of the shifts in the job market it will be easier to conduct a more effective search process (Sankey, 2006).

The next challenge comes in locating potential employees. Sankey suggests that the traditional newspaper advertisements are still very effective for entry-level positions. More small businesses are also starting to advertise outside of their region and may do so to target a segment of people with specific skill sets. Career fairs as well as online job databases such as DirectHire Plus are great outlets for possible candidates. Other sources for prospective employees include vendors, professional associations and customers. Spread the word among your social contacts as well – you never know who might know of the right candidate for you business. Schell also emphasizes that singing bonuses may also be considered in the job description to lure individuals to the company; entrepreneurs need to move quickly with little bureaucracy, a competitive advantage over the large corporations.

Date
The interviewing process is the time to learn more about the candidate and the key success factor here is to listen. Ask plenty of questions and understand how a person’s work experiences relate to the open position. Perform a second interview and spend more than an hour or two with the person before bringing him/her into your organization. Run a background check on the individual and follow your intuition. Often your first instinct about a candidate is correct. However, Malcolm Gladwell cautions employers in his book,
Blink, how rapid analysis or what he calls ‘thin-slicing’ can be dangerous in hiring situations. He writes about the ‘dark side of rapid cognition’ which is often the origin of prejudice and discrimination. In his example, he writes about the history of past president Warren Harding, who was perceived as a ‘Roman’ figure, with a strong build and endearing features. Harding rose through the political ranks primarily because he looked like a great president, not because he was a brilliant politician. He is known as one of the worst presidents in US history (Gladwell, 2005: 72–6).

Because the hire of a new employee is critical and intuition cannot be taken lightly, always conduct a second interview and possibly even a third. Have the top candidates meet with someone else in your organization or outside, if needed, to get another perspective. The candidate may seem completely different to you the second or third time around. Don’t hire someone simply because you like them in the interview without checking their qualifications. If you’re not 100 percent sure about someone, interview some more people, says Wesman. ‘When you look at them, you should be able to say, I want this person in my office tomorrow’ (Sankey, 2006).

**Negotiate**
Don’t hire the least expensive person because you feel you can’t afford better talent. Instead, invest in someone who has the skills and abilities you need and who can help expand the business. It may be tempting to cut financial corners with payroll, but the consequences of losing talented employees to competitors could be the result. Offer the best financial package the business can provide at the present time, and then focus on offering fringe benefits, stock ownership and other perks.

Consider a trial period or other mutual evaluation method; one technique frequently used is to give a prospective employee an actual assignment. Ask them to complete a project similar to the actual work they’d be doing and pay them for it. The process provides an insight to both the employee and entrepreneur of what each can expect.

Be prepared to make an offer on the spot. This is an advantage over the large corporations that need to take a series of steps to put an offer letter together and get approval from various departments. This is not to say that a formal process is not necessary, with legal paperwork and contracts, but be ready, have your homework done, know what you can offer, and you will be able to make an offer when you come across the best candidate.

**Bind**
The process of hiring new employees is a legal one, and all paperwork and documentation need to be arranged. A human resources (HR) department is a critical interface for employee satisfaction and includes the responsibilities for payroll, benefits, hiring/firing, and keeping up to date on all state and federal laws. In a small business the entrepreneur may very well be the HR department, and may not have much expertise in this area. However, HR plays a critical role in keeping an employee satisfied, and if this is incorrectly managed it could cause significant legal issues.

The US Small Business Association (SBA) is a great source for HR standards and laws, and can be accessed through local chapters or online at sba.gov. Another option for maintaining proper HR processes is to outsource a portion or entire department to a third-party vendor. According to an article on Entrepreneur.com, the HR outsourcing industry grew from $13.9 billion in 1999 to $37.7 billion in 2003 (Lee, 2002).
The hiring process doesn’t end with making the selection. Be prepared for the employee by having a place set up for him/her to work, and making the individual comfortable with a warm welcome into the company. Success of a new hire may depend significantly on how much up-front knowledge is provided. Avoid unnecessary mistakes, confusion and financial losses through a structured training program.

A solid and detailed hiring process can avoid future headaches for the entrepreneur and serves as the foundation for acquiring new employees. This process is easily neglected by entrepreneurs without prior experience in hiring and a formal HR department; however, while it is one attribute that affects successful hiring, there are four more critical ones in developing a credible management team. These include: develop and maintain core values; develop a culture and competent organization; develop appropriate compensation packages; and develop appropriate employee benefits.

Develop and maintain core values
In an era of hypercompetition and economic turbulence, amid skepticism about the value and integrity of businesses, in order to build a strong credible management team the entrepreneur must establish a well-articulated company mission and a consistently practiced set of core values. Employees today more than ever before are seeking meaning in their jobs and want their work to be purposeful. While compensation is important, the real motivation of most potential members of the management team goes far beyond monetary reward; a higher-order motivation arises out of believing that your work has a purpose and is a part of something larger in the company context that will achieve something truly worthwhile. The mission of the company that delivers a clear sense of direction and purpose is a good way to give value and meaning to your employees. Table 22.1 presents the central concepts distilled from the mission statements of such selected US companies as 3M, General Electric, Marriott and Wal-Mart. When these mission statements are analyzed, several underlying themes emerge. First, successful companies feel that their most valuable asset is their people, and will go to great lengths to make sure it is fun to go to work. Given enough time and resources, any innovative product or service can be replicated and often bettered. However, it is extremely hard to replicate, even in the long run, a company with highly motivated loyal employees who are having fun.

Second, successful entrepreneurial companies focus on customer satisfaction. The purpose of any company is serving its customers (as well as all of its stakeholders). Superior service and satisfied customers produce greater market share and the ability to sustain profitable margins. This results in a greater growth rate and profitability, which maximizes shareholder wealth. A company’s ability to survive and prosper is directly related to how well it serves and satisfies its customers.

Third, successful companies continually innovate, constantly improving not only the quality of their own products and services but also the quality of life of their stakeholders. This focus on creativity and continuous innovation ensures that the company is always at the cutting edge of technology, producing high-quality, reliable products and services. Finally, successful companies operate with honesty and integrity. The scandals at Tyco, Worldcom, Enron and Adelphia show the importance of this aspect of a good mission statement and maintaining high core values. There is never a concern about the way any stakeholder will be treated in a successful company. When the mission statement embodies
Table 22.1 Central concepts of the mission statements of selected US companies

<table>
<thead>
<tr>
<th>Company</th>
<th>Concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>3M</td>
<td>● Innovation: ‘thou shalt not kill a new product idea’</td>
</tr>
<tr>
<td></td>
<td>● Absolute integrity</td>
</tr>
<tr>
<td></td>
<td>● Respect for individual initiative and personal growth</td>
</tr>
<tr>
<td></td>
<td>● Tolerance for honest mistakes</td>
</tr>
<tr>
<td></td>
<td>● Product quality and reliability</td>
</tr>
<tr>
<td>American Express</td>
<td>● Heroic customer service</td>
</tr>
<tr>
<td></td>
<td>● Worldwide reliability of services</td>
</tr>
<tr>
<td></td>
<td>● Encouragement of individual initiative</td>
</tr>
<tr>
<td>Ford</td>
<td>● People as the source of our strength</td>
</tr>
<tr>
<td></td>
<td>● Products as the ‘end result of our efforts’ (we are about cars)</td>
</tr>
<tr>
<td></td>
<td>● Profits as a necessary means and measure for our success</td>
</tr>
<tr>
<td></td>
<td>● Basic honesty and integrity</td>
</tr>
<tr>
<td>General Electric</td>
<td>● Improving the quality of life through technology and innovation</td>
</tr>
<tr>
<td></td>
<td>● Interdependent balance between responsibility to customers, employees, society and shareholders (no clear hierarchy)</td>
</tr>
<tr>
<td></td>
<td>● Individual responsibility and opportunity</td>
</tr>
<tr>
<td></td>
<td>● Honesty and integrity</td>
</tr>
<tr>
<td>Marriott</td>
<td>● Friendly service and excellent value (customers are guests): ‘Make people away from home feel that they’re among friends and really wanted’</td>
</tr>
<tr>
<td></td>
<td>● People are number one – treat them well, expect a lot, and the rest will follow</td>
</tr>
<tr>
<td></td>
<td>● Work hard, yet keep it fun</td>
</tr>
<tr>
<td></td>
<td>● Continual self-improvement</td>
</tr>
<tr>
<td></td>
<td>● Overcoming adversity to build character</td>
</tr>
<tr>
<td>Procter &amp; Gamble</td>
<td>● Product excellence</td>
</tr>
<tr>
<td></td>
<td>● Continuous self-improvement</td>
</tr>
<tr>
<td></td>
<td>● Honesty and fairness</td>
</tr>
<tr>
<td></td>
<td>● Respect and concern for the individual</td>
</tr>
<tr>
<td>Wal-Mart</td>
<td>● ‘We exist to provide to our customers’ – to make their lives better via lower prices and greater selection; all else is secondary</td>
</tr>
<tr>
<td></td>
<td>● Swim upstream buck conventional wisdom</td>
</tr>
<tr>
<td></td>
<td>● Be in partnership with employees</td>
</tr>
<tr>
<td></td>
<td>● Work with passion, commitment and enthusiasm</td>
</tr>
<tr>
<td></td>
<td>● Run lean</td>
</tr>
<tr>
<td></td>
<td>● Pursue ever higher goals</td>
</tr>
</tbody>
</table>


these four concepts consistently over time, employees will take ownership and make the commitment necessary to ensure the company is successful regardless of the hours of work needed.

This mission statement sets the stage for the development of a set of core company values that need to be practiced daily by everyone in the organization. Core values of good
companies are very similar and center around such things as servicing customers, high-quality products and services, integrity in all activities, respect for employees, focusing on all the stakeholders, continually being innovative, and contributing to society. The entrepreneur and his or her management team need to make sure that the core values of the company are known and followed. This means that the values are continuously reinforced and reflected in the actions of the company at all levels.

Unless the entrepreneur establishes a clearly articulated set of values, it is unlikely that there will be employees’ trust and support of the company and its mission. It takes a long time to establish this trust and commitment, which can be lost in just one single act.

The set of core values underpins the purpose of the company – the ultimate reason for its existence. Every company has a core purpose of which every employee must clearly and fully be aware. Example core purposes for selected companies follow:

- Hewlett-Packard: to make technical contributions for the advancement and welfare of humanity
- Mary Kay: to give unlimited opportunity to women
- McKinsey: to help leading corporations and governments be more successful
- Merck: to preserve and improve human life
- Wal-Mart: to give ordinary people the chance to buy the same things as anyone else
- Walt Disney: to make people happy

The mission, core values and purpose are the foundations of every company. Every policy, strategy practice and tactic should be governed by and support them.

Care needs to be taken to separate the established core values and purpose from best practices and strategies. For example, IBM at one point believed its strategy of developing, selling and servicing mainframe computers was its core value. This idea, for a period of time, brought havoc on IBM’s market position as it delayed its response to the smaller personal computers coming into the market. Once the core values and strategies were separated and IBM went back to its basic core values, the company responded to this competitive threat with its own version of the small personal computer and reversed its downward trend.

In 1967 Truett Cathy started his company, Chick-fil-A, a fast-food chicken restaurant, now a chain, juggling profit and prayer. This private, family-owned business has used these principles to become the number two fast-food chain in the world in 2002, with over 1055 restaurants and revenues of over $1.2 billion. The fast-food chain is closed on Sundays and spends millions each year on college scholarships, foster homes, and summer camps. QSR Magazine recently ranked its drive-through service as number one in the industry. Except for a few hundred licensed stores in airports and on college campuses, the company owns most of its restaurants, each of which is run by a manager who shares in the profits but not the ownership of the company. Typically, when the company is expanding to a new location, the selected manager puts up between $5000 and $10 000 and is guaranteed a minimum income. Each manager pays the company 15 percent of the gross revenue and 50 percent of the profits of his or her particular restaurant(s). The company has grown by carefully selecting capable, hungry entrepreneurs for each of its stores. The company prefers this private family ownership rather than franchising or being a publicly traded company. Managers of large stand-alone Chick-fil-A restaurants can earn upward of $140 000 per year.
The company, now under Truett’s son, Dan, has some aggressive growth plans. Chick-fil-A added about 80 stores in 2003, mostly in the Southeast, and plans to add an additional 420 stores by 2006. Plans are also in the works for adding such new menu items as fresh-squeezed lemonade smoothies and a spicy salad. Prayer is welcome at the company’s headquarters or stores, as Chick-fil-A’s religious base and inspiration has served the company well, especially during these times of corporate scandals.

What a contrast there is between Truett and Dan Cathy of Chick-fil-A and Dennis Kozlowski, the former CEO of Tyco. Dennis allegedly has taken over $600 million from Tyco through theft, misuse of loans, and selling shares of company stock while concealing what was really happening. While honing a reputation for frugality and stating that he did not believe in perks, Dennis Kozlowski allegedly siphoned millions from Tyco to buy yachts, paintings and luxury apartments. His $30 million Fifth Avenue apartment supposedly has a $6000 shower curtain and a $15,000 poodle-shaped umbrella stand. Perhaps his greatest exploitation was having Tyco pay for half of the $2.1 million birthday party for his wife, Karen. This price tag included flying 75 people to the Italian island of Sardinia and showcasing a big ice sculpture of David at the party.

For more information on core values and writing an effective mission statement see American Marketing Association (2002) and Kattenmaker (2002).

**Develop a culture and competence**

The company culture is the unwritten code of conduct that governs the behavior, attitudes, relationships and style of an organization. It embodies the way the company does things. In many entrepreneurial companies, culture plays an equally important role in gaining a competitive advantage as strategy does. A company’s culture has a powerful impact on the way people work together, how they do their jobs, and how they treat their customers. The culture is reflected in how workers dress and act, and in the language used. The dress code varies greatly by company. At some companies, the dress code is suits and ties, while at others it is more relaxed, even to jeans and T-shirts.

The culture of the organization reflects the deep-seated philosophy of the founder or executives on how the people in the organization should behave toward the customers as well as toward each other. A company’s culture arises from an entrepreneur’s consistent and relentless pursuit of a set of core values that everyone in the company can believe in.

The culture of the company along with the core values and competencies need to align with the employees of the company to maximize their level of motivation. If misalignment occurs between these three factors and the employee or if there is any ambiguity, it will be difficult to keep employees at peak performance or even keep them at all, regardless of the type and level of compensation.

Building a company with a strong management team that is credible to the external environment, particularly financial supporters, requires that the entrepreneur develop competence within the organization. Overall company competence provides the company the ability to build, combine and integrate resources into the products and/or services it offers. Some of the company’s competencies are distinctive enough to be labeled core competencies; these provide it with significant sustainable competitive advantages over competition, and offer real benefits to customers and are difficult to imitate.

Competence of the company can be classified along three dimensions: attitudes, knowledge and know-how. *Attitudes* in terms of behavior, identity and determination are
sometimes overlooked as part of the competence of a company. Yet they are essential for any individual or company to achieve anything significant. Knowledge is the assimilated information and data of the company, enabling it to successfully build the quality products and services from the resources obtained. Finally, know-how reflects the skills and capabilities that define the company’s ability to act and produce output according to the developed objectives and processes.

Besides these three competencies, which collectively make up what is sometimes called cognitive capabilities, the company must also have competence in terms of tangible and intangible assets (equipment, buildings, products and services, brand equity, software and customer loyalty); organizational structure (the structural design of the company and its coordinating mechanisms and processes); and company identity (the beliefs, values and overall culture of the company). The development of these competencies allows the company to continue to operate and survive for a long period of time despite the presence of hypercompetition and economic and governmental instability.

For more information on company culture see Vargo (2006) and Collins (2006).

**Develop an appropriate compensation plan**

Given the hypercompetition, the need for shareholder value, and economic turbulence in today’s business climate, it is important that each entrepreneur construct the appropriate compensation package in order to build a strong, credible management team. Compensation is more than just money, whether it is paid in wages, salaries, commissions or bonuses. Other forms of extrinsic compensation include equity; stock options; perquisites, such as a company car; child care; expense account; membership privileges; health care; personal insurance; and pension contribution. Extending the term compensation to the fullest would include such intrinsic compensation as status; independence; power; office; company parking place; type of office furnishings and computer; vacations and holidays; and family, personal and sick leave. Compensation options are listed in Figure 22.1. Using these items, the entrepreneur can develop a compensation package consisting of economic and non-economic aspects for each potential member of the management team and then, most importantly, review this with the employee(s) on an annual basis.

While there is nothing new about using incentives to motivate workers, shareholder mistrust and economic turbulence have caused the shift in motivational leadership to a variety of incentive/pay-for-performance plans. In the extreme case, this makes every employee’s compensation a variable cost dependent on his or her productivity and the successful performance of the company. This type of compensation system tends to keep fixed costs low and motivates employees to achieve greater productivity.

There are many types of incentive plans that can be classified in several ways. They can be classified by level, with the individual compensation plans providing income to individual employees over and above their base salary when specific individual performance goals are met. If the level is not individual, then it is a group incentive plan, which pays all members in the group or team when the performance goals/standards established for the group are met. Profit-sharing plans provide all or almost all employees with a share of the company’s profits in a specific period of time. There are also employee group plans such as those for sales employees, operating employees and distribution employees.

Figure 22.1 Economic and non-economic compensation options
Incentives for non-managerial employees
Almost all entrepreneurs employ some individuals who are non-managerial and actually perform the operational work of the company. These can include the janitor who cleans the offices, the production worker who makes the product, the receptionist who handles a variety of company tasks, to the data processing clerk who inputs the orders. There are several types of incentive plans that can be used for this type of employment.

Salaried hour plan
The salaried hour plan is the most common plan used for non-managerial employees. Under this plan an employee is paid a basic hourly rate and an extra percentage of his or her rate for output exceeding the standard. If Sally, a sales lead specialist, is paid $80 per day for getting 40 new leads and she obtains 60 new leads one day, her pay would be $80 + (50% * $80) or $120 that day. Care must be taken by the entrepreneur using this plan that the quality is not sacrificed for the quantity that results in increased pay.

Piecework plan
In the widely used piecework plan, an employee is paid an amount, called a piece rate, for each unit produced. If Sam receives $1.25 for each email sales lead found, he will receive $100 for obtaining 80 leads in one day. The problem for the entrepreneur in implementing a piecework plan is determining the correct rate to pay per piece. In the case of Sam in the above example, the entrepreneur felt that Sam was worth $10/hour and that eight good leads per hour was a good standard product rate; therefore a piece rate of $1.25 (10/hour divided by 8) was established.

The piecework can be either straight or shared depending on the desire of the entrepreneur. The previous case was an example of straight piecework as there is a strict relationship between results and rewards. If shared piecework is used and Sam continually obtains 100 leads per day instead of 80, which was the initial standard, then his piece rate for leads above 90 might be $1.35.

A piecework compensation plan is very understandable and equitable, and it provides good incentives for the employees, as rewards are proportionate to performance. However, this compensation plan can lead to some employee rigidity in terms of resisting improving or even meeting quality standards and not being interested in switching to another job, which may reduce output. The plan also increases resistance to any other change, including using new technology.

Team (group) incentive plans
Team (group) incentive plans reward the team for its performance, from which each team member’s pay is derived. The members of the team are paid based on each team member receiving pay equal to the average pay earned by the group or each member receiving the same pay earned by either the highest-paid or the lowest-paid member of the team. Instead of being based on pay, another individual compensation method is to set an engineered production standard: each member of the team then receives the same pay based on the piece rate of the output of the team. If it is wished to avoid using an engineered standard, then the entrepreneur should tie the rewards of the team, and hence the individual, to goals reached based on some overall standard, such as the number of defective products and/or number of labor hours per product. This latter plan usually produces
good results as the team members are motivated to achieve greater and greater efficiencies determined by management without the use of an engineered standard, which team members usually disagree with.

Generally, team incentives work very well for motivating non-management employees when the work is organized around teams. This type of incentive reinforces team planning and problem solving while helping build *esprit de corps* and collaboration among team members. The entrepreneur should make sure, when using a team incentive plan, that no individual(s) becomes disgruntled because he or she is ‘carrying’ the team, resulting in rewards and pay not proportionate to his or her efforts.

**Incentives for salespeople**

Incentives for salespeople are some of the most important incentives to establish, as salespeople drive the top line of the company. As the age-old adage states: ‘Nothing happens until a sale is made.’ Sales compensation plans tend to be of three types: straight commission, straight salary plan, or a combination of salary and commission.

**Straight commission** The straight commission compensation plan maximizes incentives, minimizes security, and frequently results in very high productivity and earning levels for salespeople. This plan is usually employed in direct marketing, some industrial sales, retail furniture sales, automotive sales, international sales of the company’s local salespeople selling in their country’s market; real-estate transactions; and group sales. Under this plan, unproductive salespeople eventually resign because their salaries are derived from paid commissions based only on performance, as measured in terms of sales and sometimes profits.

When establishing a straight commission plan, the company first must determine the base or unit. This becomes the basis for paying commissions, and is usually stated in units of sale, dollar sales, gross profits, or some sales/profit combination. Second, the company must determine the rate that will be paid per unit, which is often expressed as a percentage of gross profit or sales. Third, the company must establish a starting point for commissions. This point can be the first unit sold, the first unit sold after obtaining a specific level of sales, or an established quota. Finally, the company must decide on the time period for payment of commissions, as well as the method for handling sales returns, canceled orders and non-payments.

Commissions are usually paid when the order is received, goods are shipped, or payment is received. Commissions often are adjusted in the next payment period for any non-payments, canceled orders or returned merchandise in the previous period. To help ensure prompt delivery and build customer relations, most companies usually pay commissions once the order is shipped. Under this system, salespeople work with production and shipping to ensure that the order is sent on a timely basis, and is not canceled due to delay.

To help offset fluctuations in salary, and to help salespeople on straight commissions, some companies provide a draw, in addition to the established commission plan. A draw is a sum of money paid to salespeople against future commissions. The ‘drawn’ money is deducted from commissions earned in the next payment period.

With or without a guaranteed draw, straight commission plans are used in many industries, particularly when the company wants a strong incentive to sell. Some industries, such
as consumer packaged goods, tend not to use a straight commission plan because of the
difficulty in relating sales volume to the efforts of a particular salesperson. For example, the
sale of a 96-ounce box of Ultra Tide at a Giant Eagle store in Cleveland, Ohio, might have
been the result of a manufacturer’s coupon from Procter and Gamble, not the work of the
salesperson calling on the account. It also may have resulted from a call by the sales manager
at Giant Eagle’s headquarters, a display allowance given by Procter and Gamble to the
Giant Eagle store for displaying the product, a product advertisement in the Cleveland Plain
Dealer, or the salesperson’s call on the manager of another Giant Eagle store in the area.
In all likelihood, a combination of several of these activities affected the sale.

Straight salary plan Even though individuals with good selling ability are better
rewarded (if they can perform) under a straight commission plan, many people do not
like to work under conditions of uncertainty and potential for wide fluctuations in
income. These more security-minded salespeople prefer a dependable, regular income
rather than making a larger amount of money under the uncertain straight commission
plan. Security with a straight salary plan is particularly important in widely fluctuating
company and market situations and when the company’s sales are periodic or seasonal.

A company should definitely consider a straight salary plan in the following circum-
cstances, even though the incentive for higher sales volume may be reduced:

1. When a long learning period is needed for salespeople to perform effectively. A
straight salary is needed, at least in the beginning, to cover the training period until
commissions are large enough to provide an adequate standard of living. Initially,
without a straight salary plan, it would be very difficult to recruit good salespeople.

2. When a major capital expenditure is involved with an extended negotiation period in
the selling process. A company may take more than a year to make such a big deci-
sion. A salesperson might be calling on and working with a company during this
entire period in order to make the final sale, and yet would not earn any commission
during this time.

3. When sales, usually more technical in nature, require team selling among such people
as a salesperson, a marketing support person, a technical engineer and an upper-level
manager. Because each individual plays a role in the final sale, it is difficult to assign
total credit to the salesperson.

4. When advertising, sales promotion, and/or a direct-mail piece have a significant
effect on the final sale, and when the extent of that effect with respect to the efforts
of the salesperson is difficult to evaluate. A straight salary plan in this case also
rewards non-selling activities, commonly called missionary selling. These include
providing customer assistance, setting up in-store displays, redesigning an entire
area of a store for introducing a new line of products, or calling on potential new
customers.

Because a salesperson’s compensation in a straight salary plan is not based on pro-
ductivity, which is usually measured by sales and/or profits, this compensation plan
provides salespeople with the most security and allows the company to direct all the
sales activities. This helps to ensure that the company will reach its established
objectives. In industries such as heavy machinery, aerospace, chemical, petroleum, and
consumer non-durable goods, a straight salary compensation plan is widely used. Sometimes salespeople are even called consultants or engineers, and ‘sales’ is not even a part of their title.

**Combination compensation plans** A combination compensation plan integrates characteristics of both the straight salary and straight commission plans. The salary part of the compensation package provides security and a base reward for minimal level of sales performance. The commission and/or bonus part of the compensation package is reward for achieving or exceeding volume and/or profit goals. The critical factor in developing an effective combination compensation plan is the proportion of salary to commission incentive. The ideal combination is a salary large enough to attract talented salespeople coupled with an incentive plan large enough to strongly motivate them. Although the salary incentive mix varies depending on the industry, the competition, and the nature of the selling task, a compensation package that is 70 to 80 percent salary and 20 to 30 percent incentive is usually considered balanced and attractive.

**Incentives for managers and executives** Probably no other area is more important for the success of the entrepreneur and the business than attracting and retaining key managers and executives. Since these individuals influence directly the overall performance in terms of sales and profits for the company, the entrepreneur needs to put considerable thought into how to reward them. Most managers receive both short-term bonuses and long-term incentives in addition to their salary.

**Short-term incentives** Most firms have annual bonus plans designed to motivate the short-term performance of managers and executives; these bonuses are tied to the profitability of the company. Short-term bonuses can significantly adjust pay, sometimes up to 30 percent or more of the total pay received. In establishing the annual bonus or any other short-term incentive plan, the entrepreneur needs to keep in mind three things: eligibility, total size of the reward, and individual rewards. In terms of eligibility, it is usually better to have as much eligibility as makes sense, including both upper- and lower-level managers. This eligibility can be decided in a number of ways, but it is usually best to determine it based either on job level (title) or a combination of factors such as job level (title), base salary level, and discretionary considerations such as jobs that are key to the company’s performance. The size of the bonus received usually varies by job level (title), with top-level executives receiving a higher percentage bonus than lower-level managers.

The entrepreneur also must decide the total amount of bonus money available – the size of the bonus pool. Entrepreneurs make this decision in several different ways. Some entrepreneurs use a straight percentage (usually of the company’s net income) to create the bonus pool. This is called a *non-deductible formula approach*. Other entrepreneurs feel that the bonus pool should be based on amounts achieved only after specified levels of earnings are reached. This is called a *deductible formula approach*. Still other entrepreneurs do not use a formula but determine the size of the bonus pool on some discretionary basis. While there are no hard-and-fast rules for determining the proportion of the profits to pay out through the bonus pool, the entrepreneur should make this determination carefully so that both managers and shareholders are rewarded and the company can continue to perform and grow.
The third task in developing a good annual bonus plan is deciding the individual rewards. Usually an entrepreneur establishes a larger bonus and a maximum bonus (usually twice the size of the target bonus) for each eligible position, and the actual individual bonus received reflects the individual’s performance. To implement this, the entrepreneur must establish a process for computing the performance ratings of each manager; the preliminary total bonus estimates; the total amount of money required with the total bonus fund available; and then, if applicable, any necessary adjustments to each individual’s bonus. While there are not hard-and-fast rules, usually top-level executives’ bonuses are tied to overall company results rather than individual performance, while at the lower levels of management, individual performance affects the bonus paid.

Long-term incentives Long term incentives are used to make sure decisions are made that will impact the long-term (not just the short-term) results of the company and will encourage managers and executives to stay with the company by letting these individuals accumulate capital that can only be cashed in after a specified number of years of employment, the vesting period. In terms of long-term incentives, the entrepreneur can use cash, stock, stock appreciation rights and stock options. Since long-term incentives are so important and are now being scrutinized and reviewed by the legislature in the USA, various stock option plans will be discussed in the next section of this chapter, ‘Equity-based compensation’.

The long-term incentives have such a profound impact on the strategic success of the company that the entrepreneur should use them over a long period of time to reward managers and executives for contributing to the success of the business. This requires that the entrepreneur first define the company’s strategy and then creates the compensation package that will reward managers for carrying out this strategy.

Equity-based compensation Some entrepreneurs recognize that talented people are indispensable to the success of their business and design compensation packages that will attract and retain key employees without overextending the company’s resources. Since oftentimes the salary levels needed are beyond the capacity of the firm, equity in the company has become the currency, allowing the entrepreneur to compete for the key individual needed. In addition to attracting and retaining key employees, equity-based compensation serves other purposes. It reduces cash flow and book expenses; it minimizes and postpones certain tax liabilities of the company; and, most importantly, it helps employees be concerned about and focus on improving the value of the company.

Stock options By far the most popular equity incentive used by entrepreneurs is stock options. A stock option gives the employee the right to buy stock in the company at a stated price (the exercise price) for a specified period of time (option term). When granting a stock option, the company presently does not take any charge to earnings (although this law may change due to increasing legislative interest following several scandalous company situations such as Enron, WorldCom, and Adelphia Cable). The company also realizes positive cash flow when the option is exercised (turned in for stock) while obtaining loyalty to the company.
from individuals critical to its success. Stock options are of two types: incentive stock options (ISOs) and non-qualified stock options (NQSOs).

Incentive stock options can only be used upon shareholder approval. They enjoy a special tax treatment, as the employee realizes no taxable income when receiving the option or exercising it. The employee is only taxed when the acquired stock is sold, and then the applicable tax rate is the capital-gain tax rate, which is lower than the employee’s personal income tax rate. The employee must hold the options and the stock for the required time period. The entrepreneur needs to follow the rules governing incentive stock options carefully, and employees need to observe the rules regarding their exercise.

Non-qualified stock options are different in that there are no restrictions on option price, term number of options granted or vested in a given year, or the disposition of the stock acquired through exercising an option. There are three different categories of non-qualified stock options. Market value options have an exercise price equal to the fair market value of the company’s stock on the date of issuing the option. Discounted stock options have an exercise price below the fair market value of the company’s stock on the issuance of options. Finally, premium-priced options have an exercise price above the fair market value of the stock when the option was received. When exercised, the company is entitled to a tax deduction on the amount of tax to the employee. All things being equal from the company’s standpoint, non-qualified stock option plans are preferred over incentive stock option plans.

Restricted stock

An entrepreneur also can award key employees additional shares of restricted stock – stock not vested until the employee achieves his or her performance objectives or completes a prescribed number of years of employment. The employee is taxed on the value of these shares when they are no longer restricted (are freely transferable) or subject to a substantial use of forfeiture. The company has a tax deduction equal to the amount of income the employee recognized as a tax liability.

Regardless of controversy and the fact that many stock plans, mainly options, are underwater (having no value with the option price being higher than the present stock price); stock-based compensation is still a good idea for entrepreneurs to use in attracting and retaining key employees, even if stock options are required to be charged against earnings when issued. Companies such as Nanoventions, a micro-options manufacturer, continue to use them, believing that employees of the company still like them, particularly those that really believe in the product and its future potential. For more information on employee compensation see McGarvey and Harrison (2006), Frye (2004), Johnson and Tian (2000) and ‘Compensation Guide’ (2006).

Motivation and compensation

A survey conducted from 2001 to 2004 by Sirota Survey Intelligence questioned 1.2 million employees from 52 Fortune 1000 companies and found that 85 percent of them felt that their employees’ motivations had decreased significantly after six months of employment. The survey also found that management was a direct cause for this demotivation. Recommended to counteract a decline in motivation, management must understand three sets of goals that the majority of workers desire from their work – and then satisfy those goals.
1. Equity: to be respected and be treated fairly in pay, benefits, and job security.
2. Achievement: to be proud of one's job, accomplishments and employer.
3. Camaraderie: to have good, productive relationships with fellow employees.

The survey found that all three sets of goals must be maintained to keep an employee motivated. It does not help to offer more incentives in one category in place of the other categories; all three must be fulfilled. For example, ‘improved recognition cannot replace better pay, money cannot substitute for taking pride in a job well done, and pride alone will not pay the mortgage’ (Hindustan Times, 2006).

A lack of balance between these three factors may be leading to the exodus of employees from big pharmaceutical companies. Scott Hull writes about the major draws away from big pharmaceutical companies to smaller biotech companies. Some people, he says, are leaving for the opportunities of bigger money in the upcoming biotech industry while others are simply seeking more satisfying jobs. Some of the points of satisfaction come from: being closer to innovation; doing research that focuses on patients rather than diseases; being more entrepreneurial; having the freedom to explore and experiment; and the possibility a quicker advancing career (Hull, 2006).

One help in addressing the motivation issue is to have appropriate economic and non-economic compensation options. The numerous economic compensation options that can motivate are indicated in Figure 22.2 and some non-economic compensation options are indicated in Table 22.2.

If employees have migrated to smaller business, such as in the case of biotech companies, it is then the manager’s task to keep employees motivated. Eight tips to improve employee motivation provided by the article ‘Stop demotivating your employees!’ (Hindustan Times, January 2006) are as follows:

- Instill an inspiring purpose
- Provide recognition
- Be an expeditor for your employees
- Coach your employees for improvement
- Communicate fully
- Face up to poor performance
- Promote teamwork
- Listen and involve

Employee motivation can be understood even more granularly by looking at the core motivators of individual employees, which can further aid in determining what mix of

| Fun/exciting | = stock ownership driven by new innovations |
| Making a difference | = doing research that focuses on patients |
| Speed of decision making | = more entrepreneurial and less bureaucratic |
| Autonomy | = freedom to explore, experiment, take risks and make decisions |
| Career advancement | = quicker in smaller companies |
Figure 22.2  Economic compensation options
economic and non-economic incentives to offer an employee. The core motivators are described through a longstanding concept of career anchors by Edgar Schein. Schein indicated that there are eight main motivators for employees that define how they perceive themselves and their work. The key to using his framework is to first identify which anchors your employees most relate to. This will allow managers to communicate better with employees and bundle incentive packages that target their needs and ultimately drive them to be more productive (Schein, 1990).

If you are good at assessing people you can determine the career anchor for each of your employees, or for more assistance Schein offers an evaluation that can identify each employee’s strongest tendencies (Field, 2003).

The eight career anchors represent overall categories for an employee’s main characteristics and are described through key attributes (see Table 22.3). The greatest advantage in Schein’s model comes from identifying how to communicate with an employee dependent on the career anchor and how to offer appropriate recognition. For example, if you hire a new employee who clearly holds the greatest tendencies in the Lifestyle Career Anchor, recognize that the employee places the greatest importance on maintaining a work–life balance, is best communicated to in a direct and concise manner, and is motivated through rewards of a flexible schedule and time for more activities outside of work.

For more information on employee motivation see Daniels (2001) and ‘Motivating employees guide’ (2006).

Develop appropriate employee benefits
Smaller entrepreneurial firms generally provide fewer and different benefits than larger firms. While this reflects the size of the business, it also is a result of the fact that smaller firms are less likely to be unionized. One cause of this difference is the substantial overhead cost of benefit administration, which could include having a benefits administrator or a human resource manager on the company’s payroll. Since these personnel costs can be amortized over the entire employee base, it takes a certain organizational size in terms of the number of employees to make having a human resource manager and/or benefit administrator cost-effective.

In today’s environment, it is particularly important to accommodate the increased interest in a greater work–life balance. Entrepreneurs particularly can use flexible scheduling as a low-cost but extremely attractive incentive to attract and retain top-level talent at all levels of the organization. Some feel that flexibility is the number one benefit sought by all employees.

A survey of the employee benefits of the top 100 companies according to Entrepreneur Magazine is indicted in Table 22.4. As indicted, flextime and telecommuting are on the increase over the last three years, with most other benefit categories (health insurance 401(k) plans, stock options, tuition reimbursement and job salary) remaining relatively stable.

Some companies have had greater success in attracting and retaining employees by hiring local people. Jameson Inns, a regional hotel chain, has had great success in hiring local managers and other employees for each of its 121 hotels. These managers know the area and the competition, and have proven to be very successful at building a strong clientele.

Similarly, New Ravenia, a company that creates custom mosaics, hired all its 105 employees, even the CEO, from Virginia’s eastern shore. Even though each of the
### Table 22.3 Edgar Schein's eight career anchors

<table>
<thead>
<tr>
<th>Career anchors</th>
<th>Key attributes</th>
<th>How to communicate</th>
<th>Best type of recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Technical/functional</td>
<td>● Desire to excel in chosen line of work</td>
<td>● Appeal to them as experts and try to have others do the same</td>
<td>● Allow them to continually refine their skills</td>
</tr>
<tr>
<td></td>
<td>● Opportunity to refine skills is bigger driver than money and promotions</td>
<td>● Don’t pretend to have knowledge in a field when you don’t; you’ll quickly lose their respect</td>
<td>● Help ‘keep their edge’ by sending them on conferences or seminars</td>
</tr>
<tr>
<td>2 General/managerial</td>
<td>● Looks for upward movement in a company</td>
<td>● Converse with them over performance and results</td>
<td>● Money</td>
</tr>
<tr>
<td></td>
<td>● Wants to learn many functions</td>
<td>● Include them in administration matters and ask their input</td>
<td>● Promotions</td>
</tr>
<tr>
<td></td>
<td>● Enjoys compiling information, supervising groups, and applying interpersonal skills</td>
<td></td>
<td>● Leadership in key projects</td>
</tr>
<tr>
<td>3 Autonomy/dependence</td>
<td>● Goal is freedom to work</td>
<td>● Avoid having group meetings and calls</td>
<td>● Prestigious title</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Set a timetable to meet for work updates</td>
<td>● Training through workshops or seminars</td>
</tr>
<tr>
<td>4 Security/stability</td>
<td>● Value predictable environment the most</td>
<td>● Communicate with them frequently</td>
<td>● Show appreciation for their loyalty</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Urge them to take action and pursue continuous learning</td>
<td>● Take them to lunch</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Provide organized activities</td>
</tr>
<tr>
<td>5 Entrepreneurial</td>
<td>● Want to create something of their own or desire to lead</td>
<td>● Challenge with goals rather than assignments</td>
<td>● Money</td>
</tr>
<tr>
<td>creativity</td>
<td></td>
<td>● Criticize in private</td>
<td>● Public recognition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Opportunities to create new ventures</td>
</tr>
<tr>
<td>6 Sense of service</td>
<td>● Desire to focus on a certain</td>
<td>● Focus on their values of interest</td>
<td>● Provide opportunities to</td>
</tr>
</tbody>
</table>
### Table 22.3 (continued)

<table>
<thead>
<tr>
<th>Career anchors</th>
<th>Key attributes</th>
<th>How to communicate</th>
<th>Best type of recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cause and set of values</td>
<td>● Match projects with these values</td>
<td>work for their causes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Communicate how their job will contribute to a greater cause</td>
<td></td>
</tr>
<tr>
<td>7 Pure challenge</td>
<td>● Driven by conquering big goals</td>
<td>● Be prepared to negotiate with employee’s thoughts</td>
<td>● Provide many challenges</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Ask for more information regarding actions</td>
<td>● Assign new projects before others end</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Confirm employee is driving towards correct goals</td>
<td>● Praise is less necessary; keep them going on the next project</td>
</tr>
<tr>
<td>8 Lifestyle</td>
<td>● Want work to provide freedom in private life</td>
<td>● Be direct and concise</td>
<td>● Allow them to have a flexible schedule</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Clearly communicate all needs</td>
<td>● Reward with time away from work</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Organize schedules to accommodate their requests</td>
<td></td>
</tr>
</tbody>
</table>


### Table 22.4 Employee benefits

<table>
<thead>
<tr>
<th></th>
<th>2006</th>
<th>2005</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health insurance</td>
<td>96</td>
<td>97</td>
<td>91</td>
</tr>
<tr>
<td>401(k) plans</td>
<td>79</td>
<td>76</td>
<td>59</td>
</tr>
<tr>
<td>Car allowances/company cars</td>
<td>45</td>
<td>43</td>
<td>45</td>
</tr>
<tr>
<td>Flextime</td>
<td>43</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>Stock options</td>
<td>29</td>
<td>28</td>
<td>16</td>
</tr>
<tr>
<td>Telecommuting</td>
<td>33</td>
<td>28</td>
<td>24</td>
</tr>
<tr>
<td>Tuition reimbursement</td>
<td>27</td>
<td>28</td>
<td>26</td>
</tr>
<tr>
<td>Job sharing</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>

employees had no previous experience with mosaics and needed training, Sam Baldwin, founder, reports a near 100 percent retention rate. According to Baldwin, the company ‘has lots of opportunities for growth. I have supervisors who started on the production floor’ (*Entrepreneur*, June 2006).

**Conclusions**

In order for small entrepreneurial firms to have a better probability of success and be able to address the opportunities available, hiring additional staff must be done on a timely basis. To avoid the frustration that often occurs, and particularly to avoid bad hires, each entrepreneur should establish his/her process for hiring and have in place the appropriate environment for motivating and compensating each new hire. This will allow hiring mistakes to be avoided, and the appropriate personnel to be brought on board in a timely manner.
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Introduction
One of the best-known opening lines in English literature comes from Charles Dickens’s

*It was the best of times, it was the worst of times, it was the age of wisdom, it was the age of
foolishness, it was the epoch of belief, it was the epoch of incredulity, it was the season of Light,
it was the season of Darkness, it was the spring of hope, it was the winter of despair, we had
everything before us, we had nothing before us, we were all going direct to heaven, we were all
going direct the other way . . .

*A Tale of Two Cities* is set in the French Revolution, a period of tumultuous change.
The opening quotation demonstrates how, in an era of overt class conflict, intense and
persistent change can generate paradox and contradiction. This ‘best of times–worst of
times’ dichotomy is a useful device for looking at contemporary change in large UK
business organizations. The ‘best of times’ adherents, marching under the banner of the
‘high performance work organisation’ (Guest et al., 2000) and the rhetoric of strategic
human resource management (HRM), would see employees marching towards the heav-
enly light of empowerment, autonomy and self-management. The ‘worst of times’
adherents would emphasize that the rhetoric of strategic HRM bears no resemblance
to the reality of everyday organizational life as work both intensifies and extensifies,
employees labour under increased surveillance through ever more intrusive perform-
ance management systems and increasingly lose control over their workloads as terms
and conditions of work deteriorate (Legge, 2005; Noon and Blyton, 2002; Burchell
et al., 2002). An important question we seek to answer here is what proportion of UK
managers are living in the ‘spring of hope’ and what proportion in the ‘winter of
despair’.

While much of the analysis of stress and organizational dysfunction has been con-
ducted from the perspective of organizational behaviourists or organizational psycholo-
gists, the purpose of this chapter is to explore the political economy of workplace stress
and organizational dysfunction. While organizational psychologists tend to focus on the
individual and their workplace setting, the purpose of this chapter is to explore the
factors that affect these workplace settings and environments, that drive change in organ-
izations, and then to assess the effects of these changes on the managers of those organ-
izations. Our prime argument is that we must develop a more multidisciplinary and
multi-level understanding of workplace stress and organizational dysfunction if we are
to provide more informed and effective responses, and more sensitive policy. Our key
aim in this chapter is to develop such an understanding by looking at how organizational
contexts are changing in response to the change at the whole economy and sectoral levels,
and how these changes filter through to affect workers’ perceptions and experiences. Clearly, different business sectors are affected differently by changes in macroeconomic conditions and factors influencing the nature of competition, and this is a point we shall examine later. We are also concerned that many of the changes that take place in organizations happen in an uncoordinated way, and that this has been exacerbated by the trend towards more complex and multifaceted change that now confronts many organizations.

The purpose of this chapter is to use a large time-series data set to explore the ‘best of times–worst of times’ theme. The data set has been developed out of the Quality of Working Life project that the authors, working in conjunction with the Chartered Management Institute in the UK, have been involved with since 1997. The survey will not be described in detail here as its aims, objectives and methodology are described in detail elsewhere (Worrall and Cooper, 1997, 1998, 1999, 2001, 2006). The analysis presented here will focus mainly on the most recent data set (collected in late 2005) and explore the changes that are occurring primarily in large organizations that are either public limited companies (plcs) or public sector bodies (such as local and central government, the health and education sectors). However, reference will be made throughout to conditions in private limited companies for comparative purposes.

The chapter will consist of four main sections. In the first, the task will be to identify the economic and political contexts in which large plcs and public sector organizations (psos) operate and how these external pressures on organizations are manifest within organizations in the form of changed structures, cultures, business processes and behavioural settings. In the second section, the aim is to discuss the theoretical framework in the context of which research and analysis have taken place. The theoretical framework that underpins our thinking here is labour process theory, as we see this as a useful device for explaining how the macro-level changes outside the organization are translated into micro-level effects on managers both individually and collectively (Braverman, 1974; Knights and Willmott, 1986). We have argued elsewhere (Mather et al., 2007, forthcoming) that while the rhetoric of management has focused on concepts such as inspirational leadership and empowerment, the reality of management has often focused on increased central control, cost reduction and strategies designed to improve productivity by intensifying the utilization of assets – particularly labour. The work intensification thesis inherent in labour process theory implies that increased competition will lead to reduced worker discretion, workers becoming increasingly overloaded, having less influence over their pace of work and reduced influence over how they do their job. A central theme of the Quality of Working Life (QoWL) research project – which provides the empirical foundation of our research – has been to quantify the scale and persistence of organizational change and to explore the effects of these changes on managers’ working and non-working lives using items that are directly redolent of the central tenets of labour process theory. Consequently, the third section of this chapter will discuss the scale and extent of organizational change and how different forms of change have differentially affected managers’ perceptions of their organization, their sense of psychological well-being, their absence levels and propensity to report symptoms of ill-health. In the fourth and final section, the aim will be to develop some contemporary, empirically grounded insights into what it is that differentiates well-functioning organizations from dysfunctional organizations.
The prevailing business climate in the UK, ‘financialization’ and its effect on large organizations

All business organizations are embedded within complex economic, social and institutional settings to which they have to adapt if they are to survive. Institutional theorists and organizational ecology theorists would argue that an organization adapts and survives by managing the complex relationship between the organization and its environment. Structural contingency theorists would argue that the internal configuration and morphology of an organization is largely defined by the nature and exigencies of the environment in which that firm operates. Resource-base theorists would argue that a firm has to define and then develop its distinctive competencies if it is to survive in its current product market, if it is to develop new product markets and if it is to outperform its competitors. Developing the ‘core competencies’ organizations need to deliver competitive advantage, which became the fad of the 1990s (Prahalad and Hamel, 1990). Increasingly, the human resource base of a business and its capacity to develop new knowledge is being seen as an effective way for organizations to develop products and services that are non-imitable and will lead to sustainable competitive edge. There is a welter of theories in the business strategy literature that can be invoked to explore how firms interact with their operational environments, how this interaction impacts on the morphology and internal configuration of the firm, and how a firm will develop its resources, competencies and skills sets to achieve high levels of productivity that will translate into competitive advantage.

As Porter and Ketels (2003: 7) argued in their DTI-sponsored study of competitiveness in the UK, ‘True competitiveness then, is measured by productivity’. If we are to take Porter and Ketels’s dictum at face value, which the UK government certainly seems to have done, then the competitiveness of the UK economy and its ability to survive the global threat of low-wage economies such as China and India will depend on the generation of increased productivity – particularly labour productivity. The concept of productivity clearly implies an equation where outputs are divided by inputs – the higher the number, the better. Productivity can be improved by increasing output and either holding inputs constant or ensuring that inputs increase at a slower rate than outputs. Productivity can also be improved by cutting inputs, using them more intensively or substituting a less expensive input (technology) for a more expensive input (labour). A central thesis of this chapter is that a continuing trend over the last decade – at least – has been for employers to develop labour-handling strategies that have culminated in the more intensive use of managerial labour by modifying the managerial labour process, increasing control and surveillance through performance management regimes or, in the form of delayering and redundancy, eliminating some managers from the productivity equation altogether. These have all had differential impacts on managers’ behaviours in the workplace and on their sense of physical and psychological well-being, as they have reacted to and internalized these changes.

We also see it as essential to understand what it is that drives business if we are to understand and explain what is going on within organizations. One of the prime tenets of the modern corporation is the separation of ownership from control. In this regime, the directors of an organization become the agents of the owners with the responsibility of maximizing returns to investment. Given the presence of an active stock market in the UK and the growth of the institutional investor, often in the form of pension funds, the period from the 1980s has been marked by an increased emphasis on the generation of shareholder
value. Institutional investors are very influential in driving firms to achieve high levels of return using metrics such as ‘return on capital employed’ (ROCE) or ‘economic value added’ (EVA). But the path of causality here is not unidirectional. The development of techniques such as the balanced scorecard (Kaplan and Norton, 1996), for example, emphasizes the development of metrics such as EVA as a prime driver of business growth that firms must achieve if they are to secure investment by ‘looking good’ in the capital market. Additionally, directors’ remuneration often comprises a mix of salary and share option preferences: consequently, it is in directors’ own interest to maximize shareholder value as they will invariably have a binary interest in the firm. Indeed, some might see the ‘financialization’ of the modern corporation (Froud et al., 2000a,b) as the capital market’s way of overcoming ‘the agency problem’ of keeping the directors of a company in line with the needs of the shareholders. Our concern with financialization is that it has become a very monochromatic way of managing organizations as wider sets of aims and objectives, particularly those related to improving the quality of working life, have been made subservient to achieving rates of return or other ‘bottom-line’ metrics. Indeed, the core aims of the QoWL project (Worrall and Cooper, 1997) have been to produce a more ‘socially complete’ and holistic view of the impact of recent business and economic trends and developments on the quality of working life; to develop a better understanding of the processes and factors that influence the quality of working life; and to develop softer measures of business performance to parallel the ‘hard’ measures regularly published in corporate annual reports.

Researchers in the shareholder value field argue that financialization has changed business ‘priorities and behaviours’; it has been used as a ‘management justification’ for corporate restructuring and downsizing, particularly in the USA and the UK; and it has delivered ‘a different and more carnivorous type of capitalism’ (Williams, 2000: 1). The carnivorous form of capital seems to be particularly dangerous to labour as it involves ‘downsizing the corporate labour-force’ (ibid.: 4) and an increased desire to ‘sweat out labour’ (ibid.: 6). Froud et al. (2000a: 771) argue that ‘labour is usually the first casualty’ of shareholder value maximization driven restructuring: that there is a prevailing logic of ‘the more redundancies, the better for shareholders’ (ibid.: 776); and that ‘restructuring works directly for capital and against labour’ as attempts to increase returns to capital are often ‘at the expense of the internal workforce’. Jones (2002) argues that corporate restructuring, often in the form of headcount culls, are in effect often little more than cynical signalling mechanisms to the market designed to improve share prices.

These authors have also identified a degree of cultural specificity in the way that restructuring is enacted. Froud et al. (2000b: 776) see business organizations as embedded in national, institutional structures, and they cited the research of Usui and Cilignon, 1996: 551), which contrasts the Anglo-American model, characterized by ‘widespread lay-offs and worker terminations as a prevailing strategy’, with behavioural models in Germany and Japan where firms ‘use alternative employment adjustment measures with worker termination as a last resort’. Clearly, the Anglo-American form of shareholder value maximization is a more ‘carnivorous form of capitalism’ than those in Germany or Japan. While some neoclassical economists might see ‘restructuring’ as a means of reallocating workers from less to more productive parts of the economy, the objective in this chapter is to take a wider view, and this is reinforced by Cascio (1993, 2005), who found that organizations that had downsized did not outperform those that had not culled
the workforce on an array of financial and business performance measures. This finding echoes Froud et al. (2000b: 795), who predicted that 'late capitalist restructuring is likely to be a negative process for labour with transitory gains for capital'. If the assertion that gains to capital will be ‘transitory’ is true, this raises significant questions about the logic of the more carnivorous forms of restructuring that many firms in the UK, operating in the Anglo-American culture of restructuring, have adopted. However, more recent research has called into question Cascio’s findings. De Meuse et al. (2004: 174) suggested that ‘when a company implements downsizing it will take several years before its financial health will re-emerge’ and add that Cascio ‘simply may not have investigated the downsizing process long enough’. While firms may eventually recover from downsizing, there is a considerable literature to suggest that the effects can be profound in the short term (Worrall et al., 2000a,b) and that recovery periods can be protracted (De Meuse et al., 2004). Clearly, downsizing and redundancy cannot be considered as short-term fixes or as a means of cynically manipulating share prices.

It is also interesting that Usui and Cilignon published their paper in 1996 based on even earlier research: in September 1999 Michelin announced that it intended to make 7500 workers across Europe redundant, affecting production at its plants in France, Germany, Italy, Spain and the UK. The announcement coincided with a 17 per cent increase in company profits for the first half of 1999 and was accompanied by a 12.5 per cent increase in Michelin’s share price on the Paris stock exchange.1 Perhaps the Anglo-American, carnivorous model has become more pervasive since the publication of Usui and Cilignon’s research. Interestingly, Froud et al. (2000b) argue that the obsession with the generation of shareholder value and the growing trend towards ‘financialization’ as a means of managing organizations has degraded management as emphasis has moved away from ‘improving the numerator’ in the productivity equation through creativity and innovative product and market development strategies towards management actions geared to reducing the denominator in the productivity equation by obsessively driving down costs and ‘making the assets sweat’. They argue that ‘even in blue-chip companies . . . operating management becomes an endless series of cheap financial dodges: this year’s target is met by ending the defined benefit pension scheme, which saves labour costs, and next year’s dodge is leasing the trucks so that the capital appears on someone else’s balance sheet’ (Froud et al., 2000a: 109). They see this degraded work as being punctuated and interrupted by major restructurings – ‘where it is the financial engineering that is crucial’ – and mergers, where the key question is ‘how many workers can be sacked?’. There is compelling evidence from Froud et al. (2000a,b) and Williams (2000) that shareholder value maximization, for the workforce especially, leads to working environments at the ‘worst of times’ end of our continuum.

So far, our discussion of the drivers of organizational change has focused on the private sector and the primacy of shareholder value logic. Yet our objective in this chapter is to explore organizational change and its effects on managers’ perceptions of their organization and their behaviours within it in both the private and public sectors. While the public sector clearly does not have shareholders, it does have other forms of stakeholder that are keen to see change, but change in the public sector is usually articulated in terms of efficiency savings and legitimized through the language of ‘modernization’. The main stakeholder in the public sector is the ruling political party and, while shareholders are keen to maximize their return on investment, the ruling political party is keen to
maximize its probability of being re-elected by delivering an agenda for the public sector based on, for example, ‘marketization’ (Conservative government, 1979 to 1997) or, more recently, ‘modernization’ (Labour governments, 1997 to present), though both variants of change have been delivered through the medium of an increased ‘managerialization’ of the public sector (Clarke and Newman, 1997). Since the late 1970s, the public sector has been the focus of a barrage of change designed to expose that sector to market forces through initiatives such as compulsory competitive tendering, ‘market testing’, ‘best value’ and, in more extreme cases, the wholesale privatization of, for example, the former public utilities. In the early 1980s, some saw the need to ‘reinvent government’ (Osborne and Gaebler, 1992) through the adoption of a more ‘entrepreneurial spirit’. The transformation of the public sector since the early 1980s has been considerable, and the transformation process has led to a complete revision of the nature of managing in the public sector and the creation of a ‘new public management’ (Ferlie et al., 1996). The rise of the new public management has been associated with the introduction of performance management systems which, some would argue, have been put in place to ‘name and shame’ poor performers. Regimes such as comprehensive performance assessment (CPA) have been developed to categorize local authorities on a scale from poor to excellent, with the threat that poorly performing local authorities that do not improve may be removed from local control. Some have argued (Mather et al., 2007, forthcoming) that the managerialization of the public sector has been designed to ship power from ‘the professionals’ to ‘the managers’ and to ‘whip the professionals into shape’ (Pollitt, 1993; Walsh, 1995) so that the public sector can be run on ‘sound business principles’ (Boyne, 2002; Martin, 2002; Clarke and Newman, 1997).

The ‘modernization agenda’ in the public sector, designed to deliver both cost savings and service quality improvements, has resulted in reduced staffing, work intensification, the growth of performance-monitoring regimes and control architectures (Richardson et al., 2005), a shift in power from professionals to managers (Mather et al., 2007, forthcoming) and reduced ‘worker discretion’ (Grugulis et al., 2003; Rainbird et al., 2004: 94). Felstead et al. (2004) provide evidence of significant changes in job complexity and task discretion since the mid-1980s. For example, a much lower proportion of workers in the public sector now report that they have choice over the way that they do their job; less influence over how hard they work; less influence over what tasks get done; less influence over how they do their job; and less influence over quality standards. Others argue that change in the public sector has resulted in increased efficiency, lower costs and higher levels of customer satisfaction. It has certainly resulted in the degradation of work, work overload and less job involvement for many public sector workers.

Public sector organizations have been ‘the test-bed’ for ministerial ‘experimentation with free market principles’ (Legge, 2005: 267). Indeed, in the National Health Service (NHS), managerial instruments redolent of the ‘financialization’ metrics used in the private sector (such as EVA or ROCE) have been adopted in the sector: hospitals, for example, were required to generate a ‘surplus’ equal to 6 per cent capital employed after meeting all operating costs (Shaoul, 1999: 48–9). For hospital managers this meant tinkering with the productivity equation by either increasing income or reducing costs (mainly labour costs) or mothballing assets (closing wards). Given the public opprobrium generated by closing wards and the difficulty in raising additional revenue, ‘efficiency savings’ were invariably focused on labour cost reduction, achieved either by lowering the
overall pay bill through initiatives such as ‘casualization’, by deskilling and by intensifying the work effort of existing employees (Hewison, 1999). Our own research has identified that the key stressors for public sector managers included the unmanageability of work overload, persistent organizational change, having little control over key aspects of their job, over-zealous performance monitoring and low levels of job involvement (Worrall and Cooper, 2006). Similar issues have been reported by Ball (1993); Barry et al. (2001); Bryson (2004); Harris (1998); Kirkpatrick and Ackroyd (2003a,b). The broad thrust of these studies reveals a pattern of senior management behaviour and organizational change in the public sector that is directly analogous to that found in most private sector organizations. To Boyne’s question in his 2002 paper, ‘Public and private management; what’s the difference?’, our response would be – very little.

If the shareholder value maximization agenda in the private sector and the modernization agenda in the public sector are to be delivered, organizational strategies, tactics and actions have to be created to bring about their delivery. The key means of delivering these agendas have been cost reduction programmes and the intensification of the use of assets (primarily labour), the redefinition of organizational labour-handling strategies and the redesign of the employment relationship by creating more flexible forms of employment where more of the costs associated with employing workers are transferred from the employer to the worker. Downsizing, delaying and redundancy programmes have been used to reduce headcounts. Organizational boundaries have been redefined through the use of outsourcing and by the development of networks, partnerships and shared service agreements. Other tactics have involved shifting production to lower-wage economies (offshoring); deploying new technology and substituting technology for labour; downscoping (i.e. focusing in on a narrower set of functions/products); and merger and acquisition. In addition to these more substantive, tangible changes, many organizations have also put in place culture change programmes that can, cynically, be interpreted as attitudinal and behaviour modification programmes to educate workers to expect less from the employing organization, particularly in terms of their own conditions of employment (e.g. zero hours contracts and worse pension entitlements) and job security (Burchell et al., 2002; Worrall et al., 2000c). While we have identified that there are many possible forms of change, it is important not to see these as unrelated single change initiatives. It has become increasingly common for several change projects to run simultaneously within organizations. Indeed, Ichniowski et al. (1997) and MacDuffie (1995) have suggested that organizational change is normally multidimensional and multi-strand, and we argue that these complex patterns of change will have a substantially greater impact on employees as organizational structures, processes, boundaries, cultures, roles and performance expectations change simultaneously and occasionally in contradictory ways.

Here, the objective has been to develop a framework that will allow us to understand the logics that drive organizational change. We argue that the increased ‘financialization’ and ‘metricization’ in the way that businesses are managed tends to drive the directors of organizations to manage more by manipulating the bottom line of the productivity equation (i.e. by first looking to reduce costs or export them outside the boundary of the business) than to engage with innovation, new business development and techniques designed to affect the numerator in the productivity equation. To invoke our ‘best of times–worst of times’ metaphor, we would argue that in organizations where denominator management
prevails, workers are more likely to be in ‘the winter of despair’ while in those organizations where numerator management takes place, workers are more likely to be in ‘the spring of hope’.

The emphasis on shareholder-driven metrics in the private sector and the emphasis on modernization and marketization in the public sector have both had huge impacts on how organizations are designed, how their borders are defined and what it is like to work within them. Having developed a framework for understanding why and how organizations change, we now turn to examining what effects these changes have had on managers’ perceptions of organizational life, their sense of well-being, their behaviours in the workplace and in the way that they too manage the boundary between their working lives and their non-working lives. Our tasks in the following sections will be to quantify the scale and dimensionality of organizational change, before going on to assess the effects of change on managers.

The scale and dimensionality of change affecting UK business organizations

The analysis reported here is derived from the Quality of Working Life project that the authors have conducted in conjunction with Chartered Management Institute since 1997. The latest study was conducted in late 2005\(^2\) in order to assess the scale and complexity of organizational change in UK business organizations and to assess the impact of change on managers’ perception of their organization, their views about the impact of change on their organization and, using the ASSET instrument,\(^3\) to assess the effect of change on their physical and psychological well-being. The questionnaire was structured to allow analysis to be conducted by respondent’s seniority in the organization (director, senior, middle and junior manager) and by business sector. Given that the literature review above has focused explicitly on plcs and the public sector, the analysis presented below is confined largely to these two types of organization, but reference is made to private limited companies for comparative purposes.

Our review of the literature on organizational change provided us with a series of themes that can be explored in the 2005 data set and a comparison of change against earlier data sets in the QoWL series. The themes explored below are:

- The scale, nature, intensity and complexity of organizational change since 1999/2000 – is this consistent with the expectations derived from the literature review?
- The effects of managers’ experiences of organizational change on their perceptions of their organization as a place to work – what are they and do different forms of change have different impacts?
- Do the views of directors and other managers about the effects of organizational change differ significantly?
- The effects of organizational factors and organizational climate on managers’ sense of well-being.

The scale, nature, intensity and complexity of organizational change

Our review of the literature suggests that as the environment becomes more competitive, the scale, intensity and complexity of organizational change should increase, and this was borne out by our data. In 2005, more managers (89 per cent) had experienced
organizational change than in 2000 (83 per cent). The pace and scale of change had been most intense in the public sector and in plcs (where 97 per cent and 94 per cent of respondents respectively had experienced change in the last year) but it was somewhat lower (82 per cent) in private limited companies. While a higher proportion of public sector managers than plc managers had experienced change, managers in plcs had experienced more forms of change concurrently (3.5 on average) than managers in the public sector (3.2) and in private limited companies (2.3).

Figure 23.1 reveals how the distribution of the number of forms of change managers had experienced (full data set) had changed since 2000. In 2000, 38 per cent of managers had experienced no or one form of change, but by 2000 this had declined to 26 per cent. Between 2000 and 2005, the mode of the distribution moved from one form of change to three. The proportion of managers affected by five or more forms of change increased from 14 per cent to 18 per cent.

While the average number of changes experienced by managers in plcs increased marginally (from 3.14 to 3.27), the average number experienced by public sector managers increased from 2.65 to 3.18, revealing that change in the public sector had become more multidimensional over time. Since 2000, a higher proportion of managers had been affected by change and a higher proportion experienced more forms of change concurrently. Managers in private limited companies were less likely to be confronted by change and had also experienced fewer forms of concurrent change.

The expectation from our review of the literature suggests that cost reduction should be the prime driver of change: cost reduction was cited most often in both the 2005 and the 1999 studies (64 per cent in both surveys). In 1999, 53 per cent had cited culture change programmes, but this increased marginally to 56 per cent in 2005. While there was a degree of stability in the proportions citing cost reduction and culture change, there was a major increase in the proportion of managers reporting the use of contract staff. This increased from 33 per cent in 1999 to 57 per cent by 2005. This increase is significant and indicative of a structural change in both the managerial labour market and the nature of
the employment relationship as employers seek to create a more flexible labour market and to minimize employment overheads. The increased use of managers with a lower level of attachment to an organization yields increased flexibility and, more important, reduces some of the long-term costs of employment to the firm, particularly pension liabilities, as the employee is increasingly expected to invest in their own pension, thus absolving employers of this liability. The increased use of contract workers also has implications for the nature of the internal labour market and career structures within the firm as managers previously employed within the organization are replaced by self-employed workers or managers recruited from the large network of agencies that now exists to supply interim managers.

The mix of change instruments used varies by type of organization (Table 23.1). The public sector was most affected by cost reduction and culture change programmes with levels substantially above plcs but it experienced levels of redundancy, outsourcing and delayering substantially below those in plcs. Some might interpret this as evidence that, while in the public sector there is a great deal of apparent emphasis on cost reduction and culture change, this is much less likely to result in people actually losing their jobs than in plcs, where the reported levels of cost reduction and culture change are lower but the actual outcomes (i.e. people losing their jobs through redundancy, delaying or outsourcing) are much more prevalent.

The differences between plcs and private limited companies are profound. Managers in private limited companies were much less likely than those in plcs to experience cost reduction programmes, the use of contract staff, culture change, redundancies, outsourcing and delayering. Managers in private limited companies were, however, more likely to report that their companies had expanded into new markets. This provides some evidence that senior managers in private limited companies may be more minded to manage the productivity equation by working on the numerator while the emphasis in plcs seems to be much more denominator-focused. The extent, dimensionality and pattern of organizational change are more benign in private limited companies than in either the public sector or plcs. In the public sector, there is some justification for arguing that while they are more likely to talk about reducing costs, unlike plcs, they are less likely to do it.

Table 23.1 The form of organizational change and its incidence by type of organization

<table>
<thead>
<tr>
<th>% of managers reporting each type of change</th>
<th>Private limited company</th>
<th>Plc</th>
<th>Public sector</th>
<th>All 2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost reduction programme</td>
<td>54</td>
<td>69</td>
<td>79</td>
<td>64</td>
</tr>
<tr>
<td>Use of short-term contract staff</td>
<td>44</td>
<td>64</td>
<td>67</td>
<td>57</td>
</tr>
<tr>
<td>Culture change programme</td>
<td>40</td>
<td>59</td>
<td>72</td>
<td>56</td>
</tr>
<tr>
<td>Redundancies</td>
<td>34</td>
<td>49</td>
<td>34</td>
<td>36</td>
</tr>
<tr>
<td>Outsourcing</td>
<td>22</td>
<td>38</td>
<td>26</td>
<td>25</td>
</tr>
<tr>
<td>Delayering</td>
<td>17</td>
<td>32</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>Merger</td>
<td>10</td>
<td>18</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>Offshoring</td>
<td>9</td>
<td>21</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Expansion into new markets</td>
<td>52</td>
<td>46</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
While we have identified significant differences in the scale and pattern of change in different types of organization, there were significant differences in the scale and nature of change in business that were perceived to be declining, static and growing. While 85 per cent and 89 per cent of managers in growing and static businesses respectively had experienced some form of change, this increased to 98 per cent in declining businesses. Managers in growing businesses experienced (on average) 2.5 forms of change, but this increased to 2.7 in static businesses and to 3.8 in declining businesses. In declining businesses, more managers experienced organizational change and did so on more fronts simultaneously. In addition to the greater incidence of change in declining businesses compared to static and growing businesses, the pattern of change in these three types of business varied considerably. Managers in declining businesses (see Table 23.2) were much more likely to experience cost reduction programmes, redundancies, delayering and outsourcing than managers in both static and growing businesses. Elsewhere (Worrall et al., 2000b), we have argued that these forms of change have a particularly injurious effect on the perceptions and behaviours of surviving managers.

Since 2000, an increased proportion of UK managers have been subject to organizational change. The percentage of managers reporting change increased by six percentage points between 2000 and 2005, to stand at 89 per cent. The intensity of change increased as the average manager experienced more forms — and thus a greater complexity — of organizational change. While cost reduction remained the prime instrument of organizational change, there were significant changes in the pattern of change. Redundancies and delayering became less prevalent (but are still key change instruments in certain sectors) but the use of short-term contract staff increased markedly, indicating a change in the structure of the managerial labour market. This we see as evidence of organizations redefining their labour-handling strategies to increase flexibility and to reduce costs.

Since our last survey, change had become more prevalent and more multifaceted, particularly in the public sector and among managers in plcs. This we ascribe partly to the fact that these organizations tend to be larger, but also to the power of shareholder value logic in plcs and to the government’s modernization agenda that is driving large-scale, complex change throughout the sector. Having identified that the extent and complexity have both increased, we now turn to examining how these organizational changes have affected managers’ perceptions of the organizations within which they work.

<table>
<thead>
<tr>
<th>% of managers reporting</th>
<th>Declining</th>
<th>Static</th>
<th>Growing</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost reduction programme</td>
<td>89</td>
<td>69</td>
<td>50</td>
<td>63</td>
</tr>
<tr>
<td>Use of short-term contract staff</td>
<td>63</td>
<td>54</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>Culture change programme</td>
<td>64</td>
<td>54</td>
<td>53</td>
<td>56</td>
</tr>
<tr>
<td>Redundancies</td>
<td>64</td>
<td>34</td>
<td>27</td>
<td>36</td>
</tr>
<tr>
<td>Outsourcing</td>
<td>33</td>
<td>23</td>
<td>23</td>
<td>25</td>
</tr>
<tr>
<td>Delayering</td>
<td>42</td>
<td>22</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>Merger</td>
<td>14</td>
<td>9</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>Offshoring</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>
The effects of managers’ experiences of organizational change on their perceptions of their organization as a place to work

Managers who had undergone organizational change were asked to indicate what effect change had had on their perceptions of their organization. While the effects of organizational change had been considerable, they were often not seen positively by managers and more likely to be seen positively by directors – an issue to which we will return later. Table 23.3 contains a summary of managers’ views about the effects of organizational change.

While there is a relatively strong agreement that change has increased managers’ sense of accountability, managers were much less of the opinion that profitability and productivity had increased as a result of change: this echoes Cascio’s (1993, 2005) findings and, because of the recency of change, the necessary ‘healing period’ identified by De Meuse et al. (2004) had clearly not elapsed. There was a relatively strong view that organizational change had led to the loss of key knowledge and skills, indicating one of the main damaging effects of redundancy, delayering and the increased use of contract staff. Despite the flattening of hierarchies and the increased level of accountability, the speed of decision making was not felt to have increased: 37 per cent of managers did not agree that organizational change had increased the speed of decision making and a further 38 per cent felt there had been no change. In the public sector, where change had been most intense, 47 per cent felt that change had actually slowed down decision making, with a further 34 per cent feeling that change had had no effect on the speed at which decisions were made. There is little evidence here to support the view that change induces improved performance, productivity, efficiency or profitability, particularly in the public sector.

More worryingly, change was felt to have had a particularly negative effect on perceptions of job security, morale, loyalty, employee well-being and motivation: 51 per cent of

### Table 23.3 Managers’ perceptions of the effect of organizational change

<table>
<thead>
<tr>
<th>% of managers responding . . .</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>No change</th>
<th>Agree</th>
<th>Strongly agree</th>
<th>Net agree(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accountability has increased</td>
<td>3</td>
<td>13</td>
<td>32</td>
<td>43</td>
<td>10</td>
<td>36</td>
</tr>
<tr>
<td>Key skills and experience have been lost</td>
<td>5</td>
<td>20</td>
<td>27</td>
<td>35</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>Profitability has increased</td>
<td>3</td>
<td>17</td>
<td>42</td>
<td>33</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>Productivity has increased</td>
<td>3</td>
<td>20</td>
<td>38</td>
<td>36</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>Flexibility has increased</td>
<td>6</td>
<td>22</td>
<td>35</td>
<td>34</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Employee participation has increased</td>
<td>6</td>
<td>23</td>
<td>34</td>
<td>35</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Decision making is faster</td>
<td>8</td>
<td>29</td>
<td>38</td>
<td>22</td>
<td>3</td>
<td>−12</td>
</tr>
<tr>
<td>Motivation has increased</td>
<td>9</td>
<td>42</td>
<td>31</td>
<td>17</td>
<td>1</td>
<td>−33</td>
</tr>
<tr>
<td>Employee well-being has increased</td>
<td>8</td>
<td>40</td>
<td>39</td>
<td>11</td>
<td>1</td>
<td>−37</td>
</tr>
<tr>
<td>Loyalty has increased</td>
<td>8</td>
<td>39</td>
<td>44</td>
<td>9</td>
<td>0</td>
<td>−38</td>
</tr>
<tr>
<td>Morale has increased</td>
<td>15</td>
<td>46</td>
<td>24</td>
<td>14</td>
<td>1</td>
<td>−45</td>
</tr>
<tr>
<td>Perceptions of job security have increased</td>
<td>15</td>
<td>41</td>
<td>33</td>
<td>10</td>
<td>1</td>
<td>−46</td>
</tr>
</tbody>
</table>

Note: \(a\) A ‘net score’ is calculated by adding the percentage who strongly agree or agree with a statement together and subtracting from this the percentage that strongly disagree or disagree. Consequently, a positive net agree score indicates the strength of opinion in favour of a given statement.
managers felt that change had reduced motivation, 48 per cent felt it had reduced their sense of well-being and 61 per cent felt it had reduced morale. In the clear majority of cases, and particularly among managers in the public sector and plcs, change had led to lower motivation, morale and loyalty, a reduced sense of job security and heightened concerns among employees about their own well-being. Managers in the public sector (Figure 23.2) were substantially more negative about the effects of change than managers in plcs, who were, in turn, substantially more negative than managers in private limited companies. The differences between managers in plcs and the public sector were most marked on the morale and motivation items, while the widest differences between managers in plcs and those in private limited companies were on the ‘key skills being lost’ and the ‘decision making is faster’ items. Clearly, change in private limited companies is seen to be much less likely to lead to the loss of knowledge and skills and more likely to increase the speed of decision making.

Managers were asked if they felt that organizational change had had any effects on the organization in terms of levels of staff turnover, sickness, absence and industrial action (see Table 23.4). In the public sector a relatively high proportion of managers thought that staff turnover, the sickness rate, the level of absence and the level of industrial action had increased as a result of change. The perceived effects of change in private limited companies were, again, the most benign, with managers here least likely to think that turnover, absence and industrial relations had been adversely affected by change.

While we accept that these are perceptual measures, we are concerned about the logic of organizational change, particularly in the public sector and in plcs: while the scale of change is immense in these sectors, there is a strong perception that the main effects of change are to reduce employees’ sense of well-being, to increase staff turnover,
to increase the sickness rate and to increase absence levels. We are led to question whether the gains in productivity – which are far from clear – are really worth the effort and cost of implementing change. The clear message from the public sector is that change is generating a great deal of perceived pain but relatively little perceived gain. Our findings also call into question just how well change is being managed in many organizations.

Not surprisingly, managers in organizations that were declining had significantly worse views of the effects of organizational change than managers in stable and growing businesses. In declining organizations, managers were much less likely to be of the view that productivity or profitability had improved, and their scores on the loyalty, morale, motivation, job security and employee well-being measures were considerably lower than those of managers in static businesses, let alone those in growing businesses. Unfortunately, the change programmes that had been put in place in declining firms were seen far more negatively than change programmes in static or growing firms. In declining organizations the pace of change is more intense, more multifaceted and, clearly, more ‘carnivorous’, given the more pronounced use of outsourcing, contract staff, redundancy and delayering. Not surprisingly, managers in declining businesses were particularly negative about the effect of organizational change on the loyalty, morale, motivation, sense of job security and employee well-being items (see Figure 23.3).

Do the views of directors and other managers about the effects of organizational change differ significantly?

Elsewhere (Worrall and Cooper, 2004; Worrall et al., 2004), we concluded that directors’ views about change and its impact differed markedly from those of other levels of management. Table 23.5 compares the mean scores of directors with other levels of manager on each of 12 measures used to assess the perceived effect of organizational change. It is evident that directors recorded more positive scores than each other level of manager on each measure. Some of the differences between directors and junior and middle managers, for example, were considerable. In all cases, the views of directors were significantly different from those of middle and junior managers. In all but three instances (i.e. on the accountability, profitability and productivity measures) the views of directors were also significantly different from the views of even senior managers.

Just as we have identified that directors and other managers had radically different perceptions of some of our ‘softer’ measures of change, they were also much less likely to be of the view that staff turnover, sickness rates, absence levels and industrial action had increased over the last year in response to organizational change (Table 23.6).
We see this dissonance in the views of directors and other managers as a significant finding and we argue that this is entirely consistent with the arguments developed in our review of the literature. Our analysis implies that directors are living in a parallel universe to other levels of manager, where the reality of organizational life as experienced by the

![Figure 23.3 Perceptions of the effect of organization change by organizational growth – mean scores per measure](image)

Table 23.5  Perceptions of the effect of organizational change by level in the organization

<table>
<thead>
<tr>
<th>Level in the organization</th>
<th>Director</th>
<th>Senior manager</th>
<th>Middle manager</th>
<th>Junior manager</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accountability has increased</td>
<td>3.59</td>
<td>3.44</td>
<td><strong>3.38</strong></td>
<td><strong>3.31</strong></td>
<td>3.43</td>
</tr>
<tr>
<td>Key skills and experience have been lost</td>
<td>2.79</td>
<td><strong>3.28</strong></td>
<td><strong>3.56</strong></td>
<td><strong>3.48</strong></td>
<td>3.31</td>
</tr>
<tr>
<td>Profitability has increased</td>
<td>3.36</td>
<td>3.19</td>
<td><strong>3.12</strong></td>
<td><strong>3.09</strong></td>
<td>3.18</td>
</tr>
<tr>
<td>Productivity has increased</td>
<td>3.38</td>
<td>3.23</td>
<td><strong>3.05</strong></td>
<td><strong>3.04</strong></td>
<td>3.17</td>
</tr>
<tr>
<td>Flexibility has increased</td>
<td>3.35</td>
<td><strong>3.10</strong></td>
<td><strong>2.95</strong></td>
<td><strong>2.96</strong></td>
<td>3.08</td>
</tr>
<tr>
<td>Employee participation has increased</td>
<td>3.37</td>
<td><strong>3.09</strong></td>
<td><strong>2.92</strong></td>
<td><strong>2.86</strong></td>
<td>3.05</td>
</tr>
<tr>
<td>Decision making is faster</td>
<td>3.27</td>
<td><strong>2.82</strong></td>
<td><strong>2.70</strong></td>
<td><strong>2.66</strong></td>
<td>2.84</td>
</tr>
<tr>
<td>Motivation has increased</td>
<td>3.06</td>
<td><strong>2.60</strong></td>
<td><strong>2.42</strong></td>
<td><strong>2.28</strong></td>
<td>2.58</td>
</tr>
<tr>
<td>Employee well-being has increased</td>
<td>2.99</td>
<td><strong>2.55</strong></td>
<td><strong>2.38</strong></td>
<td><strong>2.40</strong></td>
<td>2.56</td>
</tr>
<tr>
<td>Loyalty has increased</td>
<td>2.95</td>
<td><strong>2.53</strong></td>
<td><strong>2.41</strong></td>
<td><strong>2.36</strong></td>
<td>2.54</td>
</tr>
<tr>
<td>Morale has increased</td>
<td>2.95</td>
<td><strong>2.41</strong></td>
<td><strong>2.23</strong></td>
<td><strong>2.11</strong></td>
<td>2.41</td>
</tr>
<tr>
<td>Sense of job security has increased</td>
<td>2.78</td>
<td><strong>2.40</strong></td>
<td><strong>2.24</strong></td>
<td><strong>2.27</strong></td>
<td>2.40</td>
</tr>
</tbody>
</table>

*Note:* The figures in bold identify where the views of directors and other levels of manager are significantly different.

We see this dissonance in the views of directors and other managers as a significant finding and we argue that this is entirely consistent with the arguments developed in our review of the literature. Our analysis implies that directors are living in a parallel universe to other levels of manager, where the reality of organizational life as experienced by the
The majority of managers is radically different from the rhetoric-laden—and far more rosy—world of directors. While only 22 per cent of directors think that organizational change has reduced loyalty in their organization, 60 per cent of junior managers felt that change had done so. The world-view of directors is significantly different from that of all other levels of manager. Our concern is that there is a clear hiatus in many organizations at the boardroom door that needs to be overcome if directors are to develop a better understanding of the lived realities of the organizations that they are attempting to lead and if they are to learn from the effects that organizational change is having on their workforce.

### Conclusions

Over the last decade, there have been massive changes in the large firms that dominate the economic landscape of the UK. Organizations have seen headcount culls, layers removed, functions outsourced, functions offshore, processes re-engineered, and cultures redefined. Career structures have been flattened, pension entitlements reduced, jobs have become less secure, and workers have been put under considerable pressure from performance management regimes to work harder and longer and to deliver more with less. Our research has clearly shown that work overload, increasing surveillance and control, lack of job involvement, persistent organizational change ‘for change’s sake’ and managers being set unrealistic targets over which they have little or no influence have a huge effect on managers’ physical and psychological well-being. More disturbingly, our analysis indicates that since our survey in 2000 a higher percentage of managers have been affected by more forms of concurrent change, more intensively. The pace, variety and impact of change all seem to be increasing, particularly in public sector organizations and in plcs, but with managers in private limited companies being less affected and less likely to be exposed to redundancy, delayering and outsourcing.

Large proportions of managers have not seen organizational change positively. Generally, it has been seen to reduce loyalty, motivation, morale; to increase managers’ sense of job security and to undermine their sense of physical and psychological well-being. There was also a strength of opinion, especially in plcs and public sector organizations, that change had led to increased levels of workplace ill-health, absence and staff turnover. While these views were commonly held by senior, middle and junior managers, the view of directors were quite different. Directors were much less likely to see organizational change as having negative effects and more likely to think that it had led to increased productivity and output. We see this radical difference of views within and without the boardroom to be very problematic and perhaps at the root of some of the

### Table 23.6 Changes in key organizational measures over the last year by managers’ level

<table>
<thead>
<tr>
<th>Percentage of managers agreeing that</th>
<th>Director</th>
<th>Senior manager</th>
<th>Middle manager</th>
<th>Junior manager</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staff turnover increased</td>
<td>47</td>
<td>68</td>
<td>78</td>
<td>78</td>
<td>69</td>
</tr>
<tr>
<td>Sickness rate increased</td>
<td>37</td>
<td>58</td>
<td>71</td>
<td>69</td>
<td>60</td>
</tr>
<tr>
<td>Absence increased</td>
<td>32</td>
<td>57</td>
<td>69</td>
<td>70</td>
<td>58</td>
</tr>
<tr>
<td>Strikes increased</td>
<td>12</td>
<td>38</td>
<td>54</td>
<td>31</td>
<td>39</td>
</tr>
</tbody>
</table>
issues of organizational dysfunction and workplace stress that managers in many UK business organizations are clearly experiencing.

While organizational psychologists might see stress and the effects of organizational dysfunction as situated in the individual or the workgroup, our perspective leads us to a much wider frame of reference as we see many of the problems in the workplace to be a consequence of an Anglo-American form of late capitalism that has become increasingly ‘carnivorous’. The prevailing psychology in many large organizations seems to favour managing by cost reduction and intensifying the use of assets – particularly labour – rather than focusing on growing the numerator in the productivity equation by using directors’ own creativity and imagination, and the creativity and imagination of a workforce that feels a sense of loyalty and commitment to the organization and is motivated by working within it. We consider Froud et al.’s (2000a: 109) assertion that management has become ‘an endless series of cheap financial dodges’ to be disconcerting, saddening but probably accurate. We see management as being about much more than managing by metrics or managing by a few key financial ratios, yet some influential business leaders have argued that the ‘first requirement’ of strategy is ‘to set out the financial objectives that the company should be seeking to achieve’ and that ‘specific financial objectives’ should provide the ‘framework within which strategy should be developed’ (Lees, 1997: 254–5).

Within the public sector, we are very concerned about the plethora of change programmes and initiatives that are taking place in the face of increasing employee resistance. Even the Local Government Employers’ Organisation (undated: 1) was led to conclude that

Many change initiatives are limited in their strategic impact because organisations try to implement a number of loosely connected activities too fast without proper co-ordination and follow through. People management and development implications are often not fully appreciated or addressed as part of the change process. The result is ‘initiative fatigue’ where staff become disillusioned and more resistant when managers try to implement the next major change.

We believe that our analysis has found exactly that, but that these issues have been exacerbated by the substantial increase in the complexity and scope of change we have found in the public sector and in plcs since 2000.

Our comments about the management and effect of change have focused on the negative aspects of change when change has become a commonplace organizational reality for many managers. Organizations often have to change but there seems to be little consensus about how this can be done without creating major problems and dysfunctions within organizations, although authors such as Cascio (2005) have identified strategies for the less disruptive implementation of change. However, we feel that there are many paradoxes to be faced here in an era when employees are seen primarily as a cost to be cut rather than an asset to be developed. We are concerned about the pace of change and the legitimacy of the need for so much change: clearly, many of those affected by change see it as being for change’s sake and not something that affects the bottom line as effectively as the drivers of change think it will. We are concerned that change is often used as a signalling mechanism to markets and we feel that the directors of organizations should spend more time working through the likely impacts of change on their workforce on several dimensions, not just the financial dimension to the blinkered exclusion of all others. Indeed, one of the prime aims of our Quality of Working Life research has been
to encourage more organizations to evaluate their performance on a wider set of measures than just financial measures. Perhaps our success has been limited here.

We are certainly not against change per se, but we are against change that is badly thought through, which is geared to the cynical manipulation of a few key ratios to improve shareholder value in the short term or to achieve short-term political objectives. Change is a long-term issue: it needs to be planned as a long-term project and coordinated so that employees buy into it rather than switch off from it. As Dickens might have said, we need to move from the ‘age of foolishness’ to the ‘age of wisdom’ and from ‘the winter of despair’ to ‘the spring of hope’.
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Notes
2. The fieldwork for the study was conducted in the period October to November 2005. The Chartered Management Institute’s (CMI) membership database was used as a sampling frame for the exercise. A self-completion questionnaire was designed and e-mailed to 10,000 members of the Institute. In 2005, the exercise generated 1,541 valid responses, giving a response rate of 15 per cent. It is important to emphasize that the sample reflects the structure of the membership of the CMI. The 2005 survey, like the previous QoWL surveys, tends to overrepresent managers at more senior levels.
4. 1999 data are used here because the 2000 data are not directly comparable with the 2005 data set.
5. Managers were asked to identify if it was their perception that they were working in a growing, a static or a declining business – 49 per cent thought they were working in a growing business, 32 per cent thought their organization was static and 19 per cent thought their organization was declining.
6. Analysis of variance (ANOVA) supplemented by a Bonferroni post-hoc test procedure.
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24 Helping creativity and innovation thrive in organizations: functional and dysfunctional perspectives

Neil Anderson and Rosina M. Gasteiger

The processes, antecedents and outcomes of creativity and innovation in organizations have held the interests of both organizational researchers and change management practitioners for several decades now. Research into innovation has continued to shed light upon the factors that help and hinder innovation at several levels of analysis in organizational settings. Indeed, factors at the individual, group and organizational level have now been repeatedly identified across such a number of separate research studies that there is a reliable body of evidence to underscore pragmatic intervention attempts to enhance and improve innovation processes in organizations. Yet despite this continued growth in research and practical innovation change management programs, there remains a ‘dark side’ to innovation procedures and outcomes that has been far less attended to by researchers and practitioners alike. The purpose of this chapter is to explore some of these more dysfunctional, conflictual and counterproductive aspects of innovation in work organizations.

Innovation research has grown apace, especially over the last 20 years, as organizations have needed to respond to changing environments by becoming more flexible and adaptive, by becoming more dependent upon team-based structures, and by downsizing and flattening their structures to facilitate more responsive and flexible decision making (Axtell et al., 2000; Howard, 1995). These environmental and business drivers toward increasing innovation in organizations have had the positive effect of stimulating research and improvements in professional practices of change management intervention, but on the downside have obscured the inherently problematic and disruptive effects that individual creativity and work group innovation attempts can exert upon various aspects of organizational functioning and performance. Truly, there is a dysfunctional aspect to innovation, less visible or managerially appealing, but an aspect nevertheless that has surfaced repeatedly across empirical studies and narrative reviews as being unavoidably present and, if not correctly managed, then potentially seriously harmful to individuals, work teams, or the wider organization as a whole (Anderson et al., 2004). This chapter draws attention to these rather overlooked aspects of innovation at different levels of analysis by providing a summary of existing studies and theoretical models that have direct bearing upon this ‘dark side’ of innovation processes, largely portrayed in some areas of the literature as entirely positive and unproblematic.

Defining creativity and innovation at work

For any review chapter in this area, one of the initial tasks is to overview established definitions of creativity and innovation, largely on the grounds that debate continues to rumble on over their precise meanings and clarifying distinctions between the two terms.
Although there remains no general consensus over precise definitions, the most widely accepted definition of workplace innovation was proposed by West and Farr (1990: 9):

the intentional introduction and application within a role, group or organization of ideas, processes, products or procedures, new to the relevant unit of adoption, designed to significantly benefit the individual, the group, the organization or wider society.

Their definition distinguishes between creativity and innovation in the crucial regard that the latter involves ‘intentional introduction and application’ of new and improved ways of doing things, whereas creativity can simply refer to idea generation alone (King, 1992, further extends this distinction to refer to the ‘ideation–implementation dilemma’). Second, West and Farr (1990) point out that innovation must confer intended benefits at one or more levels of analysis: the work role, group or organization. Again, this is not necessarily the case for creativity, where benefits can be impossible to quantify or assign. Third, and finally, innovation implies relative novelty as opposed to absolute novelty (Zaltman et al., 1973). That is, any change need only be new to the relevant unit of adoption, not absolutely new, allowing for innovations to be adopted and adapted from other organizations or work teams (West and Anderson, 1996). This definition accepted, it is apparent at this early stage that even widely applied definitions of innovation fail to highlight its negative aspects in precedence, process or outcome. Thus an innovation attempt designed to improve individual job performance might have deleterious effects at the level of the work group; a team-level innovation in one area might generate intergroup tensions and even conflicts over time; or, for a final example, a newly launched product line at the organizational level of analysis may throw up difficulties in response for work groups responsible for its implementation or for individuals who need to adjust their present ways of working. Recognizing that facilitating and inhibiting factors may vary regarding the different types of innovation, various ways in which innovation can be categorized have been proposed by researchers (see, e.g., Anderson and King, 1993). Table 24.1 illustrates five useful typologies of innovation focusing on different aspects of innovation.

One useful distinction of innovation displayed in Figure 24.1, the ‘socio-technical systems approach’ proposed by Damanpour and Evans (1984; Damanpour, 1987), distinguishes between technical and administrative changes, and, subsequently, ancillary innovation. Technical innovations lead to organizational change through the introduction of new tools, technologies (e.g. computer systems) and so on, whereas administrative innovations cause changes as regards the organizational structure or administrative workflows. Ancillary innovations involve changes at the organizational–environment boundary and go beyond the primary objectives of an innovation (e.g. career development programs offered by a library). Technological innovations are often implemented more quickly and are generally perceived to be more effective in comparison to administrative or ancillary innovations. Nevertheless, administrative innovations were shown to have a bigger impact on organizational performance for the most part (Damanpour, 1990). The overestimation of the effectiveness of technological innovations can be explained by the visibility and status associated with their adoption, which tends to be much higher than that for administrative or ancillary innovations (Anderson and King, 1993). The ‘innovation characteristics’ approach by Zaltman et al. (1973) represents another main theme evident as regards innovation typology. Instead of categorizing innovations according to the system within
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of typology</td>
<td>Sociotechnical systems typology of innovation</td>
<td>Interaction typology of innovation characteristics</td>
<td>Radicalness of innovation typology</td>
<td>Sources of innovation typology</td>
<td>Innovation characteristics and outcome effects of typology (health care organizations)</td>
<td></td>
</tr>
<tr>
<td>Innovation types proposed</td>
<td>Technical Changes in production methods or products manufactured</td>
<td>Programmed–non programmed Innovations vary in the extent of pre-planning, scheduling and organizational programming undertaken</td>
<td>Evolutionary–revolutionary continuum Evolutionary innovations as minor improvements on existing designs/systems. Revolutionary innovations as paradigm-breaking redesigns of existing designs/systems.</td>
<td>Emergent innovations Novel, unproven ideas and proposals developed and implemented unique to a particular organization or organizational sub-unit</td>
<td>Adopted innovations Systems/procedures already in use within comparator organizations which can be self-contained change processes</td>
<td>Magnitude Size of innovation and the extent of likely consequences</td>
</tr>
<tr>
<td>Ancillary innovations which cross organization–environment boundaries</td>
<td>Instrumental–ultimate Instrumental innovations facilitate larger-scale ultimate innovations which can be self-contained change processes</td>
<td>Radicalness (a) Novelty – degree of newness of the innovation (b) Risk – degree of risk involved in implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Reproduced with permission from John Wiley & Sons Ltd, Anderson and King (1993).
which they occur, Zaltman et al. (1973) focus on characteristics of the innovations themselves that can be classified into the following three dimensions: programmed versus non-programmed, instrumental versus ultimate innovations, and radicalness. Programmed innovations are scheduled in advance and represent further development of extant products or services. Non-programmed innovations are not planned ahead and are triggered either by the detection of slack resources or an imminent crisis. However, other non-programmed innovations may derive from attempts by individuals or groups to draw the organization’s attention to areas where possibilities for improvement had not been recognized. These so-called proactive innovations are often impeded or stifled and rather depend on the power and influence of their initiator(s) to get implemented. As regards the second dimension by Zaltman et al. (1973), instrumental innovations are introduced to facilitate subsequent, more radical, innovations, while ultimate innovations may be considered as ends in themselves. The third dimension, radicalness, refers to whether an innovation represents a major or minor departure from the past and the degree of risk involved with its implementation. Radicalness has received much attention from researchers (e.g. Peters and Waterman, 1982; Kanter, 1983; West and Anderson, 1992). There is a consensus in the literature that more radical innovations will meet greater resistance by employees and executives because they challenge the status quo more fundamentally and are likely to involve higher costs than less radical ones (Anderson and King, 1993). A third approach taken by Anderson (1990) to categorize innovation is by its source. The author distinguishes between three different sources of innovation – emergent, adopted and imposed innovations. Emergent innovations are generated within the organization and represent unique, unproven responses to challenges and problems particular to the organization (e.g. the creation of a staff rota system to meet the needs of the employees). Adopted innovations are imported from outside the organization, for example, from other organizations in the same sector, from other sectors, research institutions and so on (e.g. adopting ISO 9000 standards). Finally, imposed innovations are forced on the organization by external agencies (e.g. newly enacted health and safety legislation).

In a British hospital ward study, Sauer and Anderson (1992) compared the development of imposed and emergent innovations. The research revealed that imposed innovations showed a much more complex pattern in their development, including a proliferation of secondary innovations stemming from the emergent innovation. On the other hand, employees indicated higher emotional involvement and agreement on the key steps in the process concerning fully emergent innovations. Employees’ commitment or resistance to change (see Herscovitch and Meyer, 2002), thus, may depend highly on the precise source of an innovation.

Not only the source of an innovation but also the way it is instigated, the prestige of the champion steering its implementation, its rationale, and its pace of change are likely to impact its subsequent success or failure. Innovations aimed at enhancing the productivity or service procedures and processes of a firm, for instance, business process reengineering (BPR), total quality management (TQM), or just-in-time production (JIT), are often bought in ‘off the shelf’ while too often neglecting the human side of the sociotechnical system (see, e.g., Harmon, 1992). In order to minimize potential costs for the firm as well as for the individual employee, innovations with relevance to the whole organization may be established step by step, starting in one unit first while allowing for adjustment and familiarization.
Pro-innovation bias: reinventing managerial fads

Kimberly (1981) first coined the term ‘pro-innovation bias’ to describe the uncritical acceptance that all innovation is good, and that more innovation is without exception better. Beyond initial definitions, this bias appears still to be deeply rooted in many empirical studies if key recent reviews of this area are consulted, but even more so in popular texts on ‘how to’ stimulate and introduce innovation into organizations. Even a cursory glance at the most recent major reviews of the innovation literature confirms that pro-innovation bias is alive and unwell in its influence and limited perspective (recent major reviews include Frese et al., 1999; West, 2001; Patterson, 2002; Anderson et al., 2004). Yet it is the continuing deluge of popular management texts where this bias finds its most extreme and vocal expression. In this espoused view innovation is to be garnered at all costs by any organization, its antecedents and consequences are universally positive, and the ramping-up of potential for innovation is to be pursued unabated as the holy grail of medium- to longer-term managerial objectives. This torrent of books can be traced back now several decades, although perhaps the most impactful (i.e. best-selling) example is the book by Peters and Waterman (1982), and yet only more recently have several empirical studies emerged that seriously challenge this bias as being unjustifiable, unwise and potentially harmful to organizations and individuals within them.

A more balanced and critical view of the benefits, costs and disruptive aspects of any innovation attempt has in fact come into sight only quite recently across the research literature. Intuitively, and with some common-sense reflection, it becomes rather obvious that innovation processes are likely to be inherently disruptive, that all innovations may not be universally beneficial, and that maximizing organizational innovativeness as a managerial objective is most likely to result in unmanageable structures and clashing goals being sought by teams and individuals within organizations to the detriment of common performance or even survival (Daft, 1978). In fact, the prospect of achieving constant innovativeness, continuous change, and a deluge of new products and procedures within any organization is a chimera and as nonsensical as it would be commercial suicide; any organization would eventually implode into a vacuum of routinized procedures for essential tasks, internal conflicts of interests, and borderline anarchy, with senior managers struggling to keep any semblance of control over production methods or provision of services to its clients (see also King and Anderson, 2002). In support of this more balanced view also stand an increasing number of studies and proposed models of innovation processes that have either found evidence of, or propose likely effects of, negative aspects of creativity and innovation in the workplace (e.g. Janssen, 2003; Janssen et al., 2004; Miron et al., 2004; Townsend et al., 2004; Shalley et al., 2000). Summarizing these recent findings of both positive and negative outcomes, Table 24.2 overviews these effects at three main levels of analysis – within the individual, work team and organizational.

As can be seen from this table, whilst any single innovation attempt can have hugely positive outcomes, it can also simultaneously confer a potential series of problematic and dysfunctional outcomes. However, Table 24.2 considers only some possible types of innovation at each of the three levels of analysis. Other dysfunctional effects may be present in addition, as might cross-level effects mentioned above, whereby an innovation at one level has unavoidable causal effects at other levels of analysis (for a further discussion see Anderson et al., 2004). In summary, innovation is likely to lead to a variety of potential benefits and costs. With Table 24.2 we have not attempted to list these
### Table 24.2 Functional and dysfunctional aspects of workplace creativity and innovation at different levels of analysis

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Research object</th>
<th>Dimensions</th>
<th>Level of analysis</th>
<th>Key findings or proposed outcomes of innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Livingstone et al. (1997)</td>
<td>Creativity and person–environment fit; examining supply value and demand ability versions of fit</td>
<td>Creativity, person–environment fit, strain, job satisfaction, performance</td>
<td>Individual x Work team x Organization</td>
<td>A fit between demands for creativity and abilities for creativity was related to lower strain and higher job satisfaction. Discontentment, and low performance as consequence of a lack of fit between creativity demands, individual skills and organizational conditions.</td>
</tr>
<tr>
<td>James et al. (1999)</td>
<td>Antecedents and outcomes of positive and negative creativity in organizations</td>
<td>Positive and negative creativity</td>
<td>Individual x Organization</td>
<td>Positive creativity may result in, e.g., job improvement, reduced health costs, adaptability to change in environment, product creation and marketing ideas. Negative creativity may result in, e.g., theft, sabotage, harmful behavior to other employees, and undermining of organizational goals, and policies.</td>
</tr>
<tr>
<td>Shalley et al. (2000)</td>
<td>Work environment characteristics facilitating or inhibiting creativity at work; effects on employee satisfaction and intentions to leave</td>
<td>Creativity, work environment, satisfaction, intention to leave</td>
<td>Individual x Work team x Organization</td>
<td>Individuals were more satisfied and reported lower intentions to leave when their work environments complemented the creativity requirements of their jobs. Job-required creativity, job–environment (J–E) fit or complementarity had a significant effect on employee's affective outcomes.</td>
</tr>
<tr>
<td>Author(s)</td>
<td>Research object</td>
<td>Dimensions</td>
<td>Level of analysis</td>
<td>Key findings or proposed outcomes of innovation</td>
</tr>
<tr>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Zhou and George (2001)</td>
<td>Creativity as consequence of job dissatisfaction depending on conditions conducive to the expression of voice</td>
<td>Creativity, job dissatisfaction, continuance, commitment</td>
<td>Individual Work Organization</td>
<td>Positive outcomes: If new ideas proposed by the employees are accepted and subsequently implemented by the organization, it is likely that employees’ job dissatisfaction decreases. Negative outcomes: If new ideas proposed by the employees are not accepted and subsequently implemented by the organization, employees’ dissatisfaction may become even more dissatisfied with their job.</td>
</tr>
<tr>
<td>Janssen (2003)</td>
<td>Conflict and less satisfactory relations with co-workers as consequence of innovative behavior and job involvement</td>
<td>Conflict, job involvement satisfaction with co-worker relations</td>
<td>x x</td>
<td>A worker’s innovative initiatives may contribute to organizational effectiveness. A worker’s innovative behavior interacts with job involvement in providing conflict and less satisfactory relations with co-workers.</td>
</tr>
<tr>
<td>Miron et al. (2004)</td>
<td>Personal and organizational</td>
<td>Cognitive styles, initiative,</td>
<td>x x</td>
<td>Creativity positively affected innovation at</td>
</tr>
</tbody>
</table>

Note: The table continues with more studies and results, but the above content represents the initial part of the table.
| Townsend et al. (2004) | Implementation of virtual teamwork | Stress, trust, and cohesion issues, and structural resistance | x | x | x | Synergy of teamwork and use of information and communication technology | Employees’ being assigned to more teams, working in a more complex environment may experience more stress and are more likely to suffer from burnout. Free flow of team members’ communication may be inhibited by concerns about privacy and system security. Organizational restructuring may cause resistance by employees. |
| De Dreu (2006) | Relationship between task conflict and innovation in teams; effect of innovation on team performance | Task conflict, team innovation | x | Task conflict in teams can be positively related to innovation; potential positive impact on performance parameters, e.g., learning, innovativeness. Too much or too little conflict was detrimental to team innovation, i.e. teams were more innovative when the level of task conflict was moderate. While teams may benefit from innovations in the long run, immediate goal attainment may be reduced due to lowered efficiency of work processes. |
dysfunctional and functional effects of creativity and innovation comprehensively. Instead we gathered examples in the literature that contribute to heighten the awareness of a more balanced and realistic understanding of the benefits and detriments of innovation at the workplace. Considering each of our three levels of analysis, the processes of creativity and innovation will be subject to a closer examination in the following section. Moreover, current research findings indicative of functional and dysfunctional aspects are outlined and some of the likely deleterious consequences of innovation for individuals, groups and organizations are highlighted.

The processes of creativity and innovation in organizations

The term ‘innovation’ comprises result- as well as process-related aspects (Anderson and King, 1993; West, 2001). The outcome of an improvement process is referred to as innovation, just as is the process that leads to an innovation itself. Depending on the approach taken, this two-sidedness implies that ‘innovation’ can be considered either as dependent (result-oriented) or independent (process-oriented) variable. With regard to the promotion of innovation in organizations, the complex process of innovation is of particular importance. As Kanter (1988) pointed out, the process of innovation is highly uncertain, knowledge-intensive, controversial and boundary-crossing. It involves uncertainty because the actual outcome and the success of this process are often unpredictable. The innovation process is subject to knowledge creation as a certain degree of expertise and short-term acquisition of additional knowledge by the employees involved is indispensable for the initiation of innovation. Furthermore, the innovation process is controversial because innovation often provokes resistance to change within the organization, e.g. because of the reallocation of resources and the challenge of established procedures, and crosses boundaries as the introduction of an innovation may affect other divisions or break existing and establish new interdependencies. Keeping these attributes of innovation in mind, it is plausible to assume that the process of innovation is marked by detrimental ‘processual side effects’ for the innovator as well as for other individuals affected, and ultimately the wider organization. Stated simply, innovation processes are inherently problematic and quite easily tip over into becoming more or less dysfunctional for those individuals, groups or organizations involved.

Innovative behavior in organizations is often delineated by models on the sequence of events in the innovation process (for a critical overview on the plethora of models on the innovation process see King and Anderson, 2002; Anderson and King, 1993). These models are mostly based on theoretical considerations, in contrast to empirical research examining their validity with regard to innovation processes in real life. In spite of the criticism of stage-based models (King and Anderson, 2002), differentiating the innovation process into discrete phases or stages is especially of heuristic value for the description of sub-processes and constituent parts – also with regard to potential dysfunctional effects for individuals, teams and the organization at the respective stages.

Following a generic model outlined by Anderson and King (1993), any innovation process begins with the recognition of a problem. In this initial stage it is crucial that individuals identify a need for change, accompanied by the confidence that deficits can be rectified through modification which justifies that an innovative action is undertaken (Gebert et al., 2003). Against conventional wisdom, the majority of innovation is not the result of a brilliant flash of inspiration but of a well-aimed, intentional search for
improvement (Drucker, 1985). Ideas and suggestions for improvement made not only by employees but also, for instance, by product users are crucial sources of innovation. Attempts for improvement made by users have led to inventions such as kite-surf equipment (von Hippel, 1988, 2005). Customer demands may instigate innovation also with regard to organizational practices that often require further development in order to satisfy customer needs (e.g. establishing a just-in-time supply chain to meet the requirements for fresh food or the latest goods).

According to the ‘investment theory of creativity’ put forward by Sternberg and Lubart (1991), creative individuals are characterized by taking up ideas with high development potential at a time when these ideas are still largely unknown, relatively unpopular or even disrespected by others (see our argument in the following section that such behavior is actually tantamount to ‘counterproductive work behaviors’). Creative individuals stick to their idea and make an effort to convince others of the usefulness of their idea in order to put it into practice eventually. Thus creative behavior requires specific personality traits, intelligence, knowledge, specific thinking, and working styles as well as motivation on the part of the ideator (Amabile, 1988; Sternberg and Lubart, 1996; for a comprehensive overview on individual predictors of innovation see Patterson, 2002). In terms of the capacities for innovation within organizations, good ideas and proposals for improved work practices or products may come from workers having jobs at the shopfloor lowest levels in the hierarchy. However, looking at bottom–up and top–down processes of innovation, inventions at the senior managerial level may get implemented more often simply due to high power, influence and, thus, better access to resources in the hands of senior managers.

Whereas the idea identification may be unrelated to detrimental effects on the personal level, negative effects for the individual already become likely at the subsequent initiation phase. For instance, the ideator may be required to break given routines and rules in order to act according to the new idea. Extra-role behavior such as task revision (Staw and Boettger, 1990), personal initiative (Frese and Fay, 2001) or self-responsible behavior (Kaschube, 2006) may possibly lead to innovation in the long run. At the outset, however, it is also likely that voice behavior, i.e. speaking up with suggestions for change (see Rank et al., 2004), causes a field of tension. For instance, conflicts between the ideator and his or her supervisor may occur when the latter is reluctant to change and rather sticks to the tried and tested instead of taking the risk to engage in uncertain, unapproved activities. In fact, a considerable portion of inventions goes back to senior managers. Executives often initiate innovation and change with regard to organizational processes and procedures (e.g. setting up ‘shared services’ or adopting ISO 9000 standards) that may be conducive to the effectiveness and competitiveness and, thus, the long-term survival of the organization, but also to personal goals such as an increase in power and influence.

Individuals can certainly recognize problems and generate ideas for improvement as an end in itself; producing ideas per se does not involve negative effects. However, as soon as access to resources is required for further development and implementation of ideas, the support of a second party becomes indispensable (Axtell et al., 2000). Eventually, the prestige of a champion becomes a deciding factor when it comes to the implementation of an idea. Therefore, from a psychological point of view, it is crucial to take individual as well as interpersonal, job-related, organizational and other contextual factors into
account when examining how innovation in organizations can be fostered or impeded (Axtell et al., 2000; Maier et al., 2001).

During the initiation phase of an innovation, the organization becomes aware of the existence of a novelty that could be utilized. After decision makers have formed and expressed their attitudes towards a specific idea, a decision whether the innovation should be pursued or not is made. At this stage conflicts between the ideator or champions, i.e. promoters of an idea (see Howell and Higgins, 1990), and the organization may arise, e.g. when the idea is not recognized but abandoned by the top management. On condition that the organization makes an adoption decision, i.e. the organization wants to proceed with the implementation of an idea, the subsequent implementation phase usually includes initial attempts to make use of the innovation which may require further modifications and redefinitions. Introducing an organizational innovation is often a venture that encounters a number of challenges and obstacles. For instance, the introduction of virtual teams necessitates both organizational restructuring and the use of new work technologies. Therefore start-up problems and intentional opposition by the employees are likely to occur (Townsend et al., 2004). Hereby the source of an innovation (see Table 24.1; King and Anderson, 2002) may be a deciding factor for whether employees accept an innovation and therefore commit themselves to a change process (Herscovitch and Meyer, 2002) or rather thwart the plans of the organization (‘not-invented-here syndrome’).

According to conventional stage models, it can be assumed that the innovation becomes more and more routinized during the sustained implementation phase (see King and Anderson, 2002; Zaltman et al., 1973). Van de Ven et al. (1999), however, pointed out that innovation processes in reality are often terminated before an innovation is implemented, e.g. due to deficient resources, and before routinization starts off. Criticizing the widely held assumption that the innovation process unfolds in a linear sequence of distinct stages, the authors proposed an alternative approach based on longitudinal data from the Minnesota Innovation Research Program (MIRP). This model acknowledges the non-linear character of the innovation process that usually involves a great extent of cycling back and forward, and overlap between the different stages. Furthermore, the process of innovation is not settled with its routinization but is rather likely to influence the initiation of future innovations – that is, past innovation begets future innovativeness (King, 1992). This approach is compatible with the much more fluid depiction of innovation as a series of processes which constitute the ‘innovation lifecycle’ by Kimberly (1981).

Using longitudinal data, Van de Ven et al. (1999) also identified some common features of innovation, such as the fact that success and failure are often not attributed correctly. As pointed out by King and Anderson (2002), most models of innovation ignore that an innovation process may be perceived from different angles within the organization. Whereas the top management, for instance, might assume that the innovation has been successfully implemented and routinized, the innovation may have been rejected and abandoned by certain work groups or individual employees. The rejection of the innovation on the part of the employees may have its roots in negative effects, such as heavy workloads and, as consequence, mental strain and stress symptoms, accompanying the innovation (Bunce and West, 1996).
Negative outcomes from innovation: three levels of analysis

Individual level
Several studies cited in Table 24.2 suggest that creativity and innovation processes can have negative outcomes for those involved, interestingly either as a cause underlying innovation as an attempt to change and improve the situation, or as a consequence whereby innovation at work can lead to useful as well as less than positive consequences. Janssen et al. (2004), for instance, pointed out that on the one hand engaging in innovative activities can be conducive for employees to adapt effectively to the job, to increase job satisfaction and subjective well-being. On the other hand modifying oneself or the work environment through innovation may bring unintended costs, such as increased stress levels, for innovators and other individuals affected in its wake. Stress can be caused by numerous different kinds of stressors, such as aspects of the employee’s work role, specific job characteristics and demands, and the physical work environment (Hart and Cooper, 2001) or stressors that are of a more interpersonal nature (Spector and Jex, 1998). Janssen (2003) demonstrated that innovative employees are indeed more susceptible to involvement in interpersonal conflicts with co-workers, e.g. when facing resistance to the innovative idea. Again this can have a negative impact on the innovator’s state of health, at least when the organizational environment is perceived as to be unfair (Janssen, 2004). Furthermore, a lack of fit between job demands, e.g. to be creative, and individual abilities may result in job dissatisfaction, intentions to leave, and lower job performance (Livingstone et al., 1997; Shalley et al., 2000). In their model, James et al. (1999) distinguish between positive and negative creativity and organizations. Whereas the former is expressed in ideas and innovations that are useful for the organization, the latter is revealed as theft, sabotage, social attacks, and exploitation, and the undermining of organizational goals and policies. Perceived injustice or lack of control (Gebert et al., 2003) stimulate negative emotions and individual goals and are thus conducive to negative creativity.

As intriguing to note is that definitions of, and research into, counterproductivity at work overlap quite notably with creativity and innovation studies and definitions. Sackett and DeVore (2001: 145) define counterproductivity as follows:

Counterproductive workplace behavior at the most general level refers to any intentional behavior on the part of an organization member viewed by the organization as contrary to its legitimate interests.

Thus, behavior by individuals that challenges established practices, that violate existing rule structures, or that involve the misuse of organizational resources for non-sanctioned activities is potentially understood as being counterproductive. Ironically, as noted earlier, all of these elements are often present in the early phases of innovation attempts (e.g. West, 2001), and the elements of this definition, including the intentionality of behavior, present a striking, inverted mirror-image of their positive connotations put forward in the innovation literature. For instance, Sackett and DeVore (2001: 146) in their review of the various categories of counterproductive behavior proposed over the years include the ‘misuse of time and resources’ as a polemic opposite. Kanter (1983) identified ‘skunk works’ activities where employees engage in non-sanctioned tasks using organizational time or resources as being a significant means through which innovation can be stimulated and encouraged. The dilemma here, of course, is that innovation by its very nature
is often ‘non-sanctioned’ behavior which flourishes best under such covert conditions, and which may well be seen by some in the organization as rather more counterproductive than innovative. Innovation, it seems, is truly in the eye of the beholder (Amabile, 1988).

Work group level

Given the nature of innovation as being highly unpredictable, controversial, and in competition with alternative courses of actions (Kanter, 1988), it is not surprising that conflict is a common feature of innovation (King and Anderson, 2002). Other research hints at the negative effects sometimes involved in team-level innovation attempts. De Dreu, for instance, in a series of papers, has highlighted the effects that conflict can have upon stimulating creative ideas within group innovation, but also that innovation itself can provoke further conflict within work teams (De Dreu, 2006; De Dreu and Weingart, 2003).

Conflicts in teams are either relationship- or task-related. Examples of relationship conflicts are divergences with regard to personal taste and political preferences, whereas disputes about the distribution of resources and the interpretation of facts are examples of task conflicts (De Dreu, 2006). Relationship conflicts were shown to have a negative impact on task performance (e.g. Jehn, 1995). Pelled (1996), for instance, demonstrated that relationship conflicts between team members are bound up with lower productivity due to high claims of time and energy used up by the conflict. By contrast, task conflicts spur on team members to examine subject matters more thoroughly and to engage in deliberate processing of task-related information. Groups who encounter task conflicts where found to make better decisions due to a higher cognitive understanding of the issue under consideration (see Simons and Peterson, 2000). Thus task conflicts can contribute to the recognition of inefficiencies, foster learning, and lead to the development of novel ideas. Whereas initial research findings have prompted many to argue that task conflict has a positive impact on team effectiveness, a meta-analysis of relevant work resulted in a moderately negative correlation between task conflict and overall team effectiveness (De Dreu and Weingart, 2003).

In an attempt to resolve the contradiction of previous findings, De Dreu (2006) points out that the line of argument underlying the prediction that task conflict is conducive to team performance relates mainly to the ability to learn, to develop new insights and understanding, and to solve complex problems. However, learning and complex problem solving take up time, effort and energy. Therefore task conflicts may be detrimental to goal attainment and efficiency of work processes, at least in the short term. At the same time, task conflict can be conducive to those subcomponents of overall team performance that are subject to team members’ learning ability and innovativeness. Furthermore, it has been demonstrated that task conflict is actually related to innovation in work teams in a curvilinear fashion, i.e. too much or to too little task conflict was detrimental to team innovation. Accordingly, teams were more innovative when the level of task conflict was moderate. The challenge here, of course, is to maintain a certain level of task conflict that leads to functional in contrast to dysfunctional outcomes. Whereas individual creativity and work team innovation can be the outcome of conflicts, innovation itself may be a source of dissent among team members, e.g. due to heavy workload, or uncertainties about the distribution of resources and power, and a lack of clear guidelines. Although work groups may profit from innovation in the long term, the immediate chances of goal attainment and effectiveness are rather restricted (De Dreu, 2006).
**Organizational level**

Looking at the more problematical aspects of innovation in the workplace, far less research has been published on the organizational level of analysis. However, on the assumption that an innovation is successful in terms of profit, a number of ‘collateral damages’ are still likely to occur, e.g. increased employee turnover due to changed working conditions through organizational restructuring or the introduction of new work technologies. Furthermore, concentrating on one innovation ties up resources (e.g. material, financial or managerial resources) that are usually reserved for other areas such as specific functions and product groups and therefore may cause inefficiencies elsewhere (see Van de Ven et al., 1989).

**Distress-related innovation: a multi-level model**

Anderson et al. (2004) propose a so-called ‘distress-related’ model of innovation at work. Their model is reproduced in Figure 24.1.

Essentially, the phrase ‘necessity is the mother of all invention’ partly explains the orientation of this model, but not fully. The model in essence proposes a series of distress–innovation response–outcome relationships in a multi-level framework. Here, innovation is provoked not by slack resources, positive work group climates, or individual propensity to innovate altruistically, but by distress events such as organizational decline, and work group and role conflict. The necessity to be more innovative at the organizational level of analysis often results from changing business environmental circumstances that are beyond immediate control, such as the changing nature of work (West, 2002; Howard, 1995). At the group level, minority dissent and moderate task conflict can stimulate teams to be more innovative (De Dreu, 2006).Regarding the individual level, job dissatisfaction and negative mood states can provoke creativity and innovation (George and Zhou, 2002; Zhou and George, 2001). In effect, the distress-related model by Anderson et al. (2004) depicts innovation as a process with distress-related variables acting as triggers for innovation. At the same time the innovation itself or its consequences may be the determining factor of any distress experienced by individual employees, work teams or the wider organization. Furthermore, the model illustrates that innovative attempts might potentially cause cross-level effects. For instance, group innovation such as the development of a new product may not only impact the work group but also result in undesirable consequences for the individual or organizational level of analysis.

Whereas antecedents of creative and innovative behavior have been widely studied, the critical factors and process mechanisms that regulate positive and negative consequences of innovation remain neglected to a large extent (Janssen et al., 2004). Although Anderson and King (1993) have pointed to the fact that the outcomes of innovations in terms of their effects on the entire organization, its constituent units and individual employees should be included in research on innovation processes, hardly any research has tried to fill this research gap so far (for exceptions see Table 24.2). Thus, while assumptions about the beneficial effects of innovation at all these levels of analysis are commonly made in research and practice alike, the more problematical, but ever-present, aspects of initiating new and improved ways of doing things in the workplace have remained widely ignored. Taking this shortcoming into account, the distress-related model illustrated above considers negative consequences of innovations as regards three different levels of...
Individual distress

Examples:
- Negative mood states
- Job dissatisfaction
- Role conflict, ambiguity

Group distress

Examples:
- Minority dissent
- Task conflict
- Intergroup competition

Organizational distress

Examples:
- Turbulent environment
- Reduced slack
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Individual innovation

Examples:
- Work role innovation
- Personal initiatives
- Novel work processes

Group innovation

Examples:
- New products, services
- Novel work processes
- New leadership style

Organizational innovation

Examples:
- New marketing strategy
- Business process redesign

Individual consequences

Examples:
- Work role ambiguity
- Lower efficiency
- Struggle for recognition

Group consequences

Examples:
- Group workload
- Lowered effectiveness
- Task conflict

Organization consequences

Examples:
- Lowered short-term profit
- Turnover


Figure 24.1 Distress-related innovation at three levels of analysis
analysis. Subsequent to the implementation of an innovation, individuals may, for instance, experience higher levels of stress due to increased workload caused by the change, e.g. new technologies and work processes. Where employees perceive their changed work situation as highly stressful over a longer period of time, for instance, health problems and burnout as well as reduced work motivation become likely to emerge. Examples of potential detrimental outcomes of innovations as regards the work group are conflicts with co-workers or supervisors due to task-related disagreements and increased workloads. The implementation of virtual teamwork, for instance, may affect the cohesion and trust of team members and thus be detrimental to the effectiveness of the work group in the medium and long term (see Townsend et al., 2004). With regard to the organization as a whole, the introduction of innovations may not only result in reduced short-term profit, but also higher employee turnover due to less attractive working conditions. Whereas the former is more or less ‘part of the business’, the latter potentially implies a loss of valuable human resources which again may cause lowered efficiencies, output losses and follow-up costs. Furthermore, real cases such as Enron in the past have shown that innovation can also be associated to unethical practices and, thus, eventually cause the organization to start floundering.

In general, the distress-related model contributes to a more balanced view of innovation, which may in fact involve beneficial as well as detrimental effects. However, it is crucial to note that the cycle depicted in the model may not necessarily start with distress but with the introduction of an innovation – whether invented or discovered in the organization or adopted from outside. However, distress may also take on other developments and, for example, spill over from one level of analysis to the others and eventually cause more damage than can be compensated for by secondary innovations arising from it. Similarly, because a certain degree of task conflict has been shown to be conducive to innovation (De Dreu, 2006), a moderate level of distress may instigate innovative at the workplace. However, the crucial question here again is: what represents a ‘moderate’ level of distress and how can this be balanced in order to prevent far-reaching damage way beyond the scope of the present innovation attempt? For instance, induced task conflict can all too easily lead to irreparable interpersonal conflicts, an endemic loss of leadership credibility, and longer-term declines in work group climate or even wider declines in organizational culture that may undermine other aspects of organizational performance. Referring to the last, various innovation researchers have argued directly against the ‘benefits’ of conflict-induced innovation (e.g. West, 2001; Baer and Frese, 2003). Indeed, they have argued for the establishment of a climate conducive to innovation in work teams that is not characterized by conflict and distress but by (a) a shared vision, (b) participative safety, (c) task orientation and (d) support of innovation (West and Anderson, 1996). Thereby individuals are encouraged to propose new ideas and discuss them openly without fear of negative consequences such as rejection or interpersonal conflicts.

**Concluding comments**
The starting point of this chapter was that the more dysfunctional, conflictual and counterproductive aspects of innovation have been largely ignored in the literature so far. Currently, the majority of applied studies deal with creativity and innovation as if the antecedents, processes and outcomes involved are unswervingly positive throughout. In this chapter we have highlighted the ‘darker’ sides of workplace innovation, whether at
the individual, work group or organization-wide level of analysis. After years of extensive research into innovation, these dysfunctional elements of the innovation process are only just coming to light. Such elements – nonconformist behavior, rule breaking by work groups, deviant norms, counterproductivity, to name but a few – are in fact part and parcel of the early phases of the innovation cycle (West, 2001). Innovation, it seems, is not only in the eye of the beholder but is also a disruptive process often born of disruptive ingredients, which may lead eventually to other unforeseen innovation attempts.

Considering the far-reaching consequences innovations can have on individuals, work groups and organizations, the question arises as to what kind of research into the more problematical outcomes of innovation would advance theory and practice alike. In the previous section, we presented a model of distress-related innovation at multiple levels of analysis. This model may guide future research into the ‘darker sides’ of innovation; in this connection promising avenues include looking at the causes and consequences of innovation in longitudinal studies and, ideally, using multi-level research designs (see Anderson et al., 2004).

In many ways, however, this more balanced portrayal of the benefits and disbenefits of innovation antecedent factors, processes and outcomes is to be welcomed. It provides a clear antidote to the excessively positive accounts generated by some authors falling foul of so-called ‘pro-innovation bias’ and who have fallen into the trap of presenting a managerially enhanced fictitious account of the true processes involved in stimulating and implementing innovativeness in workplace settings. One manager’s radical innovation is truly another’s counterproductive behavior; the challenge for researchers is to unravel these widely divergent perceptions and for managers in organizations it is to balance the value of such nonconformist behavior against its likely costs and benefits to the organization in the longer term.
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Children are taught to recognize right versus wrong and good versus evil at the earliest age (Stillwell et al., 2000). Not only do they learn these dichotomies and their importance, but they are also trained to recognize the most obvious cues associated with them. Even the smallest delay in identifying evil, they are told, has the potential to lead one in the wrong direction. So, it is not sufficient for everyone just to know right versus wrong; everyone must be on guard for the first signs or cues of evil – so that we can keep our distance from it. Because this is so ingrained in us as children, it is not surprising that most individuals, as adults, similarly are primed to identify cues that are associated with evil, to generalize from these cues, and then look either to eliminate or to put distance between themselves and this evil. With the risks associated with evil, only a few cues are required to initiate a set of responses; real evil is not necessary. In other words, as individuals mature, it is often the proxies of evil to which individuals react. However, the cues themselves that serve as these proxies are, at least in hindsight, often not sinister or actually harmful. For example, having others disagree and appear to be different can lead to labeling and stereotyping. Whether it is the Salem Witch Trials in the late 1600s or McCarthyism in 1950s, the majority quickly move to deal with even the slightest signs of inappropriateness.

When one sees subcultures develop within an organization, it is not surprising that most see them as potentially harmful. While only a few might be disagreeing with the majority, it is common for the majority to engage in this type of categorization – seeing that minority as something sinister, ‘evil’ or potentially harmful to the organization. The subcultures that emerge among those individuals who disagree with the core culture are necessarily seen as bad, a threat to the majority’s status and power, and something must be done to eliminate them. Having stated this, however, most adults understand, from experience, two things that children are not taught by their parents or teachers. First, while it is easy to label things in a dichotomous manner, like good or evil, in actuality, these terms anchor ends of a broader continuum. In many circumstances the ‘truth’ is not at either end of the continuum. Second, the definition of what is ‘good’ or ‘evil’ is a matter of perspective: what is seemingly wrong for one may, in fact, be right for another.

We believe these same categorization and perception processes commonly occur within organizations. And while the ‘majority’ would see the purpose of identifying ‘destructive’ subgroups as one of rooting out and eliminating dysfunction, these very efforts may actually be creating the dysfunction. This chapter first will explore the issue of why subcultures develop and how these subcultures fit into the context of the larger organization. In so doing, we pose three important questions: first, are some cultures particularly fertile to cultivate subcultures? Is this a ‘natural’ process, ubiquitous in all organizations, and does it occur more frequently in some organizational cultures than in others? Second, why do
many of these subcultures come to be labeled as dysfunctional? What are the threats that subcultures pose to the established organization? Finally, is it possible that successful organizations may use subcultures to enhance themselves and increase their ability to adapt to change? Moreover, if subcultures were not labeled negatively, is it possible that they could actually enhance engagement and trust among members?

To understand the zeitgeist of subcultures, we begin by looking at how seemingly dysfunctional subcultures are showcased in business school pedagogies. In the cases we highlight, different subgroups have grown up within a larger organization culture, and embrace one or more practices which students quickly intuitively see as ‘problems’. Even productive groups can be labeled as ‘dysfunctional’ if important norms or practices diverge from the core culture, and despite their effectiveness at achieving organizational goals. We then move on to explore how this labeling occurs. Subgroups naturally form in organizations, and from these subgroups, cultures (i.e. subcultures) unique to these subgroups form. These subcultures can be simple variations of the broader organizational culture, or they may contain significant alterations. Rather than being anomalous, their development should be viewed as normative for organizations. With the formation of these subcultures coming out of various subgroups, however, the social categorization literature (e.g. Brewer, 1991) is quite clear in illuminating how ingroups and outgroups are labeled and begin to perceive and interact with one another. It is a simple extension to suggest that some of the subcultures are labeled as ‘dysfunctional’. In turn, this has an impact both upon the treatment of these subcultures but also upon the ways the individuals within the subculture view themselves. In the final section of the chapter, we discuss the implications of this labeling and stereotyping for organizations in terms of enhancing the organization’s capability to change and to embrace change, as well as the degree to which individuals are engaged and trust others.

Exploring subculture dynamics in early management education cases

The role of formal and informal subgroups in organizations has long been recognized as important. It would be expected that educators as well as those in industry would design pedagogies to enhance individuals’ competencies in working with and managing these informal groups. Some of the classic case studies in the management disciplines were written to help students understand the systems that operate within work groups and organizations, particularly insofar as the dynamics of these formal and informal groups affect individual and group productivity. Several of the cases focused on the development of informal subgroups within productive work groups, and challenge students to consider how to understand their dynamics and ‘operate’ on these subgroups without impacting overall group productivity. It is not clear where the impetus for this kind of case developed, although two aspects of the development of management theory had some impact. First, the prescribed development of the theory of organizations specified the broader framework of bureaucratic organization structures and processes, and specified how workers should be arranged, organized and controlled for maximum organizational efficiency (Drucker, 1954). Examples of these ‘informal subgroups’ appeared to create interesting challenges for this theory, since they offered examples of productivity that seemed to be outside the boundaries of bureaucratic theory. Second, the focus on groups, productivity and the impact of norms was clearly strengthened by the Western Electric studies (Roethlisberger and Dickson, 1939), where informal subjects were first identified.
as being an independent force operating within the organization and as impacting individual, group, and organizational performance.

Three classic management cases focus on the important role played by subgroups in organizations: Claremont Instruments Company, ‘Work Group Ownership of an Improved Tool’, and the Slade Company. Let us offer a quick review of each of these cases, and illustrate how formal and informal groups operate within the context of the larger organization.

Claremont Instruments Company (Hower and Lawrence, 1948) was a company that produced a varied line of high-quality glass pieces for laboratory equipment and supplies. A group of highly skilled workers produced many of the glass pieces by hand, while other pieces were machine-blown into a variety of molds. Four shifts worked in the department on a 24-hour, seven-day-a-week basis. Working conditions were hot, smoky and noisy. In one department, the glass department, a ‘problem’ developed: occasional outbursts of horseplay among the workers. The horseplay involved workers throwing wet waste paper at each other, occasionally squirting each other with fire hoses, or extensive banter among key workers in the department. Generally, the horseplay was short-lived and workers quickly returned to their assigned duties. However, one night a worker slipped in a puddle of water after a fight, dropped a box of glass, and burned herself on some hot glass. Management’s challenge was to decide whether to ‘tighten up’ on discipline and punish the horseplay, but without disrupting the overall productivity of the department.

In ‘Work Group Ownership of an Improved Tool’ (1956), a group of skilled craftsmen machine-lathed highly sophisticated component parts for aircraft engines. Eight skilled machinists were of the same nationality and worked in four shifts of two workers each on a 24/7 production schedule. They were paid hourly plus a modest piece rate, and usually completed 22 units per shift. Their productivity rate was hampered by the lathe equipment, which frequently had to be shut down and cleaned to maintain quality production. One day, one of the informal leaders of the group created a new lathe tool bit which reduced the amount of time the lathes had to be stopped for cleaning (which led to increasing productivity). The worker eventually shared the tool with his seven other comrades so that workers on all four shifts had the tool. However, the workers refused to share the discovery of the tool with the company. They believed that the amount of a one-time bonus they would receive as a reward for discovering the tool was significantly less valuable than the continuing bonuses they could accrue by increasing their productivity with the tool, but not letting management know about it. They feared that once management was told about the tool, the piece rate quota would be adjusted and/or some workers might be laid off, and thus there would be little if any long-term benefit from their invention. The workers decided to use the tool to increase productivity modestly, and continually tricked the ‘methods supervisor’ who tried to investigate the new tool. The ongoing tension between the workers and methods supervisor eventually led to a major confrontation with the unit supervisor. The student challenge is to act as this unit supervisor, carefully unravel the problem, and determine an optimal solution.

Finally, the Slade Company (Lawrence and Seiler, 1960) is probably the best known of the three cases. The case described the complex social structure of the plating department under the oversight of its foreman, Ralph Porter. The department contains several well-organized and complex work groups who work together to accomplish a variety of metal-plating tasks. The groups appear to operate with very strong norms for quality and
productivity, and little supervisory oversight. However, a significant problem occurs in the abuse of the department’s time clock. Workers were scheduled for 12-hour shifts (7–7), and often voluntarily came in to work to perform overtime and on weekends. However, supervisors only worked until 5 pm and were seldom present on weekends. So the workers often completed work by 5:30 pm, a half hour after the supervisor departed, and left one of their colleagues behind to punch others’ time cards out at 7 pm. Workers also punched each other in or out to cover up lateness or absence, but no workers ever punched out early when important productivity deadlines had to be met. When asked whether they would prefer to work shorter hours for a higher hourly wage rate, one of the key group leaders laughs and says, ‘it wouldn’t even be an even trade’. Again, the student challenge is to determine whether the ‘time clock’ problem is a serious problem, and how to ‘fix’ it without undermining the morale or productivity of the plating department.

When these cases were used in classrooms, the challenge for students was to understand both the ‘analytical’ and ‘action’ perspectives on the case. To understand the analytical perspective, students were often introduced to a framework to assist them in understanding some of the most important forces that impact work group dynamics (see McCaskey, 1979). This framework gave students the tools to understand how components of context, people, task, and the formal organizational structure itself – often called the ‘formal system’ – worked together to create an emergent system, or the group’s culture. As groups work together within the required system (defined by the nature of the people, the nature of their collective task, the nature of the formal organization structure, and the nature of the physical, social and economic context of the work), patterns of behavior emerge, some of which are related to completing the task, whereas others are more ritualistic. A related pattern might be the degree to which members pitch in to help others when work is backlogged; a ritualistic pattern might be deciding to collectively take a break at 3 pm every day, or meet in a local bar after work. Neither of these patterns is specified by the components of the required system, but both may be instrumentally important to the group’s work output and member retention. Components of an emergent system include the norms of the group; roles taken on by particular group members, rituals, stories and unique language; and shared cognitions (Klimoski and Mohammed, 1994). Thus, in each of the cases described above (Claremont Instruments, Work Group Ownership and Slade Company), students needed to understand the factors that contribute to the group’s culture and that lead to the group being perceived as functional and dysfunctional.

From an action perspective, students had to determine whether, and how, to operate or take actions on the emergent system so as to fix the ‘deviant’ emergent behavior without disturbing dynamics that kept these work groups productive. Thus, in Claremont Instruments, the challenge is to determine whether the worker injury is sufficiently critical to justify managerial intervention in the glass-blowing area in order to curtail the horseplay. In Work Group Ownership of an Improved Tool, the challenge is to find a way for management to encourage the group to share the tool with those outside the immediate group, so as to improve overall company productivity, without negatively impacting the compensation or morale of the work group that invented it. Finally, in the Slade Company, the challenge is to examine the legal and ethical implications of the ‘punch out’ system, propose effective changes, and help the workers accept and endorse those changes without negatively impacting the group’s effectiveness and productivity. In most cases,
instructors helped students develop remedies that focused on recognizing the positive aspects of the group’s functioning and performance, not acting precipitously or heavy- handedly as a manager, and participatively involving the group in developing solutions.

Although these cases were used to teach some basic management and human resources theories, they also focused attention on why and how subcultures develop, and, more specifically, on how what seems to be a ‘dysfunctional’ set of norms and practices can emerge within a highly ‘functional’ work group environment. There are two particularly interesting implications from these classic cases. First, changing one’s perspective – from management’s view to the workers’ view and back again – quickly results in different perceptions of the unfolding events. That is, if the manager mentally shifts from the organizational perspective to the work group’s perspective – as one would in looking at the classic Gestalt figure-ground pictures – one would potentially view who is right versus who is wrong (and the resulting actions) very differently. As one shifts perspectives and imagines oneself a member of each work group, seemingly dysfunctional actions and subcultures can be seen as functional both to the group and even to the organization. Thus, although one might at first view them as dysfunctional, these groups and their culture may actually have a positive impact on the organization as a whole. In Claremont Instruments, the water-throwing was a functional way to cool workers off in a hot, poorly ventilated environment, as well as a means to combat the monotony and mental tediousness of the work. In Work Group Ownership, the group’s secrecy about the new tool was a way to improve the equipment used on the job, to increase their direct rewards, and to ‘beat’ a supervisory group whom they did not trust to reward them appropriately for their efforts. Finally, in the Slade Company, the punch out system was a way to occasionally cover for a sick or tardy co-worker, increase compensation (avoiding management’s wrath and punishment), and demonstrate to management that they, too, had power and control over the work environment.

Understanding cultures and subcultures

What is culture? The dictionary suggests that a culture is

the integrated pattern of human behavior that includes thought, speech, action and artifacts and depends on man’s capacity for learning and transmitting knowledge to succeeding generations. *(Merriam-Webster’s Collegiate Dictionary, 2001)*

As applied to organizations (rather than societies), culture can be defined in many ways, and scholars have proposed many definitions. Researchers have suggested that a culture is the norms that evolve as groups of people work together; the rules that guide how people can (and should) get along with each other inside the organization; the core values that are endorsed by a group or organization; the ‘climate’ or ‘atmosphere’ within an organization; and the overall ‘philosophy’ that guides an organization’s policies and practices toward people (i.e. its human resources policies and practices, both formal and informal) (Schein, 1988). Schein argues that while all of these things may be diagnostic of a culture, they are not definitions. Instead, Schein (1988: 9) argues that culture is:

a pattern of basic assumptions – invented, discovered or developed by a given group as it learns to cope with its problems of external adaptation and internal integration – that has worked well enough to be considered valid, and, therefore to be taught to new members as the correct way to perceive think and feel in relation to those problems.
Implicit and explicit in this definition are some important elements that will shape our discussion in this chapter.

First, a culture is a property of a social unit. Social units develop a ‘culture’ as groups within that unit interact with each other. Culture ‘is a learned property of group experience’ (Schein: 7).

Second, culture develops as those within that social unit solve internal and external problems, and develop common experiences around solving those problems. These common experiences created a ‘shared view’ of the world, which, if it persists long enough, comes to be taken for granted by the members of that social unit.

Third, in larger social units, stable subgroups are likely to develop their own cultures. These groups might mobilize around a particular level in the hierarchy (such as managers, supervisors and workers), around different physical locations (plants, offices, retail outlets, etc.), different occupational groups (sales, research and development), etc.

Fourth, viewed more broadly, culture can be applied to any size social unit. Cultures can be found at the level of entire civilizations (Eastern versus Western), countries (Great Britain versus China), ethnic groups, occupations and professions, organizations, families, or various kinds of groups and teams.

Schein (1988, 1999) also stresses that cultures are more than just ‘the way we do things around here’. His research shows that cultures are composed of three major levels. These levels move from the most visible and easy to see, to the most implicit and difficult to see.

Level 1: artifacts
Artifacts are what you see, feel and hear as you move around the physical space of culture. Culture is reflected in the architecture, the décor, the decorations, or the way you are treated as you enter the space. Artifacts are easy to discern as one views faculty offices. Some are messy, crammed with books, journals and papers; others are spotlessly clean. Some have plaques, trophies and awards, others have attractive paintings and photos, others are completely stark and bare. In some offices, you are greeted pleasantly, while in others, people stare at you coldly. Clothing stores that appear to particular age groups (e.g. teenagers versus mature adults) intentionally use furniture, decoration, lighting and sound to create an emotional experience for the intended customer. In offices, one can look at pace of action (how people are moving around), formal versus informal dress, or the number of open versus closed office doors. People behave the way they do because that’s the way they do it in this organization, although it may never be clear why they do it this way.

Level 2: espoused values
At a second, deeper level, culture is reflected in what matters to the organization, and why they do what they do. Why is the teenage clothing store filled with glitzy décor and loud contemporary music, while the mature adult clothing store is filled with expensive formal chairs and lounges, oriental rugs and classical music? These choices presumably reflect the strategies, goals and philosophies (espoused justifications) of those who are appealing to a particular type of customer and want to draw them into the store. Similarly, in the office setting, the amount of formality, activity and/or privacy reflects the organization’s strategies and goals with regard to the organizational value of employee interaction, teamwork, easy communication, open debate and discussion, etc. These dynamics may be explicitly
espoused by current management, or may be the legacy of the informal rules created by the long-since-departed founder of the organization.

**Level 3: shared tacit assumptions**

Finally, at the third (deepest) level, a culture reflects the unconscious, shared, taken-for-granted beliefs, perceptions, thoughts, feelings and assumptions about ‘how things ought to be done’. These assumptions probably go all the way back to the founder of the group or organization, who had some very strong assumptions about ‘the way the world worked’. These assumptions and values were imparted to others, who engaged in a joint learning process to follow these assumptions and found that they created group or organizational success. They are then imparted to newcomers to the group, who often persist in using those processes and procedures, even if they no longer are important or relevant for producing success in a changed environment. Thus, even those in the current culture cannot reconstruct why it is that this is the way we do things around here, without standing outside themselves (and the context) to gain perspective or see it differently.

**The formation of subcultures in organizations**

While each of the subgroups identified in the previous three cases adopted the rules, norms, rituals and practices of the organization in which they were located, each also had evolved a set of unique practices that had meaning, significance and value for them, but not necessarily for the broader organization. Before delving into the issue of whether these different subcultures are functional or dysfunctional, it is important to understand why and how these subcultures develop.

In any large organization, the maintenance of consistency across the organization is very difficult. Divisions, departments, regions and facilities simply don’t experience the same organizational reality the same way. Because of this, subgroup formation is usually ubiquitous. Research on group size (Brewer and Kramer, 1986; Wagner, 1995) suggests that this decrease in consistency is manifested in a variety of ways, including: increasing numbers of subgroups; lack of consensus about the organization’s strategic objectives and priorities; a decrease in cooperation across organizational units and an increased effort to protect and defend one’s own local unit; and a diminished sense of identity for the organization as a whole. In other words, given their size, we would expect that the larger the organization, the more likely subgroups will be to form, and that each subgroup would develop its own set of norms and cultural values.

This decrease in consistency across subgroups can occur for a number of reasons (but are not limited to these). First, the larger the group, the less possible it is to have consensus in terms of common goals (and often, any consensus that does exist is implied), and, thus, its members are unlikely to feel as though their needs are being met (Brewer and Kramer, 1986). Second, with increasing size, the available rewards frequently have to be split among more individuals, meaning that each individual’s action will be less likely to be directly contributing to the desired outcome. Third, the larger the group, the more likely clear communication will be problematic. That is, it is harder for the senior executives (top) of the organization to communicate with every single member of the organization. Similarly, the larger the organizational context, the more difficult it will be for group members to be heard by those senior executives. In either case, with increasingly little voice and direct communication with the larger organization, the less able
individuals will be to standardize their actions and beliefs, or even know and understand the meanings and intents of senior leadership. Fourth, because of the deindividuation dynamics in larger organizations (Wagner, 1995), as the size of the organization grows, there is less pressure on any individual to conform to the explicit and implicit rules and routines of the organization.

Taking these circumstances together, we see two consequences. Individuals tend to look for smaller units within which to work and interact with others. As social beings, particularly in times of uncertainty, we look to others for support. When it is feasible, we form ad hoc groups when formal ones do not fulfill our needs. Moreover, individuals’ identities are tied to the groups with which they associate – either because they choose those groups, or come to identify with that group after membership. Although it is rarely thought of in this context, one need look no further than an obituary to understand the role of groups in establishing a person’s identity. Invariably the person is described briefly, and then there is a listing of the groups of which the individual was a member. These include civic, religious, work groups and military; collectively they serve to capture who the person was. Thus within organizations we find subgroup formation to be a natural occurrence within large organizations, and we also see individuals increasingly identifying with these groups.

As more individuals attempt to identify with these groups, it is also reasonable to expect that the same differing goals, perceptions and attitudes (that is the ones that lead people to associate with others) are communicated more directly within this smaller group. In this way, new subcultures develop out of these groups and, not surprisingly, these differ in varying degrees from those defined by the larger organization. In fact, the development of a different subculture may even be critical to the enhancement of the subgroups’ identities. The greater the cultural distance between the subgroups and the organization, the greater the sense of individuality and, hence, identity with the subgroups. Let us explain how this occurs.

Much of the work on culture within organizations focuses on culture at the broad level of the organization (and, to some degree, as embedded within the broader global and national context of that organization). However, as we noted in our introductory case examples, this broad view of culture often fails to take into account the multiple cultures contained within an organization. Given the size and complexities of most organizations, one should expect that they contain multiple subcultures (Brown, 1995; Trice and Morand, 1991; Gregory, 1983).

Organizational subcultures are composed of distinctive subsets of individuals who operate within broader cultures. These individuals are seen as sharing unique values, behaviors, artifacts and practices (Lok et al., 2005). They depart from the broader organizational culture in which they work either by intensifying the culture’s understandings and practices or deviating from them (Trice and Morand, 1991). Martin (1992) differentiates various types of subcultures into three categories: enhancing, orthogonal and countercultural. Each type differentiates the degree to which members adhere to norms and the dominant culture, and the degree to which they view themselves as independent: the norms in enhancing groups support the primary culture, the norms in orthogonal groups differentiate by pursuing an independent direction, and the norms in the countercultural groups differentiate by explicitly challenging the primary cultural norms. Taking all of these together, subcultures usually develop either as caricatures (intensified) or antitheses of the dominant culture, and there usually is some awareness
on the part of the members of the subculture as to how they relate to the prevailing culture.

This is not to say that all organizations, even large ones, necessarily will develop subcultures. However, there are some significant causal elements or precipitating incidents that will increase the likelihood that such subcultures will develop. We will describe these in two major categories: environmental characteristics and individual characteristics.

**Environmental characteristics**

One of the most obvious environmental characteristics that can lead to the development of a subculture is the physical geography of a group relative to the main organization. The greater spatial distance a group has from the rest of the organization, the greater tendency it has to create a subgroup (Friedkin, 1999). The boundary formed by the geographic location separates the group from the larger organization, which can lead to stronger identification with the subgroup. This is true in the three cases discussed, where each group was physically separated from the rest of the organization. This geographic isolation caused these individuals to identify one another, which led to the development of a subculture within the organization.

External forces such as *mergers and acquisitions* create uncertainty and ambiguous circumstances that can impact the culture of an organization (Nahavandi and Malekzadeh, 1988). In particular, members of the acquired organization are likely to be acting under the culture of their previous organization (Berry, 1983). Moreover, the acquired would be expected to resist adaptation to the dominant cultural norms and remain separate for as long as possible. Since they would, at least at first, be separated geographically, they would tend to stick together, and might act in defiance of the organization that has taken over.

As indicated, the *size of the organization* may also influence subculture development. Larger organizations have more departments and functions, and therefore have more opportunities to develop subcultures within their smaller groups (Van Maanen and Barley, 1985). In addition, research has shown that people often strive for a balance between conflicting motives of being included and being unique (Hogg and Terry, 2000). In large organizations, individuals tend to feel over-included and seek distinctiveness by identifying with subgroups or creating subcultures.

Organizations with less *power centrality* (more decentralization) are more susceptible to subculture development since employees have greater autonomy and resources to support their own subculture (Boisnier and Chatman, 2003). Large organizations with many separate product lines, divisions, geographic regions or manufacturing facilities should expect to see some subcultural variation across these units. Similarly, an organization that basically acts as a holding company for other organizations would be expected to have different subcultures within each. Investor Warren Buffett is quite explicit in encouraging each of his holdings (e.g. See’s Candies; Geico; Kirby Vacuum; Dairy Queen) to maintain strong organizational identity and autonomy, and it would be expected that each, despite being owned by Berkshire Hathaway, would have its own unique culture.

*Job task* is still another environmental characteristic that can influence subculture development. Organizations with employees who perform differentiated tasks may be more likely to have subcultures develop since these individuals would be expected to be generally more dependent on others than would those performing the same task (Koene et al., 1997). Differentiated tasks are common in large organizations that perform a wide
variety of tasks. Groups of individuals who perform a task that is distinct from other
groups in the organization often develop into a subculture. The cases we cited earlier
provide excellent examples: each group performed a set of tasks that were relatively
difficult and unpleasant, requiring both highly developed skill and teamwork.

Certain national cultural dimensions, such as collectivism and high power distance
(Hofstede, 1980), may influence the development of subcultures. In collectivist cultures,
individuals value harmony and the well-being of the larger group, which in this case would
be the dominant culture (Goncalo and Staw, 2006). Members of individualistic cultures
value uniqueness, in contrast, and would strive to develop individualistic subcultures.
Similarly, countries high in power distance, where power is distributed unequally, may
have organizational members who are less likely to deviate from organizational norms
(Muijen and Koopman, 1994). This is comparable to centralized power structures of the
organization itself, just extended to a national level.

When a critical event occurs challenging the organizational values, individuals are forced
to consider (and take a stand on) whether they agree or disagree with the prescribed course
of action. Based upon their level of agreement or disagreement, they could form subgroups
with those others who share in their beliefs against or in favor of the dominant organiza-
tional culture (Boisnier and Chatman, 2003; Rose, 1988). When they oppose the culture,
they can be labeled as countercultures, or pockets of dissent. Nonconformity with the
organization can often be a very powerful tool used by subgroups in directing attention to
it (Griskevicius et al., 2006). Those in the dominant culture are forced to attend and deal
with those proponents of the subculture. Martin (1992) sees these groups as having the
potential to be a direct challenge to the core values of the dominant culture. One example
is the counterculture created by John DeLorean at General Motors. DeLorean openly dis-
played his opposition to the organizational values of respecting authority, fitting in, and
being loyal by refusing to partake in impractical rituals such as picking up supervisors from
the airport with a limo and entourage, using subjective performance criteria, keeping all
offices a faded beige color, and remaining blindly loyal to all products, no matter how
unworthy they might be (Martin and Siehl, 1983). He painted his division of the company
a bright color and challenged any decision or product that seemed questionable.

Individual characteristics

Many of the same demographic characteristics that cause subgroups and subcultures to
form outside of organizations have the same impact within them. Within the organiza-
tion, cross-cutting memberships and affiliations based on gender, ethnicity, religion and
age can lead to the formation of informal groups which, in turn, lead to subcultures within
the organization (Boisnier and Chatman, 2003; Jermier et al., 1991). Likewise, social
demographics such as education and family background may also play a role in the for-
formation of subcultures. In some cases, the groups may bond together simply based on a
common demographic identity, while in other cases the bonding may be encouraged as a
response to a specific organizational event. Thus, in the former case, a women's organiza-
tion may form to organize social events of interest, while in the latter case, a women's
group may organize to combat what it perceives to be some form of systematic discrimi-
nation in hiring, compensation, etc.

In addition, subcultures can be created based on occupations within or across organ-
izations. Trice (1993) describes occupational subcultures as dynamic, responding to
changes in technology, the demands of the job, and the relationship to other occupations. As career patterns change and individuals become less tied to a single organization (Hall and Miller, 1975) – and more tied a profession – we can expect that these occupational subcultures will become even more important. Many occupations have stories, rituals and traditions that are passed down through new employees. For example, new pipeline welders often go through something similar to hazing, where they are teased and harassed before becoming a member in the group (Trice, 1993).

Some individuals have **personality dispositions** that make them psychologically reactive, argumentative, deviant and uncooperative (Dowd et al., 1991). These individuals are predisposed to disagree for the sake of disagreement and thus would be more likely to join a subculture simply to go against the values of the organization (Boisnier and Chatman, 2003). For example, Cohen (1955) described troubled youth in society that are likely to join countercultures of gangs due to their desire to rebel against a culture in which they do not fit.

Finally, a lack of **employment alternatives** may lead an individual to join a subculture. Because of perceived unsatisfactory employment conditions, some employees may band together to share their unhappiness. Over the longer term, this subgroup may move toward some form of collective action, grievance or unionization process. Boisnier and Chatman (2003) suggest that when dissatisfied individuals have alternatives, they may choose to leave a firm rather than join or form a subculture. However, when options are more constrained, or a lack of alternatives exists due to poor labor market conditions, individuals may be more likely to join or form a subculture.

**The impact of social identity on stereotyping**

Given the right set of environmental and individual characteristics, whether they derive from mergers, decentralized power, concern about values or personality, it is natural (and expected) that subgroups will form in an organization. The degree to which a culture will develop within subgroups – that is, a subculture – is a function, however, of the degree to which members share some social identity, something that typically emerges when groups form.

Brewer and Brown (1998: 559) state that decades worth of research (begun by Tajfel’s 1970 paradigm) have demonstrated that ‘any salient and situationally meaningful ingroup–outgroup . . . distinction is sufficient to activate differential responses to others’. Research has shown that individuals consistently discriminate in favor of their ingroup and reject the outgroup, and this disposition has impact on a variety of measures. For example, ingroups are more positively valued, generate more positive affect and trust, and obtain more cooperation than do outgroups (Brewer and Brown, 1998). In contrast, stereotyping and prejudicial behaviors are consistently directed to the outgroup.

As indicated, the larger and more diverse the organization, the greater the probability that individuals will have a range of attitudes and values, many of which are quite different from those of the dominant culture. When individuals note this discrepancy, they are likely to feel some uncertainty. When individuals see themselves as ‘outliers’ relative to the dominant attitudes and dispositions of a majority of those in the organization, they experience distress and seek to make sense of the cause of this distress. The attributions and evaluations they make are a function of the dominant and relevant comparison group, and it is most common that they seek out others who share their beliefs.
Associating with others who hold beliefs similar to their own points to the rationality of these beliefs and thus serves to enhance their self-concept and reduce uncertainty (Hogg and Terry, 2000). As individuals with similar beliefs interact, informal groups with shared perceptions, attitudes, feelings and behaviors form. Individuals within each of these groups develop shared identity to this group, and because of the immediacy and salience of these groups, allegiance and loyalty to this subgroup may surpass that toward the organization. As identification with this group grows, referent informational influence occurs in which social categorization predicts and determines actions and behaviors of the group (Straub et al., 2002). This signals and distinguishes the thoughts and actions of the ingroup from those of the outgroup.

An essential component of a subculture’s social identity is to establish positive distinctiveness from the rest of the organization (Hornsey and Hogg, 2000). The optimal distinctiveness theory (Brewer, 1991) suggests that the balance between a unique identity and a group identity occurs when people are satisfied with the group they belong to and are differentiated from outgroups. Some subcultures seek differentiation in non-threatening ways such as healthy competition or establishing symbols and behaviors specific to their culture, while others use aggressive means to differentiate themselves (Hornsey and Hogg, 2000). For example, subcultures may partake in negative stereotyping, criticisms or attacks on other groups in order to protect the subculture’s positive identity. Aggressive behaviors may be pursued by a subculture when members feel their identity threatened by a potential loss of status or social uncertainty. According to social identity theory, this self-definition in a social context provides an ingroup perspective that opposes those of the outgroup. Therefore, another fundamental component of social identity theory is having another group for contrast (Fiske, 2004). In this case, the group in contrast to the subculture is the dominant culture of the organization.

In sum, rather than being anomalous, subgroups and their resulting subcultures exist naturally in almost all types of organizations. They are inevitable, insofar as everyone will not agree with every component of the dominant culture, and employees tend to seek out and identify with those others whom they find to be most similar to themselves. That being said, if all organizations have them, why are some more ‘extreme’ than others? We believe that one need look no farther than the classic work on group polarization (Myers and Lamm, 1976). That is, building on the 1960s research on the so-called risky shift in group decision making, researchers found that groups tend to shift to extreme solutions – either risky or conservative. The degree to which the group attitude moved was found to be a function of the average initial set of attitudes of the group. Once the group collectively came together around a decision, it became polarized. Recall that we indicated earlier that subcultures develop within subgroups either by strongly embracing the norms of the larger culture or by going against them. Polarization research describes how this occurs (i.e. based upon the individuals’ initial tendency to agree or disagree with the cultural norms).

**How subcultures become ‘dysfunctional’**

When the mix of these increasingly extreme positions held by individuals is combined with a strong sense of internal identity in the subgroup, it is not surprising that subcultures develop that are often labeled as ‘countercultures’. These groups are seen by those in the dominant culture (and sometimes by the subgroup members themselves) as
representing pockets of resistance whose values directly conflict with the core values of the organization. In fact, there are times when the values and behaviors of the subculture appear to go against the dominant culture. Because of this, there appears to be a popular misconception, stemming from literature in sociology and anthropology, that subcultures are always composed of deviant individuals, or have embraced a collective ideology which is in strong opposition to the dominant culture (Cohen, 1955; Coleman and Ramos, 1998; Wolfgang and Ferracuti, 1970; Yinger, 1970). As Martin (1992) and other organizational researchers have demonstrated, several types of subcultures can exist; while some are opposed to the main culture, others may actually be strongly aligned with it (Brown, 1995; Jermier et al., 1991).

There are two issue-related dynamics that deserve mention here. First, the labeling of a group as ‘dysfunctional’ is not only common, but expected. Labeling is a cyclical process that has a tendency to reinforce perceptions of a particular group or subculture – usually the dominant group, or the group holding power. First, because of social identity theory, social categories are used as a basis of relating and comparing to other groups (Tajfel and Turner, 1979). In defining other groups with these categories, individuals simultaneously define themselves and create intergroup conflict (Ashforth and Humphrey, 1997). Perceivers such as upper management may unconsciously label the subculture to further differentiate themselves from the others. Schaller (1991) discusses how individuals are more inclined to ascribe socially undesirable attributes to groups in which they are not categorized. Since managers categorize subcultures as different than themselves, they may develop negative perceptions and attitudes to the subculture. Therefore the subculture and its members may be labeled as dysfunctional. This negative categorization can impact members of the subculture, creating what some refer to as ‘secondary deviation’ (Lemert, 1967). Secondary deviation is the response an actor makes to the dysfunctional label, reconstituting their own self-concept to fit the label ascribed to them by others. In other words, members of the subculture react to their label by confirming its existence and redefining themselves to embody this deviant identity. A common example is members of gangs who are perceived and labeled as ‘thieves’ and ‘punks’, and modify their actions to fit those stereotypes and to rebel against the dominant group that is stigmatizing them (Cohen, 1955). Members of a subculture in an organization may act in a similar manner, such as the horseplay mentioned in the Claremont Instruments Company case study, which only further serves to stereotype the group and affirm their identity as being dysfunctional. This reaffirmation of the label leads the subgroup to enact its own self-fulfilling prophecy, which confirms the stereotypic perceptions of the dominant group.

A second issue is that even when a subgroup actually has a culture different from the core culture of an organization, rather than necessarily being dysfunctional, the subculture may in fact be functional. That is, the mere fact that a subculture has different norms, beliefs and values compared to those of the core culture does not make the subgroup dysfunctional. It is critical that organizational scholars not fall into the same trap as do those in organizations who tend to both label and often marginalize those different from themselves.

Despite the fact that some subcultures may be aligned with the main culture, stereotypes of the subculture itself, as well as its members, are common. Not only is misperception common, but it should be expected. Two most significant consequences of this identity are enhancements of the ingroup and the denigration of the outgroup.
Substantial research on stereotyping points to the negative ways in which outgroups are characterized (Fiske, 2004). The outgroup itself is perceived negatively, as are its members. In fact, research points to the fact that the ingroup members will attend specifically to those cues that support their beliefs about the outgroup, often ignoring other information such as that group members may be working in the best interest of the organization (Hogg and Terry, 2001). Studies illustrate that members of a group who deviate from the norms and traditions of the overall group are frequently viewed as ‘black sheep’ (Marques et al., 2001). These deviants can differ positively or negatively from the group, but are considered dysfunctional because they create less consensus and more uncertainty about accepted norms, beliefs and behaviors. It is again important to emphasize this because some significant members of the dominant culture may perceive the subculture as a threat to their own identity, power and status within the norms of the organization. Subcultures disrupt the existing norms and social patterns in the organization, creating perceived instability, uncertainty and a challenge to the power and status of the dominant majority.

Taking this together, it is indeed a paradox of the seemingly dysfunctional subculture that these cultures may, in fact, not really be dysfunctional at all. Subcultures are often perceived as dysfunctional simply because they are different on some norms, beliefs or value premises, but actually may have other norms, beliefs and value premises that are quite consistent with those of the majority. However, subcultures may also have very significant differences from the main culture. In fact, these same values, rituals and behaviors may be intentionally designed to challenge the dominant organization. In some situations, these could be potentially harmful to the organization, but in other situations, rather than being dysfunctional, these may be helpful and critical to the organization’s success. In the DeLorean example discussed above, his direct challenges caused the company to look at its product line and eliminate products (like the Corvair) that cast a shadow on the entire organization (Martin and Siehl, 1983). What remains constant across all the subcultures is the fact that members of the dominant culture must either attend and deal with the subculture or remove them – physically or psychologically.

**Enhancing a culture of change**

In order to survive in an increasingly complex and fast-paced world, organizations must be able to rapidly innovate and adapt. This means that they must be able to discern the need for change, develop the necessary innovations to address those needs, and then implement them. Organizations that have a single, uniform culture are likely, almost by definition, to suppress innovation and change (Boisnier and Chatman, 2003). In organizations that have a dominant culture and several subcultures, those in the dominant culture usually label diverse subcultures as ‘deviant’, ‘problematic’ or ‘dysfunctional’. However, while protecting the dominant culture, labeling a subculture as dysfunctional can have negative effects over the longer term, since then it is unlikely to take advantage of the two main benefits of diverse subcultures – enhancing change and fostering innovation.

First, subcultures that deviate from the norms break the uniformity of tasks and thinking. Behavior that is inconsistent with or outside the norms of what is typically done indeed captures immediate attention and analysis (Fiske, 2004). This forces individuals in the dominant culture to re-evaluate and rethink the way they see and do things, which is
often time-consuming, distracting and seen as a challenge to legitimate power and authority. The disruption caused by a subculture that goes against the norms of the organization induces divergent thinking, focuses attention on differences, and provokes consideration and thought on the environment and events happening in the organization (Nemeth, 1986). Research on schemas suggests that people attend to and process inconsistent information longer than consistent information (Fiske, 2004). However, subcultures make people aware of issues in the organization that may need to be better understood or changed. The stir raised by subcultures in an organization can challenge norms of the organizational culture that are out of date, conservative, restrictive or inappropriate. Therefore subcultures can also help create a culture of change in an organization, where questioning practices and evaluating all information and options becomes a norm.

The second benefit of having a subculture develop in an organization is the fostering of innovative practices. Subcultures provide a safe haven for the development of innovative ideas in that members are willing to challenge the status quo because they feel protected by their identity with the subgroup (Martin and Siehl, 1983). Identity can facilitate innovation in that it provides a sense of security. Members who identify with the subculture feel more comfortable expressing ideas that may deviate from those in the dominant culture or within the subculture itself since social identity gives them a feeling of belonging and acceptance (Fiske, 2004). Also, due to minority influence, subcultures may cause members of the organizational culture to re-evaluate their surroundings and values to determine where they stand. The exposure to minority group ideas leads individuals to consider a wider range of alternatives, which has been shown to result in improved judgments and performance, and greater creativity (Hogg and Terry, 2001; Nemeth, 1986). Boisnier and Chatman (2003) propose that strong-culture firms that allow subcultures to emerge will be more innovative than cultures that do not allow subcultures to form. This may be true because the debate of new ideas, generated by subcultures, introduces functional conflict into the system that is likely to enhance the quality of ideas and group solutions. A good example of this dynamic is provided by Kidder (1981), who described an experiment in the Digital Equipment Corporation where the company delegated two separate groups to design a new computer architecture. Subcultures provide flexibility by allowing subunits to innovate in their own way, while still having the support and resources from the dominant organizational culture.

Enhancing identity to the organization
If organizations and players in the dominant culture continue the practice of labeling subcultures as ‘deviant’, and treating them in a cavalier manner, these actions (rather than anything members of the subculture might do) represent a very serious threat to the organization. The threat arises for a number of reasons, all of which underlie identification with the organization. First, it is critical that organizations have their members engaged in the organization. The more group members see themselves as different from, or dissociated from, the core culture, the greater the likelihood that they will not be engaged. Second, research on groupthink (Fuller and Aldag, 1998) points to the important role of stimulating group conflict by having a devil’s advocate in a group, and the same holds true at the organizational level. For organizations to succeed in the ever-challenging business environment, the dominant culture needs subgroups and subcultures
that challenge and question assumptions, norms, plans and processes that may be stagnating it or leading it astray. Third, allowing a subculture to exist in an organization may enhance subgroup identity by signaling that it trusts and values independent thinking and expression of opinion. Finally, organizations can be harmed if they do not allow subcultures to exist in the organization through stereotype threat, or the lower performance that can occur from groups that are labeled negatively. We will look at each of these.

According to the group engagement model (Tyler and Blader, 2003), organizations benefit when employees engage themselves in subgroups, especially when that engagement is based on internal motivation. People are more likely to become internally motivated to engage themselves in a group when they use the group to shape and sustain their identity. This intrinsic motivation creates more self-initiated cooperation with the norms of the organization and less need for extrinsic incentives or punishments to motivate behavior. Identification with the subculture is beneficial to the organization not only by influencing employee engagement, but also by creating less need to use extrinsic rewards to sustain cooperative behavior. Organizational engagement is enhanced by subcultures that, by definition, enable individual social identity to align with the organization.

Moreover, subcultures can play the role of devil’s advocate in an organization in a similar manner to the way this technique is used in groups. Research on the prevention of groupthink suggests that having a devil’s advocate in a group can be beneficial for group decision making by stimulating cognitive activity and creative thinking, and allowing the group to reconsider all options in the decision (Schwenk, 1990; Schweiger et al., 1986). The role of the devil’s advocate is to critique the plan or position, surfacing assumptions, inferences or logic that may be wrong or debatable. Similarly, a technique referred to as ‘authentic dissent’ has been used to generate original thought and improve group decision making (Nemeth et al., 2001). Authentic dissent is allowing those diverse and contradictory opinions that occur naturally in a group to surface, whereas ‘devil’s advocate’ roles are typically artificially enlisted to critique the group decision in the absence of naturally occurring dissent. Nemeth et al. (2001) discovered that those individuals who used authentic dissent in a group generated both higher-quantity and better-quality alternatives to the group solution. Since subcultures are most likely to exist in any organization, and they are likely to share different perspectives on the group’s strategies and plans, they are most like the ‘authentic dissent’ alternative. In particular, the more individuals identify with the subculture, the more likely they are to use ‘natural dissent’ to publicly announce differences from the dominant culture and challenge the dominant norms and values, assuming that such challenges are not likely to be punished by the leadership of the dominant culture.

Because subcultures may form due to a shared identity among the group members, employees may have a greater amount of trust for others in the subgroup and act trustfully (Hogg and Terry, 2001). The shared collective identity and cooperative practices of a subculture can help members decide what to do in trust-dilemma situations. The psychological security offered to those who are members of a subculture leads to higher levels of trust. Clegg et al. (2002) even suggest that an innovation trust exists in which an expectancy of reasonable and positive reactions by others makes people more likely to try innovative ideas. They propose that the more people believe they are being listened to and that they will share benefits from the implementation of ideas, the more likely they are to engage in innovative processes. Subcultures allow a trusting environment for
employees to test out innovative ideas before introducing them to the organization. Finally, when people are under threat of confirming a negative stereotype, they actually perform lower and verify the stereotype due to the interference and worry about proving the stereotype to be true (Steele et al., 2002). The actual level of stereotype threat experienced depends upon the identification with the stereotyped/labeled group. Since subcultures are based on identity with the dissenting group, members may experience stereotype threat and lower their performance in response to the negative labels bestowed upon them by the organization. Without acknowledging the benefits of a subculture and by labeling them as dysfunctional, organizations may be unintentionally stimulating poor performance.

**Conclusion**
Whereas it is rather easy for those located in a dominant culture to identify immediately and label particular groups’ actions as dysfunctional, the truth is that dysfunctional is often confused with different. The fact that individuals and the organizations often fail to understand that differences in groups’ cultures naturally occur and that they may actually be critical for the organizations’ success can, in itself, be a warning sign for the organization. While we did not discuss issues of when a culture crosses the line, in reality, sometimes even the most seemingly egregious examples may, in hindsight, not be so clear-cut. Not only may different cultures within organizations act to shake up the norms and force individuals to assess the ways they do things, but, as significantly, the explicit inclusion of those who behave differently can send messages of inclusion or trust. While we are not the first to point to the importance of including different cultures, it is too easy to accept the prevailing cultures – whether in the organization or in the academic research – as normative. Rather than focusing on the alignment of cultures and conformity of behaviors as we have done so frequently in the management literature, perhaps it would be valuable to focus on the functionality of dysfunction.

**Note**
1. For years, the Slade Company was one of the bestselling cases on the human aspects of administration at the Intercollegiate Case Clearing House (now Harvard Business School Publishing).
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