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Series Foreword

This is the 26th book in the Organizational Frontiers Series of books initiated by the SIOP. The overall purpose of the series volumes is to promote the scientific status of the field. Ray Katzell first edited the series. He was followed by Irwin Goldstein, Sheldon Zedeck, and Neal Schmitt. The topics of the volumes and the volume editors are chosen by the editorial board, or individuals propose volumes to the editorial board. The series editor and the editorial board then work with the volume editor(s) in planning the volume.

The success of the series is evident in the high number of sales (now over 50,000). Volumes have also received excellent reviews and individual chapters as well as volumes have been cited frequently.

This volume, edited by Carsten K. W. De Dreu and Michele J. Gelfand, is important because it presents current thinking and research on conflict. Conflict in organizations is pervasive and a necessary aspect of social interactions between people. The editors point out that conflict has substantial consequences for individuals, teams, and organizations in areas such as absenteeism, creativity, communication, social climate, and the quality of group decision making. They also argue there is a close connection between conflict and collaborative work and this connection has become more important with the growing emphasis on collaboration and teams.

The volume has other important strengths. Aside from being a truly comprehensive overview of the field, the editors and authors stress repeatedly that conflict in organizations is a multilevel phenomenon, and individual, group, and organizational antecedents and consequences must be considered to truly understand it. The editors do a masterful job of identifying communalities and differences across these levels of analysis. This multilevel emphasis continues throughout the volume. It also presents multiple approaches and disciplines to broaden our perspective on conflict. Finally, it identifies future research needs that will have a significant impact on conflict research for years to come.

The editors and chapter authors deserve our gratitude for clearly communicating the nature, application, and implications of the theory and research described in this book. Production of a volume such as this involves the hard work and cooperative effort of many individuals. The editors, the chapter authors, and the editorial board all played important roles in this endeavor. As all royalties from the series volumes are used
to help support SIOP, none of the editors or authors receives any remu-
neration. The editors and authors deserve our appreciation for engaging a
difficult task for the sole purpose of furthering our understanding of orga-
nizational science. We also want to express our gratitude to Anne Duffy,
our editor at Lawrence Erlbaum Associates, who has been a great help in
the planning and production of the volume.

Robert D. Pritchard
University of Central Florida
Series Editor
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Introduction:
Setting the Stage
Conflict in the Workplace: Sources, Functions, and Dynamics Across Multiple Levels of Analysis

CARSTEN K. W. DE DREU
University of Amsterdam

MICHELE J. GELFAND
University of Maryland

Conflict is a social phenomenon that occurs across species, time periods, and cultures. Conflict has been frequently studied among bees, ants, and other insect communities (Trivers & Hare, 1976), among crayfish (Huber, Panksepp, Yue, Delago, & Moore, 2001), and among chimpanzees (de Waal, 1989), to name but a few. Evidence of conflict among humans dates to the appearance of humankind itself (Keeley, 1996). Perhaps not surprisingly, given its complexity, the study of conflict is a multidisciplinary and multilevel scholarly enterprise. Conflict scholars can be found in most scientific disciplines, including physics, mathematics, biology, anthropology, psychology, sociology, economics, political science, organizational behavior, and communication studies. Although theories and methods across these disciplines are quite varied (De Dreu & Carnevale, 2005), they all focus on the same fundamental question; namely, “How do individuals and groups manage their interdependence with
one another?“ Whether examining a brain scan, a Petri dish, a fish tank, a beehive, small groups in the laboratory, or organizational decision-making teams, understanding the antecedents, processes, and outcomes of conflict is of critical theoretical and practical importance in many sciences; indeed, few areas of scholarly inquiry have attracted as much attention across disciplines as the study of conflict.

In the specific area of organizational behavior and industrial/organizational psychology, the study of conflict has a long history. In their seminal work on the social psychology of organizations, Katz and Kahn (1978) observed that “every aspect of organizational life that creates order and coordination of effort must overcome tendencies to action, and in that fact lies the potentiality for conflict” (p. 617). Every “school of organizational thought”—from Weber’s bureaucracy and scientific management, to human relations and cooperative systems, to open systems theory—has as its central basis the question of how employees manage their mutual interdependencies and ensuing conflicts (see Jaffee, chapter 2, this volume, for a review). Indeed, conflict, work, and organizations are so strongly intertwined that some have concluded that organizations without conflict do not exist, and that conflict cannot exist without people being interdependent for their task achievements (e.g., Pfeffer, 1997; Pondy, 1967).

This close connection between conflict and collaborative work has become even stronger due to a variety of changes in the world of work and organizations. First, conflicts are more likely to emerge because of the increasing pressures to change, adapt, and innovate with concomitant increases in workload, job insecurity, role conflict, misunderstandings, and related grievances (e.g., Anderson, De Dreu, & Nijstad, 2004; Janssen, 2003; Peterson & Behfar, 2003). Second, due to globalization of economies and immigration at an increasingly larger scale, organizations face an exceedingly diverse workforce. Diversity may manifest itself in many different forms, some being more readily visible than others, and some being tied to task-relevant issues more than others. One way or the other, however, diversity is associated with conflict (Jehn, Bezrukova, & Thatcher, chapter 6, this volume). Third, the growing use of Internet and noncollocated interactions in which employees no longer work and communicate face-to-face puts increasing demands on communication processes and easily evokes misunderstanding and irritation (Friedman & Currall, 2003; see also Olekalns, Putnam, Weingart, & Metcalf, chapter 3, this volume). Fourth, and finally, the tendency to organize work in (semi-autonomous) teams creates greater interdependency among employees, undermines the traditional power relations and hierarchical command-control typical of traditional organizations, and requires higher levels of self-management and self-regulation, including negotiation and conflict management skills (Pfeffer, 1997).
CONFLICT AND CONFLICT MANAGEMENT IN ORGANIZATIONS: THE PURPOSE OF THIS BOOK

Despite the critical importance of the study of conflict in organizations, surprisingly few comprehensive volumes focus exclusively on this phenomenon in organizational behavior and industrial and organizational psychology. In part this is because in (organizational) psychology, conflict is often treated in isolation rather than in connection with other social or organizational phenomena. For example, the Annual Review of Psychology chapters on I/O Psychology by Rousseau (1997), Wilpert (1995), O'Reilly (1991), Ilgen and Klein (1988), and Staw (1984) do not treat conflict management and dispute resolution at all, and only the more topical reviews touch on workplace conflict when they review literatures on mood (Brief & Weiss, 2002) or culture (Gelfand, Erez, & Aycan, in press). At the same time, reviews on negotiation and mediation by Carnevale and Pruitt (1992); Greenhalgh (1987); Lewicki, Weiss, and Lewin (1992); Levine and Thompson (1996); Pruitt (1998); Bazerman, Curhan, Moore, and Valley (2000); and De Dreu, Beersma, Steinel, and Van Kleef (2007) discuss conflict management and negotiation in isolation from the broader context of organizational structure, work-related attitudes, and performance.

In this volume, we aim to achieve two interrelated goals. First, we attempt to bring together and integrate classic and contemporary insight in conflict origins, conflict processes, and conflict consequences. Authors were charged with providing critical reviews of how their topics have evolved over time, and with new and promising directions for conflict research in organizations. Recognizing that conflict has multiple functions, some of which are negative and some of which are primarily positive (cf. Coser, 1956; De Dreu & Van de Vliert, 1997; Jehn, 1995), authors were also charged with highlighting both positive and negative consequences of conflict in their chapters and the multiple context factors that shape its occurrence and outcomes. Second, in designing this book, we started out with the fundamental premise that conflict in organizations is a multilevel phenomenon, and that to truly grasp the roots, dynamics, and consequences of conflict at work, we need to consider multiple levels within organizations, as well as their cross-level influences. Accordingly, we organized the book in terms of antecedents and consequences at the individual, group, and organizational levels.

Whereas each of the chapters in this volume focuses on distinct territory located at a specific level of analysis, in this chapter we provide a “bird’s-eye” view of conflict across levels. We organized our chapter around two fundamental questions. First, we ask about the isomorphism of conflict: “What commonalities and differences do we find across levels of analysis, both in terms of antecedent root causes, dynamics, and consequences and functions?” Subsequently, we ask how much cross-level research is being
done on conflict in organizations, and where new and exciting research questions can be identified. Accordingly, we integrate many aspects discussed in greater depth in the various chapters in this volume, connected them where possible, and generated new areas for future research.

In what follows, we first define the very phenomenon about which this volume is concerned—conflict—and note important distinctions that are relevant throughout the book. We then differentiate four levels of analysis that are relevant for understanding conflict in organizations: (a) individual, (b) group, (c) organization, and (d) national culture. After differentiating these levels, we begin to synthesize what is common and different across levels in terms of conflict antecedents, processes, and outcomes. We then turn to research that examines interactions across levels and discuss areas for future research.

**DEFINING CONFLICT**

Because conflict at work can take many forms, one may shy away from providing an encompassing and comprehensive definition of conflict. Throughout this book, chapter authors have implicitly or explicitly defined conflict as a process that begins when an individual or group perceives differences and opposition between itself and another individual or group about interests and resources, beliefs, values, or practices that matter to them (e.g., De Dreu, Harinck, & Van Vianen, 1999; Thomas, 1992; Van de Vliert, 1997; Wall & Callister, 1995). This process view dates back to the original work by Pondy (1967), who differentiated between latent and manifest conflict. Latent conflict includes perceived and felt conflict, and refers to within-person or within-group states. Manifest conflict, in contrast, includes constructive negotiations as well as outbursts of violence, and thus refers to between-person or between-group dynamics.

The transfers from within-party latent conflict to between-party manifest conflict is mediated by communication processes, such as verbal and nonverbal, and technology mediated or not (see Olekalns et al., chapter 3, this volume). In other words, the process view of conflict is multilevel in its orientation and well suited to examine cross-level influences and interaction, an issue we return to below. Furthermore, we can apply the process view to all kinds of parties, including (a) entire organizations, (b) formal or informal groups within organizations, or (c) individual employees. Finally, the process view leaves open how parties manage their conflicts, or how formal or informal parties intervene, as well as what outcomes the conflict has. This will become important when we discuss conflict processes and the functions conflict at work may have. Notably, conflict is distinct from other “dark-side” constructs that exist in the literature, including aggression, incivility, deviance, and bullying. Although these constructs share the fact that parties are interdependent and have opposing interests, values, or beliefs, conflict need not involve.
intent to harm another party and need not cause negative outcomes (see Raver & Barling, chapter 7, this volume). As will be evident throughout this book, conflict can have positive outcomes across multiple levels of analyses in organizations.

COMMONALITIES AND DIFFERENCES ACROSS LEVELS OF ANALYSIS

Organizations can be decomposed into different levels of analysis—the individual, the group level, the organizational level, and the local and national culture in which organizations are embedded. At the individual level of analysis, conflict antecedents and triggering events may relate to predisposition (e.g., dogmatism, agreeableness, power motivation) or job characteristics (e.g., role ambiguity, job autonomy), conflict processes involve individual motivation, cognition, and affective states as well as individual differences in tendencies to manage conflict in certain ways, and conflict consequences include individual well-being and health, absenteeism, and turnover (Spector & Bruk-Lee, chapter 9, this volume), as well as learning potential, cognitive flexibility, and creativity (e.g., Schulz-Hardt, Mojzisch, & Vogelgesang, chapter 5, this volume).

At the group level of analysis conflict may be rooted in power differences and leadership style (De Dreu & Van Kleef, 2004) or in heterogeneity in group composition (Jehn et al., chapter 6, this volume). Conflict processes relate to interaction patterns in managing conflict, negotiation, and small group communication (Olekalns et al., chapter 3, this volume), and conflict consequences involve aggression and escalation (Raver & Barling, chapter 7, this volume; Pruitt, chapter 8, this volume) as well as team innovation, team performance, and team member satisfaction and commitment (Beersma, Conlon, & Hollenbeck, chapter 4, this volume; Schulz-Hardt et al., chapter 5, this volume).

At the organizational level of analysis, conflict occurs as a result of mergers and acquisitions, and systems of conflict management can be analyzed. In this section of the book, authors provide critical insight into the history and current directions of union–management conflict (Friedman, Hunter, & Chen, chapter 12), organizational dispute–resolution systems (Olson-Buchanan & Boswell, chapter 11), the role of third parties in managing conflict in organizations (Goldman, Cropanzano, Stein, & Benson, chapter 10), and conflict in mergers and acquisitions (Terry & Amiot, chapter 13).

Finally, organizations are open systems and are embedded in local community contexts (Brief et al., 2005), institutional contexts (e.g., industry), and more distal national cultural contexts (Gelfand & Brett, 2004). Only recently has research begun to systematically explore how these contexts affect conflict in organizations. In this chapter, we discuss cultural influences on the antecedents, functions, and outcomes of conflict. We review some of the key findings on culture and conflict across multiple
levels, discuss what might be universal versus culture-specific in terms of conflict in organizations, and highlight new frontiers of research.

SOURCES OF WORKPLACE CONFLICT ACROSS LEVELS OF ANALYSIS

Adopting a perspective that includes multiple levels of analysis neither clarifies the origins of conflict at work nor reveals whether and in what form these origins exist at each level. To explore these questions we discuss three broad classes of origins or sources of workplace conflict that can be found across levels. Acknowledging that there are myriad factors that affect conflict at different levels, we provide some parsimony of antecedents by examining three leading theoretical perspectives that can be, but to date have not been, applied to understand conflict at the individual, group, and organization levels of analysis. We then conclude this section with a discussion of how national culture affects sources of workplace conflict, and whether the sources discussed at other levels may or may not be applicable across national cultures.

In the sections that follow, we distinguish three root causes of conflict that are present across levels: (a) scarce resources, (b) a search for maintaining and promoting a positive view of the self, and (c) a desire to hold consensually shared and socially validated opinions and beliefs. Consecutively, we discuss the mixed-motive nature of social interdependencies in organizations that give rise to resource conflicts (sometimes referred to as conflicts of interest, or conflicts over outcomes) at different levels; the need to maintain and develop a positive view of oneself and the group to which one belongs, which gives rise to ideological and value conflicts (sometimes referred to as relationship, or affective conflict) at different levels; and the desire to hold a socially validated and consensually shared understanding of the world and the tasks that need to be done, which may give rise to socio-cognitive conflict of understanding (sometimes referred to as cognitive, or task-related conflict) at different levels (for similar taxonomies, see e.g., Coombs, 1987; De Dreu et al., 1999; Rapoport, 1960; Thibaut & Kelley, 1959; and Thomas, 1992).

Source #1: Scarce Resources and Conflicts of Interest

Resources within organizations are scarce and finite, and the access to—as well as the availability and distribution of—scarce resources constitutes one major cause of conflict at all levels of analysis. Individuals within a team negotiate time off-task, employees demand a greater share of the team bonus because they perceive their inputs exceed those of some colleagues, organizations negotiate access to new markets, and so on.

To appreciate and understand resource conflicts, it is useful to use as a starting point Interdependence Theory (Kelley & Thibaut, 1978; Rusbult &
Van Lange, 2003). The theory builds on rational choice theories designed by economists and mathematicians in the late 1940s and early 1950s and includes important insights from Realistic Conflict Theory (Sherif & Sherif, 1953), the theory of Cooperation and Competition (Deutsch, 1949, 1973; Stanne, Johnson, & Johnson, 1999; Tjosvold, 1998), and work on negotiation and bargaining (Pruitt, 1981).

In essence, Interdependence Theory assumes that participants within any social system—a dyad, a group, or an entire organization—depend on one another to obtain positive outcomes, and to avoid negative outcomes. The way participants’ interests relate to one another, or are perceived to be related, then has important implications for their subsequent behavioral choices, the emerging interaction patterns, and the extent to which participants reach their desired end-state. Within the theory, the options and outcomes of interaction can be represented using a tool from classic game theory, the outcome matrix. An outcome matrix describes interdependence patterns involving two participants (individuals or groups A and B), each of whom can enact one of two behaviors, yielding four combinations representing the consequences of the participants’ choices in terms of outcomes for A and B (Kelley & Thibaut, 1978).

Figure 1.1 provides an example of an outcome matrix. The matrix in Fig. 1.1 is a social dilemma (also called the Prisoner’s Dilemma). It reflects the situation in which participants are better off individually by choosing D (the noncooperative choice), whereas both are better off by choosing C (the cooperative choice) than when they both choose D. From a selfish point of view, each player is motivated to choose D because no matter what the other player chooses, personal outcomes are maximized. This is sometimes referred to as individual rationality. From a collective point of view, however, each player is motivated to choose C because no matter what the other player chooses, collective outcomes are maximized. This is sometimes referred to as collective rationality. Interestingly, individual rationality is collectively irrational, and collective rationality is individually irrational. The dilemma facing participants in this situation thus is to be individually or collectively rational (Colman, 2003).

Mixtures of Motives as the Foundation of Resource Conflicts. The social dilemma depicted in Fig. 1.1 reflects that in most organizations, each individual employee is better off defecting (e.g., showing up late, not performing, stealing company property, laying low) when colleagues cooperate (e.g., work hard, help out, voice opinions), yet all employees are worse off when all defect and nothing gets produced at all (Katz & Kahn, 1978; Weber, Kopelman, & Messick, 2004). We note that social dilemmas can take different forms (e.g., public good vs. resource dilemmas), and that these different forms can have substantial impact on behavioral choices and the emergence of resource-based conflict of interest. Discussing this in greater depth, however, is beyond the scope of this chapter.
When we adopt social dilemmas as representative of interdependencies within organizations, we limit ourselves to two levels of analysis: (a) the individual and group level, when we see participants as individuals choosing between individual and group interests, and (b) the group and the organization level, when we see participants as groups choosing between group and organization interests (e.g., Wit & Kerr, 2002). This obvious shortcoming can be tackled in two ways. First, we may conceive of organizations, and the interdependence structures therein, as “nested social dilemmas” (e.g., Polzer, Stewart, & Simmons, 1999; Wit & Kerr, 2002). Second, we may identify the way interdependencies within as well as between groups are structured and drive behavior (Bornstein, 2003). We discuss each possibility in more detail.

**Nested Social Dilemmas.** In nested social dilemmas, three levels are identified: the (a) individual, (b) group, and (c) organization levels. An example, based on Wit and Kerr (2002), is the situation in which an R&D
department has succeeded in winning board approval to launch new projects and to recruit the necessary personnel. The R&D department has two equally sized subunits, one specializing in antidepressants and the other in pain relievers. Each senior researcher within the subunits now has to decide how to spend his or her own resources—in time, in effort, by calling in favors, and so forth. Focusing on a project proposal that nicely fits within their private interests—let us call it Proposal P(personal)—would offer each senior researcher the greatest possibility of fruitful collaboration with new colleagues and would result in the greatest personal benefit. Contributing resources to increase the chances of alternative project proposals from colleagues (Proposal C[olleague]) within one’s subunit would be of less benefit personally, but would bring recognition to one’s own subunit and could translate into a greater share of departmental resources for one’s subunit as well as some potential for fruitful collaboration with newly recruited colleagues. Finally, trying to get Proposal Organization awarded would be of little direct benefit either to oneself or to one’s subunit, but would clearly yield the greatest benefit of any of the three proposals for the entire R&D department as a whole—it might increase the chances of the department acquiring even more and larger grants that would improve the department’s prestige and financial situation, from which all employees, including the one submitting Proposal P, benefit.

The example shows that resource-based conflicts of interest emerge not only between individuals within the same unit, but also between individuals belonging to different subunits located within the same organization. Individuals as well as groups thus have overarching, common interests, and both individuals and groups can face the dilemma of being individually (or group) rational versus being collectively rational. Interestingly, as this example clarifies, being rational vis-à-vis the interests of one’s subgroup is irrational vis-à-vis one’s personal as well as one’s overarching organization’s interests. Likewise, pursuing personal benefits is at odds with group as well as with organization goals, and serving organizational goals hurts both one’s group and one’s personal interests. As Wit and Kerr (2002) explained, “The question is, ‘How vigorously would you pursue your private interest, your own subgroup interest, or the collective interest?’ In other words, would your primary concern be for ‘me,’ for ‘just us,’ or for ‘us all?’” (p. 616).

Taken together, because conflicts of interests exist between individuals, their group, and the overarching organization, conflict over the access to and distribution of resources is likely to emerge. Conflicts are built into any organizational structure and will become manifest for one of two reasons. First, by pursuing their immediate and short-term self-interests, individuals or groups deliberately or inadvertently hurt collective interests including those of interdependent others. Such selfish choices are unlikely to be condoned—“a substantial proportion of the population is . . . willing to punish non-cooperators (or individuals who do not make fair offers) at a cost to themselves” (Ostrom, 1998,
and latent conflict of interest is turned into manifest conflict over resources. Our discussion of the nested social dilemma demonstrates that such conflicts are inevitable because no matter what participants do, they always hurt another participant’s interests, being located at either the individual, the group, or the organization level.

Second, within nested social dilemmas conflicts over resources emerge because of premature suspicion, misunderstanding, incomplete information, or lack of insight. That is, conflict over resources may be the result of (own and others’) misinterpretation of (other’s and own) intentions and actions. For example, work on “noise” in social dilemmas shows that sometimes people’s failure to cooperate is erroneously attributed to malevolent intent instead of to endogenous factors—as is the case when you forget to respond to an important and very urgent e-mail from your supervisor, not because you intentionally ignored the request, but because it arrived in your spam box, where you overlooked it (Van Lange, Ouwerkerk, & Tazelaar, 2002). This second reason why conflicts of interest turn into manifest conflict over resources is rooted in imperfect trust among organizational participants; a grain of doubt suffices to bring about conflict over resources.

Team Games. A second contribution to a multilevel theory of interdependencies and resource conflicts in organizations derives from an analysis of the ways interdependencies within as well as between groups are structured and drive behavior (Bornstein, 2003). Many models, theories, and descriptions—including the nested social dilemma analysis discussed above—treat organizations, firms, and social groups as unitary actors. These actors, however, are obviously not unitary. Decisions are made—or emerge—within a complex internal structure of governance (election, delegation, representation, leadership, networks). Moving to the (inter)group level increases the number of interdependencies among participants, which manifests itself in the need to use decision rules (e.g., majority rule vs. unanimity rule; see Beersma & De Dreu, 2002), in increased cognitive load (e.g., Krämer, 1991), and in the possibility of forming coalitions (Murnighan, 1978).

In intergroup relations, it is typically neither feasible nor desirable for all those concerned to be present at the bargaining table, and usually representatives conduct the negotiations (Walton & McKersie, 1965). Representatives are often accountable to their constituents, either for the outcomes they achieve or for the process of making decisions (Tetlock, 1992). Accountable representatives are motivated to impress constituents (Wall, 1991), and this often translates into a competitive stance toward their counterparts (e.g., Carnevale, Pruitt, & Seilheimer, 1981; O’Connor, 1997; but see Gelfand & Realo, 1999; Peterson & Thompson, 1997). In other words, representatives face a double social dilemma. First, their choices are cast within the intergroup context where benefiting their ingroup hurts the interests of the outgroup, and vice versa. At the same time, their choices
are cast within the in-group context, where benefiting oneself hurts the interests of other individuals within the team, and vice versa.

Bornstein (2003) argued that when parties are groups rather than individuals, individuals experience mixed-motive interdependence within their in-group, as well as with the out-group. Consider a group of soldiers waiting to surprise attack their enemy. On both sides, each group is best off when all its group members fight hard and heroically, thus increasing the probability of total victory and fending off the chances of total defeat. Within each group, however, individual members are better off playing hide-and-seek while their in-group members take the lead and fight hard and heroically; the individual benefits from his or her group members’ heroic actions yet minimizes the personal risk of injury. Obviously, when all group members think and act this way, they become collectively vulnerable, and each individual is worse off by not fighting than by fighting collectively.

The team-game analysis reveals that hostility toward the out-group is often perceived as cooperative, loyal behavior by members of one’s in-group, and vice versa, cooperative and conciliatory behavior toward an outgroup may be perceived, by one’s fellow ingroup members, as disloyal behavior that jeopardizes the in-group’s fate. Consequently, groups tend to less cooperative with one another than individuals are in an interpersonal situation (Mikolic, Parker, & Pruitt, 1997; Robert & Carnevale, 1997; Wildschut, Pinter, Vevea, Insko, & Schopler, 2003). This reveals the double-edged-sword character of mixed-motive interdependencies within and between groups. On the one hand, intergroup conflicts tend to escalate more easily into cycles of exceedingly hostile exchanges, but on the other hand, within groups, cooperation is stimulated and team members are more motivated to work hard (Bornstein & Erev, 1997).

**Summary and Synthesis.** Resource conflicts emerge when and because individual, group, and organizational interests are misaligned, so that choices that benefit interests at one level hurt the interests at another level. This follows from a basic social dilemma analysis, but also from a more sophisticated analysis of organizations as nested social dilemmas, and of mixed-motive interdependencies in team games. By applying and extending interdependency theory, we can thus understand where resource conflicts come from and predict that they will be more complex, and more likely to escalate, as one moves up from the individual, to the group, to the organization level of analysis. The chapters in this volume illustrate this insight. For example, resource conflicts are the source of frustration and stress at the individual level (Spector & Bruk-Lee, chapter 9, this volume), the source of competition and escalation at the dyad and group levels (Pruitt, chapter 8, this volume), and the driving force behind union–management relations over the last century (Friedman et al., chapter 12, this volume). Moving up a level, research has shown that competition over resources in the community context can also affect negative attitudes within organizational contexts as well (Brief et al., 2005). In all, resource
conflicts or conflicts of interest are powerful sources of conflict that traverse multiple levels of analysis.

Source #2: The Need for Positive (Social) Identity: Value and Relationship Conflicts

Apart from the fundamental need among most species to acquire and protect resources, higher-order animals, including chimpanzees and humans, also have a basic need to develop, maintain, and protect a positive view of the self. Work in social psychology has pointed out that the self-concept can be decomposed into individual and group level components, and that both individual and group-based aspects of the self-concept drive conflict at the individual and (inter)group level, respectively. In this section, we discuss this work in some detail. We begin with the individual level of analysis and discuss self-esteem and the stability of the self-concept. We then move on to discuss social identity theory (SIT) and the role of the self-concept in intergroup relations.

The types of conflicts that emerge because of participants’ need to develop and maintain a positive identity often are ideological and value-laden. Ideologically based disputes, such as those involving societal issues (e.g., environment, gender equity, civil rights, abortion, and poverty), are conflicts in which one or more parties represent—or believe they represent—deeper ideological values. Value-related conflicts, such as those involving issues concerning morality or right and wrong, are conflicts in which one or more parties defend or promote their personal or group identity in terms of moral issues, social standing and reputation, likeability, and so on. Jehn (1994) has referred to these as “affective conflicts”; others refer to these ideological and value-related conflicts as “relationship conflicts” (e.g., De Dreu & Weingart, 2003a).

Ideological and value-related conflicts can be differentiated from resource conflicts in a number of ways. Perhaps the most important one is that parties may believe that mutually beneficial outcomes will require tradeoffs and compromises that strike at the core of their moral identity (Druckman & Zechmeister, 1973; Harinck & De Dreu, 2004; Harinck, De Dreu, & Van Vianen, 2000). For example, a prochoice/prolife value conflict cannot be settled by a 50–50 compromise that a random 50% of the requests for euthanasia and abortion are granted, or by an integrative solution in which the right to euthanasia is traded for the right to abortion. No party in a value conflict would perceive these types of solutions—which are typical in resource conflicts—as acceptable or defensible. Similarly, a “bad chemistry” conflict within a specific department of an organization cannot be solved by sprinkling nice odors or by instructing parties to behave and become friends. In other words, ideological and value-related conflicts require different types of management strategies and solutions.

But where do these ideological, value-related, and relationship types of conflicts come from? In the remainder of this section, we argue that at the individual, group, and organizational levels people strive for positive
identity and self-view, and that in the process of developing, maintaining, and restoring a positive self-view, they deliberately or inadvertently hurt the positive self-view of proximal others—putting people together in an organization, group, or interpersonal interaction means exposure to (latent or manifest) ego-threat, and herein lies the second source of workplace conflict. We first consider this idea at the individual level of analysis, and discuss work on the self, on self-esteem, and on self-concept clarity. We then consider this idea at the group level of analysis and discuss work on social identity and self-categorization theory. We also discuss ideological and value conflicts at the organizational level, especially as they relate to organizational mergers and acquisitions.

*Self-Esteem, Ego-Threat, and the Emergence of Value-Related Conflicts.* The self can be defined as the totality of interrelated yet distinct psychological phenomena that either underlie, causally interact with, or depend upon reflexive consciousness (Sedikides & Strube, 1997). Because humans generally strive for a positive self-view, they seek to affirm the self through promotion, enhancement, and protection of the self-view (Sedikides & Strube, 1997; Steele, 1988). People are motivated to convince themselves and relevant others that they are worthwhile, attractive, competent, and moral individuals, and to achieve this, a variety of cognitive and behavioral tactics and strategies are employed (Greenwald, 1980; Taylor & Brown, 1988; Tesser, Martin, & Cornell, 1996). For example, people are unrealistically optimistic that good things will happen to them (Weinstein, 1980); they are prone to an illusion of control (Langer, 1975); they overestimate their standing on a number of valued attributes such as leadership ability, logical reasoning, or athletic prowess (Kruger & Dunning, 1999); and they value objects they own more than identical objects they do not own (Beggan, 1992; Kahneman, Knetsch, & Thaler, 1990).

The habitual ability or inability to satisfy the self-enhancement motive is reflected in someone’s self-esteem—an attitude toward oneself that associates with numerous self-beliefs pertaining to the self as a whole or to its particular attributes (Sedikides & Strube, 1997; see also Banaji & Prentice, 1994; Markus & Wurf, 1987). When people are successful at self-enhancing, their self-esteem is positive and high; when they are unsuccessful, their self-esteem is negative and low. Although self-esteem is relatively stable and can be seen as a positive trait, positive feedback and flattery, or negative feedback and criticism, can lead to temporary positive or negative departures, respectively (Heatherton & Ambady, 1993). Especially when negative feedback or criticism is received and a drop in positive affect and self-esteem is experienced (Jussim, Yen, & Aiello, 1995), will people become motivated to self-enhance and to restore a positive self-view (Baumeister, Smart, & Boden, 1996; W. K. Campbell & Sedikides, 1999; De Dreu & Van Knippenberg, 2005). For example, self-threat produces less constructive and more hostile interaction than self-affirmation (Cohen & Sherman, 2002).
Recent work has pointed out that individual differences in the stability and clarity of the self-concept play a critical role in the extent to which ego-defensive tendencies are enacted. Put simply, the less stable and the more unclear the self-concept is, the less well the individual deals with hostility and negative feedback, and since hostility and negative feedback are part and parcel of social conflict, the more likely the conflict is to escalate (e.g., Bushman & Baumeister 1998; De Dreu & Van Knippenberg, 2005; Stucke & Sporer, 2002). For example, individuals with high explicit self-esteem but low implicit self-esteem tend to be more hostile and prone to prejudice compared with individuals in whom explicit and implicit self-esteem correspond (Jordan, Spencer, Zanna, Hoshino-Browne, & Correll, 2003). Kernis, Granneman, and Barclay (1989) found that persons with unstable, high self-esteem had the highest propensity for anger, as assessed by self-report, whereas those with stable, high self-esteem had the lowest (see also Bushman & Baumeister, 1998). Similar findings have been obtained in work on the individual’s self-concept clarity—the extent to which the contents of an individual’s self-concept are clearly and confidently defined, internally consistent, and temporally stable (J. D. Campbell, 1990). Ratings on the self-concept clarity scale negatively correlate with ratings on the Buss–Perry Aggression Questionnaire (Von Collani & Werner, 2005). Likewise, there is evidence that those with low rather than high self-concept clarity tend toward more aggressive responses following negative feedback (Stucke & Sporer, 2002) and toward greater hostility after being provoked by their conflict counterpart (De Dreu & Van Knippenberg, 2005).

Because individuals desire to develop, improve, and maintain a positive sense of themselves, in conflict situations, they tend to develop an inflated view of their own cooperativeness and their counterpart's hostility. This self-serving bias increases the likelihood of impasse in labor–management disputes (Babcock, Loewenstein, Issacharoff, & Camerer, 1995), increases negative perceptions and evaluations of counterparts and their conflict resolution behavior in intergroup conflicts (Mo’az, Ward, Katz, & Ross, 2002), and reduces the quality of settlements in interpersonal negotiations (De Dreu, Nauta, & Van de Vliert, 1995; Thompson & Loewenstein, 1992). Moreover, this general and quite fundamental human tendency leads individuals to react with hostility and competitiveness to any real or imagined threat to their positive self-view (Baumeister, 1998; see also Pruitt, chapter 8, this volume). Because conflict inherently involves a threat to the self-concept, increasing levels of hostility and competitiveness in response to one’s counterpart are more likely than de-escalatory and constructive conflict behaviors (e.g., De Dreu & Van Knippenberg, 2005; Exline, Baumeister, Bushman, Campbell, & Finkel, 2004).

Social Identity Theory and Group-Level Value Conflict. The central assumption underlying social identity theory (SIT; Tajfel, 1978) is that while people may think of themselves as independent individuals and define themselves...
on the basis of personal characteristics or preferences, there are many social settings in which people primarily think of themselves and others in terms of particular group memberships (e.g., in terms of their professional roles). Tajfel and Turner (1979) specified three processes that underlie such group-based thinking: (a) social categorization, (b) social comparison, and (c) social identification (Ellemers, Spears, & Doosje, 2002). Social categorization refers to the notion that people categorize individuals into groups, which enables them to focus on collective properties that are relevant to the situation at hand (e.g., marketing vs. production), while neglecting differences in age or clothing style that occur among individuals within the same group. Generally, a particular categorization is more likely to be used when group memberships are relatively invariable over time, whereas any category becomes less useful as an information-organizing principle to the extent that individuals are likely to change from one group to another (e.g., Ellemers, 1993).

Social comparison is the process by which a social categorization is invested with meaning. While people may have a relatively clear idea of the range of properties that apply to a particular group, proponents of the social identity approach maintain that social comparisons with other groups (e.g., salespersons versus customers in a store/salespersons versus production workers in the organization) determine which features or behavioral norms help to define the group in a particular situation. Generally, these features are those that distinguish the group from relevant comparison groups (e.g., Spears, Doosje, & Ellemers, 1997; Van Rijswijk & Ellemers, 2002). Thus, which different possible group memberships will become salient depends on the so-called comparative and normative fit of a particular categorization to the situation at hand (Haslam & Turner, 1992).

Social identification, finally, is the process by which information about social groups is related to the self. That is, it refers to the inclination of individuals to perceive themselves as representative of a particular group, which makes them perceive characteristic group features as self-descriptive and leads them to adopt distinctive group norms as guidelines for their own behavior. While most of us belong to multiple groups simultaneously, people are relatively willing to identify with groups that seem to contribute to a positive sense of self, such as high-status or high-power groups (Ellemers, 1993; Spears et al., 1997).

The cognitive tool of social categorization and the evaluative implications of social comparison processes can elicit a person’s emotional involvement with a particular social group (Tajfel, 1978; see also Ellemers, Kortekaas, & Ouwerkerk, 1999): their sense of social identification. Because people seek to develop and maintain a positive identity, as well as engage in social comparison processes, one group’s positive identity is cast in relative terms vis-à-vis other individuals or groups within or between organizations. Striving for a positive identity thus goes hand in hand with feeling better and superior to others, and it readily forms the basis for prejudice, competition, and hostility toward those seen as differ-
ent from oneself or one’s own group or community (Ellemers et al., 2002; Van Knippenberg, De Dreu, & Homan, 2004). This is clearly seen at the group level, where social category diversity leads to more value-related and relationship conflicts than social category homogeneity (Jehn, Northcraft, & Neale, 1999). It is also seen at the intergroup level, where fault-line research shows that when individuals in a collective can be categorized into separated social entities, intergroup hostility and value-related conflicts emerge (e.g., Homan, Van Knippenberg, Van Kleef, & De Dreu, in press; Lau & Murnighan, 1998; also see Jehn et al., chapter 6, this volume).

Summary and Synthesis. Identity-related conflicts often take the form of value conflicts, or relationship conflicts (e.g., Jehn, 1995; see also Jehn et al., chapter 6, this volume). Importantly, conflicts rooted in threatened self-views appear at both the individual level and the intergroup level. Social identity theory provides clues as to whether identity conflicts emerge at the individual, within-team, or intergroup level; it depends on which level is made salient through incentive structures, categorization principles, and so on. Research by Wit and Kerr (2002) on nested social dilemmas showed, for example, that when the individual level was made salient—it was emphasized that individuals differed from one another—participants more often made choices that served their personal interests and not those of their group or the overarching organization. However, when the group (organization) level was made salient—it was emphasized that individuals within the group (organization) shared important features—participants sacrificed their personal interests to serve those of their group (organization). Thus, this work shows how social categorization processes can lead individuals to identity at the personal, group, or organizational level, and that identification subsequently drives strategic choices in resource-based conflicts of interest.1

It is important to note that social identity theory—and its core principles—allows one to understand conflicts at any level. Whereas our discussion thus far emphasized the interindividual and the intergroup level, the theoretical predictions can be equally well applied to conflicts between entire organizations. A good example here is the work on mergers and acquisitions discussed by Terry and Amiot (chapter 13, this volume), who have applied social identity theory to understand conflicts between individuals and groups who belonged to different organizations now being merged. Their work also highlights that many of the interpersonal and intergroup conflicts that arise out of identity issues are latent rather than manifest—they exemplify themselves in prejudice, feelings of superiority, implicit tendencies to serve one’s ingroup at the expense of the outgroup, and so forth.

1 It is worthwhile noting that in contrast to controlled laboratory experiments where resource-based conflicts of interest can be separated from identification-based value conflicts, such clean-cut distinctions cannot be made in the context of organizations where participants are outcome-interdependent by definition.
1. CONFLICT IN THE WORKPLACE

Source #3: Cognitive Consistency, Social Validation, and Sociocognitive Conflicts

The third theoretical perspective on conflict that can be applied to multiple levels of analysis is rooted in work around so-called sociocognitive conflict. It combines early thinking by developmental and child psychologists (e.g., Doise, Mugny, & Perret-Clermont, 1975; see also Levine, Resnick, & Higgins, 1993) with social psychological thinking about the individual’s need for cognitive consistency and socially validated knowledge about oneself and the (immediate) surroundings (e.g., Festinger, 1954). Sociocognitive conflict theory is not about scarce resources and opposing interests, or about opposing values and the search for a positive identity. Instead, it addresses incompatible or diverging understanding and interpretation of facts and figures, and concerns the way people manage these conflicts of information, as well as the consequences of such conflicts for learning, understanding, and perceptual accuracy (e.g., Brehmer, 1976).

Sociocognitive conflict theory proceeds on the basis of three fundamental assumptions. First, it is assumed that people are motivated to hold accurate perceptions and insights about themselves, about others, and about the nonsocial world around them, including the (joint) tasks they are facing. Second, it is assumed that people are bounded in their rationality and lack both relevant information and information-processing capacities. As a result, different people develop distinct, diverging insights, beliefs, and understandings of otherwise identical objects of perception. Third, it is assumed that people seek cognitive consistency and social validation of their beliefs, insights, and understandings, and that divergence vis-à-vis others’ perceptions, insights, and understandings creates tension that needs to be resolved.

Sociocognitive conflicts can be about intellective and judgmental problems. Intellective issues have correct solutions according to commonly accepted standards. Examples are “What is the shortest way from A to B?” and “Which procedure is most efficient?” Judgmental issues, however, have no correct solution and are a matter of taste. Examples are the question of how to get from A to B, and whether efficiency should be the prevailing criterion in selecting a procedure (cf. Baron, Kerr, & Miller, 1993; Kaplan & Miller, 1987). Intellective issues are associated with the influence to accept information about reality from another person (informational influence), while judgmental problems are associated with the influence to conform with the positive expectations of another person (normative influence; Deutsch & Gerard, 1955). Either way, divergent viewpoints regarding intellective or judgmental problems—sociocognitive conflict—create cognitive dissonance that needs to be resolved by (a) persuading the opponent, (b) changing one’s own perspective or opinion, (c) integrating seemingly opposing viewpoints, or (d) dissolving the relationship.

Taken together, an important third source of conflict in organizations involves opinions, insights, and beliefs that are not consensually shared and that trigger opposition and debate (Brehmer, 1976; De Dreu et al., 1999;
see also Schulz-Hardt et al., chapter 5, this volume). These types of conflict are sometimes referred to as cognitive or information conflicts and have much in common with so-called task-related conflicts (De Dreu & Weingart, 2003; see also Jehn et al., chapter 6, this volume). Sociocognitive, task-related conflicts emerge out of preference or belief diversity in groups. Work on minority dissent and devil’s advocacy has shown, for example, that when a minority faction opposes the majority view in the group, group members are more likely to doubt their fundamental assumptions, to search for new information, and to consider the task from multiple perspectives (Nemeth & Staw, 1989; Schulz-Hardt et al., chapter 5, this volume). Similarly, work by Jehn, Northcraft, and Neale (1999) showed that informational diversity in groups increased sociocognitive, task-related conflicts within those groups (also see Jehn et al., chapter 6, this volume).

There is quite some work on sociocognitive conflict at the individual and small-group level, primarily looking at its effects on learning and creative decision making. This work is reviewed in several chapters in this volume. Far less—if any—work has been done on the intergroup and organization levels of analysis. Although there seems to be no reason a priori to assume that sociocognitive conflicts are absent at the intergroup and organization level, research and theory development is clearly needed. For example, the ambiguous context of mergers between organizations would purportedly trigger opposition and debate among beliefs, opinions, and ideas, in addition to social identity conflicts discussed in Terry and Amiot’s chapter (chapter 13, this volume). Also, as Friedman et al. (chapter 12, this volume) noted, a major component of labor–management relations involves the initial formation of preferences within groups (e.g., “attitudinal structuring”; Walton & McKersie, 1965) and fundamental transformations of the problem definition over time between groups (e.g., Putnam, 1997). Thus, sociocognitive conflict is relevant to the organizational level as well.

Cross-Cultural Variation in Sources of Conflicts

Last, we consider another level of analysis—national culture—and its influence on the antecedents of conflicts in organizations. Surprisingly little research has been done on sources of conflict and whether they are universal or culture-specific. Broadly speaking, universals are likely to occur when a phenomenon is influenced by a common biological process, a common social process, or a common ecological process (Pepitone & Triandis, 1987). We would speculate that the aforementioned sources of conflict (e.g., conflicts of interest, ideological and value conflicts, and sociocognitive conflicts) are likely universal; that is, they are likely to exist across many, if not all, national cultures. For example, we can surmise that in all national cultures, there is bound to be a scarcity of resources, producing conflicts of interest. Likewise, the need to defend one’s values or
identity is likely to be a fundamental need that traverses national cultures (thus producing affective or value-based conflicts). Finally, differences in viewpoints are perhaps inevitable regardless of the national culture conflict, suggesting that our third source of conflict—cognitive conflict—is also a universal antecedent of conflict.

At the same time, although these are likely broad universal sources of conflict, cross-cultural variation exists in the specific triggers of conflicts within each category. For example, what is perceived to be a threat to one’s values can clearly vary across national cultures. Shteynberg, Gelfand, and Kim (2005) argued that conflict processes are “sparked” or initiated when core cultural focal concerns are violated, and thus, different events elicit conflict in different cultural contexts. Consistent with this, they found that violations to rights were perceived to be much more harmful and incited anger to a much greater degree in the United States, whereas violations to duties and face caused much more harm and incited anger to a greater degree in Korea. Individuals can project their values onto identical situations and perceive different “cultural slights” that are salient in their own cultural contexts. For example, Gelfand and colleagues (2001) found that identical conflict situations were perceived differently in the United States and Japan: Americans perceived conflicts to be more about winning and violations to individual rights, whereas Japanese perceived the same conflicts to be about compromise and violations to duties and obligations.

The processes that lead to value conflicts can also vary across cultures. For example, self-serving biases and self-enhancement—processes we have argued are facilitating factors in value conflicts—have been found to be more pronounced in individualistic cultures as compared with collectivistic cultures (Gelfand et al., 2002; see also Heine, Lehman, Markus, & Kitayama, 1999). Other self-processes—such as self-esteem and self-concept clarity, previously discussed—may also play a more powerful role in the production of conflict in individualistic cultures. On the other hand, given that individuals in collectivistic cultures focus on group identity, group-level constructs—group enhancement, group esteem, group concept clarity—will play a more powerful role in the elicitation of conflict in collectivistic cultures. This is consistent with research that has shown that samples from collectivistic cultures are much more competitive in intergroup or outgroup negotiations (Chen & Li, 2005; Probst, Carnevale, & Triandis, 1999; Triandis et al., 2001).

We would also argue that although resource and cognitive-based conflicts are likely universal, there is likely cultural variation in the nature and extent of these antecedents. Given that individuals are socialized to develop, express, and affirm their own ideas and seek to maximize their own outcomes in individualistic cultures, resource and cognitive-based conflicts might be more rampant at the individual level in these contexts. By contrast, in collectivistic cultures, individuals are socialized to subject their own interests and opinions to the group (and in high-power distance
cultures, to the authority), suggesting that at the individual level, resource and cognitive conflicts might be more suppressed in these contexts. Yet again, because of higher group-level identity and associated processes, resource and cognitive conflicts may be even more acute in collectivist cultures at the between-group level, as compared with individualistic cultures. In all, while the general categories we have identified are likely universal, the specific triggers of conflict can be culturally variable.

Conclusions About the Sources of Conflict

In keeping with previous work, we defined conflict as a process that begins when one party perceives its interests, norms and values, or opinions and viewpoints being opposed, hurt, or countered by another party. We argued that within work settings, conflict may arise because of mixed-motive interdependencies (conflicts of interest, resource conflicts), because of the need to develop and maintain a positive identity vis-à-vis others (value conflicts), and because of the need to develop and maintain cognitive consistency and to hold socially validated and consensually shared understandings (information conflicts). In contrast to past work, we explicitly located these various sources of conflict at the individual, group, and organization levels of analysis and uncovered that at each of these levels conflict can be traced back to these fundamental sources. We also noted that little work has been done to integrate these levels; with regard to sociocognitive, information conflicts, there has been very little work even at the intergroup and organization level of analysis. The commonalities in explanatory mechanisms within each of these broad classes of theories, however, allow one to develop a more complex yet also more accurate understanding of the sources of workplace conflict and the ways they come about—that is, turn from latent into manifest conflicts. We also noted the potential cross-cultural universality of these sources of conflict, along with possible culture-specific triggers of conflict.

Before moving on, we should emphasize that it would be wrong to assume that workplace conflict involves only one of these three sources. Conflicts are not about access to scarce resources, or about the striving for positive and distinct identity, or about interpretations of reality. More often than not, workplace conflicts are about a mixture of opposing interests, clashing values, and incompatible beliefs. For example, De Dreu and Van Knippenberg (2005) showed that people anticipating a debate about judgmental issues (“Should economic growth be sacrificed to preserve the natural environment?”) quickly identified with their position in the debate and the arguments supporting that position. As a result, identity striving became part of the conflict, and ego-threats were experienced. Work by Carnevale (2004) showed that groups (e.g., Israeli settlers) ascribe symbolic value to scarce resources (e.g., parts of Jerusalem) and that having versus not having access to these resources becomes affirmation ver-
sus threat of their social identity. Work by Jehn and Mannix (2001) showed that different types of conflict (e.g., relationship, task, process) emerge at different stages of group work.

The specific combination of various sources may have important effects on the ways these conflicts are managed, about the effectiveness of intervention techniques, and about the ultimate consequences these conflicts may have for individual well-being, team effectiveness, or organizational survival. For example, sociocognitive conflicts may be quite functional and promote the quality of group decision making but only when conflicts of interest are absent. That is, when participants perceive their goals to be cooperatively linked, they engage in constructive controversy and benefit from sociocognitive conflict. When they perceive their goals to be competitive linked, as in conflicts of interest, however, they do not engage in constructive controversy, and cognitive conflict hinders rather than helps team performance (e.g., Tjosvold, 1998). We believe herein lies an important question for future research and theory development: “How do mixtures of conflict sources affect conflict dynamics and ultimate outcomes?”

Consequences of Workplace Conflict Across Levels of Analysis

Conflict in organizations has multiple functions; it influences a number of outcome-related parameters and it does so in a variety of ways. Conflict outcomes can be seen in terms of the utility gained or lost by participants alone and together. Utility can be narrowly defined in economic, monetary terms or broadly defined in terms of both material (money) and nonmaterial (love, respect) value. Traditionally, conflict research has focused on material outcomes in terms of individual and collective gains and losses. For example, much of the work on interpersonal and small-group negotiation concentrates on predicting the joint gain parties realize in so-called integrative, win–win agreements that reconcile seemingly opposed aspirations (Bazerman et al., 2000; Carnevale & Pruitt, 1992; De Dreu et al., 2007).

The quality of agreement following dispute resolution has a variety of important influences on subsequent interaction processes and performance-related issues. For example, the party who gains the upper hand in the conflict sees its power-base strengthened and thus can operate more effectively in future endeavours. Integrative, win–win solutions create order and stability, foster social harmony, increase feelings of self-efficacy, reduce the probability of future conflict, and stimulate economic prosperity. Poor agreements, or failures to agree, leave parties dissatisfied, create frustration and annoyance, disrupt social order, drive new conflict, and fuel disharmony (De Dreu, Beersma, Stroebe, & Euwema, 2006; Rubin, Pruitt, & Kim, 1994).

Apart from these indirect effects, conflict can have more direct effects that are not necessarily mediated by the quality of the negotiated agreement. Alternative functions of workplace conflict can include health,
well-being, life and/or job satisfaction, relationship commitment, community values, justice, and so forth. In studying other consequences of conflict and conflict management, the time horizon of short- versus longer-term effects becomes critical (Thomas, 1992). Conflict may increase or decrease the likelihood of short-term achievement of a shared goal such as making profit. In the longer run, the positive or negative effects may persist, become stronger, or disappear. For example, an intense but relatively short-lived conflict in a hospital between the head of operations and the nursing staff may lead to inefficiencies and medical errors in the short run but, in the long run, result in better working conditions, more participative decision making, and improved health care. In other words, conflict consequences may be found at the individual, group, and organization levels of analysis, but also across time. We discuss the issue of time in more depth at the end of this chapter.

In the sections below, we discuss four functions in more detail—the creating force of conflict, the influence on health and well-being, the effects on in-role and extra-role work performance, and the shaping of social structures. The creating force of conflict and the influence on health and well-being are treated extensively by Schulz-Hardt et al. (chapter 5, this volume) and Spector and Bruk-Lee (chapter 9, this volume). We will therefore devote more space to the effects on performance and on the shaping of social structures. In each section, however, and in keeping with our overarching goal in this chapter, we link our discussions to different levels of analysis and argue that effects are “quasi-isomorphic” at different levels of analysis. We also discuss whether and when these outcomes are likely to be invariant across national cultures.²

² It is important to note that when discussing the consequences of conflict, a distinction needs to be made between two classes of comparison. The first is that different ways of managing conflict can have different effects on individual well-being, creativity and innovation, performance, and so forth. Most research on conflict and conflict management is concerned with this analysis, and many of the insights gleaned from this work are reviewed in the chapters in this volume. For example, Beersma and colleagues (chapter 4, this volume) review the quality of negotiated agreement when conflict parties adopt a prosocial instead of a proself motivation. The second type of analysis implicitly or explicitly compares situations in which there is (intense) conflict with situations in which there is no (or mild) conflict. Obviously, both types of analyses are highly complementary. For example, compared with a no-conflict situation in which there is harmony, conflict may promote decision quality when the conflict is managed through cooperative problem solving and undermine decision quality when the parties withdraw and remain inactive. More elaborate discussions of the ways different conflict strategies influence decision quality and negotiated agreement can be found elsewhere (De Dreu, Harinck, & Van Vianen, 1999; De Dreu & Weingart, 2003b; Jehn & Bendersky, 2003; Tjosvold, 1991, 1998) and in other chapters in this volume (e.g., Olekalns et al., chapter 3; Beersma et al., chapter 4; Schulz-Hardt et al., chapter 5).
Conflict and Performance

Perhaps the most obvious area for organizational scientists to look for conflict’s consequences is the impact conflict has, or can have, on individual, group, and organizational performance. Performance may be operationalized in many different ways, such as the productivity relative to one’s most salient competitor, as the supervisor’s evaluation of her employees’ commitment, or as the quality of group decisions (e.g., Pritchard, 1992). Several scholars further argue that individual, group, and organizational performance can be decomposed into task-related performance and organizational citizenship behavior—compliance with collective goals, taking initiatives, and coordinating activities. Organizational citizenship behavior, sometimes referred to as extra-role or contextual performance, involves behaviors of a discretionary nature that are not part of the employee’s formal role requirements, but nevertheless promote the effective functioning of the organization (Borman & Motowidlo, 1993; Organ, 1988; Podsakoff, Ahearne, & MacKenzie, 1997). Thus, first of all, conflict may influence individual-level effectiveness—personal development of skills, abilities, and knowledge, as well as the motivation to work hard and to achieve one’s goals. In other words, conflict may impact task-related performance because through conflict people learn new skills and acquire new insights or because conflict undermines their motivation to perform and contribute.

Second, conflict may influence interpersonal, or group-level effectiveness—learning to work together, developing relationships, or reaching high-quality group decisions. Group performance may be undermined because conflict hurts efficient coordination or undermines the trust needed to communicate effectively and to share task-relevant information (De Dreu & Van Vianen, 2001). Conflict may increase group performance, however, because it leads people to reevaluate their working assumptions, to correct errors, and to approach decision problems from multiple perspectives (see also Schulz-Hardt, Jochims, & Frey, 2002; Schulz-Hardt et al., chapter 5, this volume). In particular, moderate compared with low levels of sociocognitive, task-related conflict contribute to team effectiveness (Jehn, 1995) and team innovation (De Dreu, 2006).

At the intergroup and organization level, conflict may influence performance in a number of ways as well. Consider, for example, the field experiment by Erev, Bornstein, and Galili (1993). They compared three conditions. In an individual incentive condition, workers had to pick oranges and were paid on the basis of their individual performance. In a team incentive condition, workers had to pick oranges and were paid on the basis of their team’s task performance. In an intergroup competition condition, workers were paid on the basis of their team’s outperforming the competitor. Results showed that the intergroup competition condition led to a higher task performance than the team condition, with the individual incentive condition being intermediate. The idea behind these findings is that resource-based
conflicts of interest between groups strengthen within-group cohesion and individual work motivation to contribute to the group’s success.

Other work on resource-based conflicts between groups points toward the same conclusion. Putnam (1997) analyzed teacher–board negotiations and concluded that active confrontation through negotiation promotes intergroup communication, increases mutual understanding, and results in greater acceptance of agreements and decisions than more tacit coordination. Finally, Walton, Cutcher-Gershenfeld, and McKersie (1994, pp. 72–73) reported both the negative and the positive consequences of union–management negotiations in the auto-supply, the pulp and paper, and the railroad industries. Inspection of their data reveals that within the pulp and paper industry, 20% of the negotiations resulted in negative consequences only, such as costly strikes, while 20% of the negotiations improved organizational effectiveness parameters. For the auto supply and the railroad industries, these percentages were 30 and 60, and 25 and 50, respectively. Apparently, active confrontation between competing groups—teams picking oranges, teacher and board representatives, or union and management—influences distal task performance at the overarching organizational level in a sometimes fairly positive way. As we will discuss below, however, the national culture context is likely a key moderator of the impact of active confrontation on performance in teams.

Conflict and Well-Being

Workplace conflict has important consequences for health and well-being (De Dreu, Van Dierendonck, & Dijkstra, 2004; Spector & Jex, 1998; see also Spector & Bruk-Lee, chapter 9, this volume). Conflict is a social stressor, bringing about stress responses such as elevated heart rate, increased respiration, dry mouth, and increased alertness. These responses are, in principle, functional and reflect the individual’s readiness to cope with the stressful situation. When the stressor continues to be present and responses continue to be in effect, however, psychic and physical exhaustion may lead to deteriorated health and well-being.

Although all types of conflict may elicit stress, it seems reasonable to assume that resource-based conflicts of interest and sociocognitive task conflicts produce less severe and less intense stress than identity-based value and relationship conflicts. The idea behind this is that identity-related conflicts are more fundamental and emotional (De Dreu et al., 2004). Prolonged exposure to conflict may therefore result in behavioral consequences such as absenteeism, accident proneness, and drug abuse; psychological consequences such as lowered self-esteem and self-efficacy; psychosomatic complaints (Spector & Jex, 1998); or burnout (Dijkstra, Van Dierendonck, Evers, & De Dreu, 2005).

Reduced health and well-being is likely to manifest itself at higher levels of analysis. A unit with frequent conflicts between leaders and employ-
ees is likely to have a relatively large number of employees with lowered well-being and, thus, will be exemplified by high levels of absenteeism and turnover. In addition, such units are likely to have negative group affective tone, which in turn lowers group effectiveness and unit members' job satisfaction (George, 1991). In short, workplace conflicts influence employee health and well-being, and this in turn affects group affective tone and organization-level absenteeism and turnover rates.

Conflict and Change

Ample research indicates that conflict serves as a key driver of change at the individual, the group, and the organization level—without conflict no change, and no change without conflict (e.g., Coser, 1956; Moscovici, 1980). For example, at the individual level, moderately intense conflicts stimulate employee performance more than harmonious, peaceful settings (e.g., Van de Vliert & De Dreu, 1994) and promote individual creativity and cognitive flexibility (Carnevale & Probst, 1998; Nemeth, 1986). At the group level, sociocognitive task conflict within work teams increases members’ innovative capacity, helping them to solve problems, and leads them to make better decisions (De Dreu, 2006; Jehn, 1995). Also, at the organization level, external threat and resource scarcity have been linked to organizational innovation in both primary studies and meta-analytic reviews (Anderson et al., 2004). For example, at the organizational level of analysis, there is evidence that budget deficiency and lower “slack” resources stimulate organizations to be more innovative in marketing and product development. Also, at the organizational level, Zaltman, Duncan, and Holbeck (1973) suggested that an organization innovates in order to cope with work overload or changing circumstances beyond their immediate control. Thus, at the organizational level, it seems that resource-based conflicts of interest may actually stimulate innovativeness.

Conflict and Social Structure

A final function of workplace conflicts is that they help define boundaries and clarify who and what belongs where. Conflict leads to (re)defined social identities, but also to the disappearance of certain group characteristics, institutions, languages, or specific subcultures and their expressions. A good example of this function is seen in work on mergers and acquisitions (Terry & Amiot, chapter 13, this volume), where conflict between groups shapes and sometimes redefines the relative status positions of formerly separate groups or organizations within the new constellation. Conflict also contributes to the shaping of group identity and organizational culture by implicitly or explicitly stimulating some members to leave the organization and by fostering turnover among peripheral group members more than among those seen as core (cf. work on attraction, selection,
and attrition; Schneider, 1987). We return to this when we discuss cross-level influences of workplace conflict.

Cross-Cultural Variation in Outcomes of Conflict

Much, if not all, of the previous synthesis of conflict and organizational outcomes is based on research conducted in the United States or Western Europe. Cross-cultural influences on outcomes of conflict at the individual, team, and organization levels has received scant attention, yet we would expect that national culture is a highly relevant factor in considering the impact of conflict on outcomes in organizations. Using Jehn and Bendersky’s (2003) parlance, national culture might serve as an ameliorating factor; that is, it might ameliorate the negative impact of conflict in organizations. For example, as chapters by Pruitt (chapter 8, this volume) and Spector and Bruk-Lee (chapter 9, this volume) attest, attributions to other parties is a critical determinant of when conflict will have a negative impact on individuals’ health and escalation processes. At the same time, research has long demonstrated that culture plays a key role in attributional processes (see Choi, Nisbett, & Norenzayan, 1999, for a review). In general, individuals in collectivistic cultures are more likely to make situational attributions, whereas individuals in individualistic cultures are more likely to make dispositional attributions across numerous situations (Miller, 1984; Morris & Peng, 1994) and in conflict situations in particular (Morris, Leung, & Iyengar, 2004; Valenzuela, Srivastava, & Lee, 2005). This suggests that the negative effect of conflict on individual health and escalation may be less pronounced in collectivistic cultures, especially with ingroup members.

Yet at the same time, culture might play a suppressor role; that is, it might suppress the positive effects of conflict. For example, the preceding discussion and numerous chapters in this volume highlight the fact that conflict and dissent can have a positive effect on innovation and creativity at multiple levels of analysis, yet this assumption has been rarely put to the cross-cultural test (Anderson et al., 2004). Research has shown that conformity pressures are stronger in collectivistic cultures (Bond & Smith, 1996), and heightened concerns for harmony might suggest that conflict is less likely to translate into creativity in collectivistic cultures (cf. Goncalo & Staw, 2006). Indeed, Nibler and Harris (2003) found that that high levels of debate benefited U.S., but not necessarily Chinese, groups. Similarly, Adair, Okumura, and Brett (2001) showed that among collectivistic groups, high joint gain was achieved through indirect (and not direct) communication (see Olekalns et al., chapter 3, this volume, for further discussion). Research has shown, however, that certain contextual conditions can enable open dissent to have positive effects in collectivistic cultures. For example, Tjosvold and Sun (2002) found that open discus-
sion of conflict can be beneficial for relationships in China by it is complemented by nonverbal expressions of interpersonal warmth, and Tjosvold, Poon, and Yu (2005) showed that in China conflict can have positive consequences, so long as social face is confirmed during the process. Ng and Van Dyne (2001) also showed that dissent (minority influence) can have a positive impact on decision quality in collectivistic groups, particularly when individuals who express dissent occupy a high-status position. In all, culture is likely to moderate the impact of conflict on both positive and negative outcomes, and the situational context is likely crucial in helping to understand whether and when conflict has positive or negative effects across cultures.

Conclusions About the Consequences of Conflict Across Levels

Several functions of workplace conflicts other than economic and material outcomes can be identified. Some of these transcend various levels of analysis, such as the effects of conflict on creativity, innovation, and change, and the effects of conflict on health, well-being, workplace stress, and withdrawal responses. Other functions are located at some levels but not at others, and relate to the shaping and (re)definition of social boundaries, group membership, and cultural expression. Thus, an important payoff of taking a multilevel perspective on workplace conflict is that new functions can be identified, functions that go unnoticed when the analysis remains focused on one single level of analysis and functions that might change when moving across national cultures as discussed.

It seems that some sources of conflict discussed earlier are likely to be associated with some functions more than with others. For example, conflicts rooted in ego-threat and the need to defend and restore a positive (social) identity may be more likely to relate to lowered well-being and health complaints than information conflicts rooted in divergent interpretations of facts and figures, and vice versa, the creative force of conflict seems to be tied especially to sociocognitive conflicts and less to resource and identity conflicts.

When taking multiple functions into account, it becomes clear that conflict may have positive effects on some aspects located at one level (e.g., group cohesion and cooperation, individual work motivation) yet negative effects on aspects located at other levels (e.g., intergroup hostility, organizational effectiveness). Whether workplace conflicts benefit or hurt the organization as a collective thus heavily depends on where, how, and how intensely conflicts impact individual-, group-, and organization-level functions. Researchers and practitioners alike should be aware of this when concluding that conflicts are detrimental, or beneficial, and designing strategies to counter, or stimulate and preserve the situation—clearly, there often is more than meets the eye.
In principle, the sources of conflict reviewed above say little about the particular outcomes conflict has, and in and by itself specific sources of conflict do not have certain outcomes. As mentioned earlier, the critical moderator between the emergence of conflict and the outcomes it has is the way conflict is managed. Broadly defined, conflict management is what parties—individuals, groups, or organizations—who experience conflict intend to do as well as what they actually do (Van de Vliert, 1997).

Although an infinite number of conflict management strategies may be conceived, one useful way to organize our thinking is by means of a three-way system distinguishing among unilateral action, joint action, and third-party decision making. Unilateral action involves those strategies and tactics that can be implemented by one conflict party and thus do not need the counterpart(s) to consent or work along. It includes (a) withdrawal and inaction, (b) yielding and giving in, and (c) dominating and forcing. Joint action refers to those strategies and tactics that cannot be implemented by one conflict party alone and that need the counterpart(s) to consent or work along. It includes negotiation, searching for a compromise, and mediation. Third-party decision making refers to those strategies aimed at handing over to a third party with the discretionary control to make a decision. Examples of third-party decision making include arbitration, adjudication, and mediation.

The three classes of conflict management are not mutually exclusive: Strategies may be used simultaneously or sequentially. Van de Vliert and colleagues (e.g., Van de Vliert, Euwema, & Huismans, 1995; Van de Vliert, Nauta, Euwema, & Janssen, 1997) have argued and shown that joint problem solving may be performed in close conjunction with unilateral forcing. As an example of sequential use of strategies from different classes, consider the famous tit-for-tat strategy (Axelrod & Hamilton, 1981) and the classic good-cop/bad-cop strategy, in which a conflict party seeks joint cooperative action after a period in which he or she (or some ally) has performed forceful and competitive unilateral pressure tactics (Hilty & Carnevale, 1992).

Olekalns et al. (chapter 3, this volume) provide a state-of-the-art review of this and related work on sequences in conflict management and negotiation. In this and related work, several conflict phases have been identified. For example, following an in-depth analysis of labor-management negotiations, Walton and McKersie (1965) suggested that negotiations often begin in quite a harsh and competitive way. After a series of competitive exchanges, parties come to realize that this leads nowhere but to a costly impasse, that a change in behavior is needed, and that mutual problem solving is a viable alternative for safeguarding and promoting self-interest. This so-called “differentiation-before-integration” pattern is not limited to the ritual dance of labor–management negotiations. A laboratory study by Brett, Shapiro, and Lytle (1998) showed that procedural remarks—statements that refer to the process of the negotiation itself—changed the
focus from contentious, distributive communication to more constructive, integrative communication. Harinck and De Dreu (2004) coded temporary impasses—points in the negotiation where parties deadlocked on some issues and remained stuck for a while. Higher levels of contending early in the negotiation were related to temporary impasses, and temporary impasses were, in turn, related to problem solving late in the negotiation. Stepping back from and reflecting upon the negotiation during a temporary impasse appears to facilitate a switch from competitive contending to more cooperative problem solving (see also Olekalns, Brett, & Weingart, 2003), especially when competitive strategizing during such breaks is avoided (Harinck & De Dreu, in press).

Because various chapters in the current volume treat conflict management in great detail, here we selectively highlight that there appears to be quite some consistency in tactics and strategies across levels of analysis. We briefly discuss several more or less related taxonomies of conflict management strategies that have been applied to the individual, group, and organization levels of analysis. We then discuss the relationship between the three sources of conflict identified earlier—(a) resource scarcity, (b) need for a positive identity, and (c) need for a correct and socially shared understanding—and the effectiveness of conflict management. Finally, as in previous sections, we end with a discussion of research on culture and conflict management, and whether the taxonomies and findings discussed in this section are universal or subject to culture-specificity.

Individual and Small Group Level

An important theory about conflict management is Deutsch’s Theory of Cooperation and Competition (Deutsch, 1949, 1973). In brief, the theory argues that disputants may perceive their ultimate goals to be positively linked (cooperative interdependence), negatively linked (competitive interdependence), or not linked (independence). Cooperative versus competitive goal-interdependences, and their origins, are closely related to the concept of prosocial versus proself motives, discussed by Beersma and colleagues (chapter 4, this volume). In the case of competitive interdependence (or to a lesser extent, independence) disputants try to maximize their own outcomes, with no (or negative) regard for the outcomes obtained by their counterparts. In contrast, in the case of cooperative interdependency, disputants try to maximize both own and other’s outcomes. Competitive interdependence leads to distrust, hostile attitudes, and negative interpersonal perceptions. Disputants use persuasive arguments, positional commitments, threats, bluffs, and coercive power to get their way. Cooperative interdependence, in contrast, leads to trust, positive attitudes and perceptions, and constructive exchange of information. Parties listen and seek to understand one another’s perspective, which is what Tjosvold (1991, 1998) referred to as “constructive controversy.” The theory has been tested in experimental game situations, as
well as in a variety of field studies, and has generally received good support (for a review, see Tjosvold, 1998). This work has also shown that constructive controversy yields desirable outcomes to disputants and their collective alike. It promotes learning and innovation, team effectiveness, and the quality of group decision making, to name but a few.

Another important theory about conflict management is Dual Concern Theory (Pruitt & Rubin, 1986; also see Blake & Mouton, 1964; Olekalns et al., chapter 3, this volume). In a nutshell, it argues that conflict management is a function of high or low concern for self combined with high or low concern for other. A high concern for self and low concern for other results in a preference for forcing focused on imposing one’s will on the other side (unilateral action). Forcing involves threats and bluffs, persuasive arguments, and positional commitments. Low concern for self and high concern for other results in a preference for yielding, which is oriented toward accepting and incorporating other’s will. It involves unilateral concessions, unconditional promises, and offering help (unilateral action). Low concern for self and other results in a preference for avoiding, which involves reducing the importance of the issues and attempts to suppress thinking about the issues (unilateral action). High concern for self and other produces a preference for problem solving, which is oriented toward an agreement that satisfies both own and other’s aspirations as much as possible (joint action). It involves an exchange of information about priorities and preferences, showing insights, and making tradeoffs between important and unimportant issues.

Recently, some authors have suggested that intermediate concern for self paired with intermediate concern for other results in a preference for compromising. Some see compromising as “half-hearted problem solving” (e.g., Pruitt & Rubin, 1986). Others, however, see it as a distinct strategy that involves the matching of other’s concessions, the making of conditional promises and threats, and an active search for a middle ground (e.g., Van de Vliert, 1997). Empirically, the debate seems to be settled in favor of those viewing compromise as a separate strategy, although more work needs to be done (De Dreu, Evers, Beersma, Kluwer, & Nauta, 2001).

Ury, Brett, and Goldberg (1993) differentiated forcing and dominating into two subcategories—rights and power—in their taxonomy of approaches to dispute resolution. When using a rights-based approach, parties attempt to resolve the dispute by applying some standard of fairness, precedent, contract, or law. A focus on rights is likely to lead to agreements in which each party has to give up something in order to reach an agreement, with the possibility of one party giving more than receiving. A power-based approach results in the dispute being resolved by determining which party is able to force his or her desired outcome—who is stronger, has higher status, is able to coerce the other, or can force a concession from the other party. A power-based approach usually leads to agreements that have greater potential to escalate due to feelings of resentment and a desire for revenge (Brett et al., 1998; Tinsley, 2001; also see Friedman et al., chapter 12, this volume; Goldman et al., chapter 10, this volume; Pruitt, chapter 8, this volume). While
either a rights-based or power-based approach can lead to concessions from the other party, rights-based concessions are usually evidenced when there is agreement about a standard, whereas power-based concessions reflect submission to a greater force.

Between-Group and Organizational Level

At the between-group and organization level of analysis, much effort has been invested in understanding (the effectiveness of) systems of conflict management. Rather than analyzing what individual parties or small groups do, researchers focusing on the organizational level of analysis have examined grievance-filing systems and their effectiveness (Olson-Buchanan & Boswell, chapter 11, this volume), formal and informal mediation and related forms of third-party intervention (Bendersky, 2003; Goldman et al., chapter 10, this volume), and the more or less ritualized labor–management conflict resolution process (Friedman et al., chapter 12, this volume). A common theme across all of these chapters is the importance of creating structures in organizations that help foster positive conflict-management strategies.

We would also add that at a more macro level of analysis, organizations can also create conflict cultures that are more or less effective in their approach to conflict (De Dreu, Van Dierendonck & Dijkstra, 2004). That is, although specific situational influences may cause individuals to adopt different conflict-management strategies across time, work settings are often highly stable and quite predictable. Employees interact with the same coworkers, incentive structures do not change overnight, employees do the same kinds of work for longer periods of time, and they face the same (interpersonal) problems on a recurring basis. In addition, individuals within the same unit, team, or department tend to influence one another (Salancik & Pfeffer, 1978), thus creating their own social environment with, most likely, rather stable and socially shared preferences for, and views about, the tasks to be done and the ways of dealing with one another.

An implication of these notions is that work teams and work units are likely to develop a conflict culture. Units within organizations, or even entire organizations, develop over time a relatively stable set of orientations toward, and strategies to manage conflict within that unit or between that unit and relevant outsiders such as other units within the organization, clients, and the like. Thus, in some units or in some organizations employees may develop a shared tendency to view conflict as negative and annoying, whereas in other units or other organizations employees may develop a shared tendency to view conflict as exciting and providing opportunity. Likewise, in some units or in some organizations employees may develop a shared tendency to approach and manage conflict through problem solving and open-minded debate, whereas in other units or other
organizations employees may develop a shared tendency to approach and manage conflict by assuming a passive stance (De Dreu et al., 2004). Identifying the antecedents and consequences of conflict cultures in organizations is an important area for future research.

SOURCES OF CONFLICT AND CONFLICT MANAGEMENT

Earlier we noted a critical difference between resource-based conflict of interest and identity-based value and relationship conflicts: the fact that trade-offs and compromise solutions are unacceptable in the latter type of conflict. Indeed, Druckman and colleagues (Druckman, 1994; Druckman & Zechmeister, 1973) have shown repeatedly that negotiating a compromise solution becomes much more difficult when interests are tied to ideological values, and Harinck and colleagues (Harinck & De Dreu, 2004; Harinck, De Dreu, & Van Vianen, 2000) have shown that participants in a resource-conflict more easily switch from ineffective forcing to more effective and constructive problem solving than participants in value conflicts. In other words, resource-based conflicts of interest seem to lend themselves better to problem solving and compromise than identity-based value conflicts, and rights-based forms of forcing may lend themselves better to identity-related value conflicts (Jehn & Bendersky, 2003).

Whereas negotiation and problem solving may not be suitable for identity-based value conflicts, avoidance and withdrawal may be. Several studies found that teams with value and relationship conflicts functioned better to the extent that the members of these teams avoided these conflicts and did not attempt to manage them proactively (De Dreu & Van Vianen, 2001; Jehn, 1997; Murnighan & Conlon, 1991). In sociocognitive conflicts, where some truth-finding and learning takes place, forcing and persuasive bolstering one's position may be a much more acceptable and effective strategy than it is in resource-based conflicts of interest or in identity-based value conflicts. Indeed, group-decision-making research has shown time and time again that adding task-related dissent and devil's advocates to the team improves creativity, innovation, and decision quality (Janis, 1972; Nemeth & Staw, 1989; also see Schulz-Hardt et al., chapter 5, this volume).

Cross-Cultural Variation in Conflict Management

As in other areas that we have reviewed, most of the typologies of conflict management strategies were developed in the United States and Western Europe. Compared with research on antecedents and outcomes of conflict, however, there have been numerous studies of culture and conflict management strategies, which have most typically examined cultural differences in preferences for different strategies (see Gelfand & Brett, 2004;
Gelfand et al., in press). In general, research has shown that in individualistic cultures, individuals tend to prefer forcing conflict resolution styles (Holt & DeVore, 2005) along with integrating interests (Tinsley, 2001). By contrast, individuals in collectivistic cultures tend to prefer power strategies (Tinsley, 2001) or styles of avoidance and withdrawal (Friedman, Chi, & Liu, 2006; Holt & DeVore, 2005; Morris et al., 1998; Oetzel et al., 2001), especially in intense disputes and disputes with ingroup members and superiors (Brew & Cairns, 2004; Derlega, Cukur, Kuang, & Forsyth, 2002; Friedman et al., 2006; Pearson & Stephan, 1998).

Fewer studies have examined whether the basic assumptions underlying these taxonomies (e.g., the dual concern model, interest–rights–power theory) are applicable in other cultural contexts. Gabrielidis, Stephan, Ybarra, Pearson, and Villareal (1997), for example, showed that avoidance reflects a concern for others, rather than a lack thereof, as originally conceived in the dual concern model (see also Cai & Fink, 2002). Similarly, Brett and Gelfand (2005) argued that while silence and avoidance are strategies that are viewed negatively in Western cultures, they are viewed quite positively in Eastern cultures. As discussed in Tsjovold and Sun (2002), the motives and strategies for avoidance in East Asian cultures range from passive strategies to highly proactive strategies, which often involve working through third parties (Tinsley & Brett, 2001). Thus, research on avoidance needs to capture this complexity in order to capture cross-cultural variation in the construct. Additionally, while basic tenets of interest–rights–power framework are likely universal, the theory also likely needs to be expanded to capture conflict management strategies in other contexts. For example, power strategies might be more likely to include the interests and well-being of subordinates when used in high power distance and paternalistic cultures. In line with this, Tinsley (2004) argued that theory and research would benefit from examining not only individual but also collective rights, interests, and power as focal points of conflict strategies, to better capture conflict management strategies in East Asian cultures. In sum, although the typologies discussed previously are applicable to other cultures, they need to be expanded and/or refined to adequately reflect cross-cultural variation in conflict management.

Conclusions About Conflict Management at Different Levels of Analysis

Across levels of analysis, conflict management strategies can be meaningfully classified as unilateral actions (e.g., forcing, avoiding, yielding), as joint actions (e.g., negotiation, problem solving, mediation), or as third-party intervention (e.g., arbitration, going to court, fate). At the organization level, these tendencies to manage conflict are less fluid and subject to exogenous influences such as the fundamental sources of the conflict, and more ingrained in organizational structures, rules and regulations, and perhaps, organizational culture. Finally, national culture also plays
an important role in the preferences and functions of different conflict management styles.

NEGLECTED LEVELS AND CROSS-LEVEL INFLUENCES:
THE NEXT GENERATION OF CONFLICT RESEARCH

Collectively, the chapters in this volume highlight conflict antecedents, processes, and functions at the individual, group, organization, and cultural levels of analysis. We conclude this chapter with a discussion of important areas of future research on conflict in organizations from a levels of analysis perspective. We first focus on the importance of incorporating issues of time into research on conflict in organizations. We then discuss the importance of cross-level organizational research, including top-down and bottom-up processes on conflict in organizations.

Time: A Neglected Dimension of Conflict

Although thinking in terms of individual, group, and organization levels of analysis is increasingly common in the organizational sciences (e.g., Klein & Kozlowski, 2000), scholars sometimes overlook other levels of analysis that have to do with the fluidity of change over time. Conflict is clearly a dynamic phenomenon that unfolds over time (Pondy, 1967), and thus issues of time are by definition critical for the study of conflict. For example, research on time and conflict can illustrate when different types of conflict are particularly impactful for later performance. Jehn and Mannix (2001) showed that the time period in which conflict occurs and the patterns of conflict over time are critical for understanding group performance. Groups that had low to moderate levels of process conflict in early stages, moderately high levels of task conflict during middle and later stages, and low levels of relationship conflict across all stages were more successful than groups with other conflict profiles over time. Beersma and De Dreu (2005) found that groups with individualistically motivated negotiators achieved lower joint outcomes than groups with prosocially motivated negotiators, but subsequently performed better on tasks that required high levels of creative and innovative thinking.

Research on time and conflict can also call into question age-old assumptions about causal relationships of conflict and organizational outcomes. For example, Peterson and Behfar (2003) found that negative performance feedback increased task and relationship conflict in groups, and Janssen (2003) showed that organizational innovations caused (rather than predicted) relationship conflicts among team members. Both studies thus illustrate that the conflict-to-outcome linkage discussed previously can have a reverse causality. Although studies of time and conflict such as these are relatively rare, they clearly illustrate that time is of the essence in the study of conflict.
1. CONFLICT IN THE WORKPLACE

In highlighting frontiers of research on time and conflict, we turn to historians such as Braudel (1947) and propose that conflicts at all three levels are dynamic and embedded in different layers of time—structure, conjecture, and events—as they each have different implications for conflict in organizations. Figure 1.2 provides a summary of our discussion below.

Structure refers to those aspects of the context that are fixed and hardly change. Workplace conflicts are embedded in geographical contexts within which organizations are located and this context influences conflict dynamics in organizations (Brief et al., 2005; Dietz, Robinson, Folger, Baron, & Schultz, 2003). For example, levels of community violence are significant predictors of workplace aggression, above and beyond organizational norms for fairness (Dietz et al., 2003). Interethnic conflict in communities also affects the dynamics of conflict within organizations (Brief et al., 2005). Other factors in the immediate geographical context that influence conflict include thermodynamic features, including ambient temperature. Van de Vliert, Huang, and Parker (2004) have shown that temperature has notable and quite stable influences on the emergence and management of conflicts. As we have noted throughout this chapter, the national cultural context within which organizations operate influences the emergence, outcomes, and management of workplace conflicts. A third and final example is the historical context, which provides a relatively stable

FIGURE 1.2. Conflict in and around organizations across different layers of time.
background—worker relations between U.S. citizens and Japanese managers, or between Dutch managers and German employees, are likely to be influenced by and interpreted in light of World War II, and although the impact of such historical events weakens over time, it does so at an exceedingly slow pace.

As can be seen in Fig. 1.2, thermodynamics, national culture, and history constitute the structural layer of time, within which conjunctures emerge. Conjuncture refers to those aspects of the situation that do change, but at a relatively slow pace. One may think about organizational culture, or about the fads and fashions that infatuate organizational life and dominate practices for relatively long stretches of time before fading out and being replaced by other, seemingly superior fads and fashions (Pfeffer, 1997; see also Jaffee, chapter 2, this volume). An example of conjuncture is the system installed by organizations to manage conflict and to assist third-party dispute resolution (see Goldman et al., chapter 10, this volume; Olson-Buchanan & Boswell, chapter 11, this volume).

Finally, another level of time that is relevant is Events, which refer to those aspects of the situation that change rapidly. Examples include the hefty debate within a cross-functional team that emerges and dissolves within a month’s time, the fight between a supervisor and her employee about a particular task assignment, or the two-week strike called by unions to pressure management into an agreement. Within this level of analysis, scholars are interested in analyzing the temporal unfolding of discrete acts, and the situational and personal factors that affect bilateral conflict escalation and de-escalation (see Pruitt, chapter 8, this volume; Raver & Barling, chapter 7, this volume).

It is important to note that the four levels of analysis identified earlier—(a) individual, (b) group, (c) organization, and (d) national culture—are theoretically independent of the three layers of time. Across all levels, we can identify structures, conjunctures, and events. For example, at the individual level, employee behavior is a complex function of genetic make up (structure); life cycles, including career phases and family situation (conjunctures); and specific situational demands and opportunities that present themselves (events). Although organizations tend to be more stable than groups and individuals, dramatic and catastrophic “events” can occur at the organizational level as well. Even the climatic aspects of the national environment are subject to disruptive events such as volcanic eruptions, hurricanes, wars (see also the following discussion of how organizational events trigger conflict).

Figure 1.2 shows that distinguishing between various layers of time, each with a different pace, allows one to view relatively fluent and rapidly changing conflict events that emerge between individuals or between members of opposing groups and take place within a context characterized by particular conflict-management and dispute-resolution tools installed by the overarching organization. These systems and perspectives do not change overnight, and they provide
an important background against which more fluid and emerging workplace conflicts take place. Finally, grievance-filing and dispute-resolution systems are embedded in, and legitimized by, nationwide judicial arrangements, longstanding traditions in labor–management exchanges, and perhaps national or regional culture. Again, while these may change, they do so at a slower pace than organization-specific, dispute-resolution systems.

Future research needs to explicitly incorporate these three layers of time into theories and research on conflict management. This will ultimately require the development of cross-level theories, which link more distal and relatively fixed aspects of the context (e.g., national culture, history) with organizational practices, cultures, and systems (conjunctions), with more dynamic and fluid interactions (events) at the micro-level of analysis. In the following, we highlight illustrative examples of the type of cross-level research that draws upon the previously made temporal distinctions.

**Cross-Level Influences of Conflict in Organizations**

In this chapter, we discussed antecedents and consequences of conflict at multiple levels, yet the frontiers of research on conflict will inevitably involve examining how factors at higher levels of analysis have cross-level influences on conflict at lower levels of analysis (top-down processes) and how factors at lower levels influence conflict at higher levels of analysis (bottom-up processes). We discuss each in turn.

**Top-Down Processes and Conflict in Organizations.** From a levels perspective, conflicts always occur in an organizational context, features of which can influence the nature and outcomes of conflict that occurs at lower levels. We note two distinct “roads” for this frontier: (a) top-down antecedents to different types of conflict at lower levels, and (b) top-down moderators of the conflict-to-outcome relationship.

First, future research would benefit from examining how factors at higher levels affect the emergence of different types of conflict among individuals and groups. Keeping in mind the previously made temporal distinctions, we can theorize that higher-level factors that are largely structural or conjunctural (e.g., national and organizational culture) affect the nature of conflict at lower levels, but also higher-level dynamic events (e.g., downsizing, restructuring, changes in leadership) can serve as facilitators of conflict at lower levels. For example, higher-level factors might facilitate or inhibit the extent to which there are conflicts at lower levels in organizations. Value and resource conflicts might be activated more in organizations where there are competitive organizational cultures with clear factions versus those that have cooperative organization cultures and superordinate organizational identities. Future research should also
examine how community demographic composition and fault-lines filter down to affect the types of conflicts that occur in organizations (Brief et al., 2005). As another example, higher-level factors are also likely to affect the co-occurrence of different types of conflict at lower levels. For example, in organizational contexts where there is a lack of trust, task and relationship conflict are more highly related than in contexts where there is trust among employees (Simons & Peterson, 2000).

While the previous discussion focused on how factors at higher levels that are relatively stable (e.g., structure and conjuncture) affect conflict and lower levels, top-down effects on conflict types at lower levels may also occur due to highly dynamic events that occur at higher levels of analysis. For example, events such as organizational downsizing and restructuring, organizational changes in leadership, and/or changes in composition of workgroup can also affect conflict at lower levels of analysis. Terry and Amiot (chapter 13, this volume), for example, discuss how organizational merger and acquisitions can affect social identity conflicts at lower levels in organizations. Organizational changes, such as new leadership, might also facilitate resource-based conflicts in organizations because they result in increased ambiguity regarding resource allocations and increased competition. More generally, research needs to examine how both stable structures and dynamic events at higher organizational levels affect the incidence and type of conflict that occurs at lower levels of analysis.

Previously, we discussed how phenomena at higher levels of analysis can trigger and shape conflict at lower levels. Another important area for cross-level research on conflict is the examination of how factors at higher levels moderate the effects that different types of conflict have on outcomes. De Dreu and Weingart’s (2003b) contingency approach to task conflict and outcomes suggested the need to examine moderators of the conflict-outcome relationship. Likewise, in their conflict-outcome moderated model (COM), Jehn and Bendersky (2003) similarly suggested that features of the group context (e.g., task interdependence, routine-ness of the task, group diversity, openness norms) as well as features of the organizational context (e.g., use of rights-versus interest-based third parties and dispute systems) can moderate the impact of task, relationship, and process-related conflict on outcomes. Chapters in this volume also attest to the importance of context as a moderator of the conflict-to-outcome relationship. For example, Jehn and colleagues (chapter 6) discuss the importance of context as a moderator of diversity effects on conflict in organizations.

Emergent, Bottom-Up Cross-Level Influences. Previously, we discussed top-down processes related to conflict in organizations, yet from a level of analysis perspective, it is equally important to examine bottom-up influences of conflict at lower levels on higher levels of analysis. Several chapters in this volume point to the importance of
bottom-up processes. For example, drawing upon Schneider’s (1987) attraction–selection–attrition model, we would argue that people with certain personalities (e.g., competitive, aggressive) self-select into organizations and create teams and organizations that have more resource based conflicts and competitive norms for managing conflict. In a related way, Jehn and colleagues (chapter 6, this volume) demonstrate how individual characteristics compile into group diversity structures that may have qualitatively different effects on the types of conflicts that emerge and the ways these conflicts are managed. Olekalns et al. (chapter 3, this volume) highlight how individual utterances and statements feed into distinct patterns of exchange that relate to meaningful outcomes at the group level.

An area not covered extensively in this volume that provides a good example of bottom-up, emergent cross-level influences is work on motivation and information processing in interpersonal and group negotiation. Building on behavioral decision theory (Neale & Bazerman, 1991) and dual concern theory (Rubin et al., 1994; see also Olekalns et al., chapter 3, this volume), De Dreu and colleagues (De Dreu, 2004, 2005; De Dreu & Carnevale, 2003; De Dreu et al., 2006; De Dreu, Weingart, & Kwon, 2000) proposed a motivated information-processing model of strategic choice in conflict and negotiation. Focusing primarily on negotiation in resource conflicts, they argued that interpersonal and group agreement is the result of a complex interplay between individual parties’ cognitions and motivations—to reach high joint outcomes, negotiators need a deep understanding of the task, which requires them to exchange information and to systematically process new information. All this depends on their prosocial versus proself motivation, their high versus low motivation to engage in systematic information processing (so-called epistemic motivation), and the interaction between these social and epistemic motives.

Conclusions About Neglected Levels and Cross-Level Influences in Workplace Conflict

Conflict is a dynamic phenomenon and occurs within a multilevel organizational system. Cross-level and temporal theorizing on conflict in organizations is in its infancy, and we noted several exciting frontiers of future research. We discussed the importance of modeling how structural and conjectural factors affect conflict events and, thereafter, discussed how phenomena at macro levels of analysis affect conflict dynamics at lower levels, or how microlevel factors might affect conflict at higher levels of analysis. Fortunately, the advancement of complex statistical tools, such as hierarchical linear modeling and latent growth modeling, is uniquely situated to help develop this tradition in conflict research. For example, the former discussion of top-down influences on conflict types at lower levels can be seen within an “intercepts-as-outcomes model” (Hof-
De Dreu and Gelfand (2000), wherein higher-level factors are predictors of the amount and nature of conflict at lower levels. By contrast, the discussion of top-down moderators of the conflict-to-outcome relationship is consistent with a “slopes-as-outcomes” model, wherein higher-level factors moderate the impact of conflict on outcomes (Hofmann et al., 2000).

CONCLUSION

Multilevel theory and techniques are relatively new to organizational behavior and industrial and organizational psychology (Klein & Kozlowski, 2000). Conflict research and theory has a strong tradition in multilevel thinking, but this has remained implicit. Throughout this chapter, we have highlighted the (quasi)isomorphism of conflict at the individual, group, and organization levels of analysis, showing that at each of these levels, conflict can be traced back to similar sources—resources, identity formation and maintenance, reality checking—and many functions of conflict can be found at each of these three levels. We also provided examples of work on bottom-up and top-down influences that cross levels of analysis, where conflicts at one level may have consequences for performance, innovation, or health and well-being at higher or lower levels.

Whereas the multilevel revolution is taking place in other areas in the field, conflict scholars and researchers seem to continue to work multilevel implicitly. In this chapter, we made this multilevel perspective explicit to provide a basis for further understanding, integration, and new research into cross-level influences in workplace conflicts.
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This chapter provides a metatheoretical analysis of the sources of conflict in organizations, and the role of conflict in organization theory, throughout the past century and a half. The history of organizational conflict will be conceptualized as a history of tension and change in both organizations and the theoretical literature. Tension is created by the human capacity to resist structural constraints and to strive for a more congenial organizational environment. Change is generated by the dialectical interplay between these organizational structures and human reactions. This interchange has produced continuous changes within organizations and has driven the evolution of organizational theories and managerial strategies. There is no final resolution to the organizational tensions and conflicts. They are permanent features of all organizational systems populated by the human factor. The evolution of management strategy and organization theory can be chronicled as a history of trial and error in developing methods and techniques for managing and conceptualizing these tensions.

The first section of this chapter develops the outlines of a theoretical approach explaining organizational conflict and a metatheoretical framework for understanding the evolution of organization and management theory. This sets the stage for the subsequent sections of the chapter that apply the framework to the historical sweep of theoretical developments in the study of organizations. The starting point for this analysis of organizational conflict is the rise of the factory system and the early effort of industrial owners to recruit, control, and extract human labor power. The second critical phase involves the development of scientific management as a formal systematic method for managing organizational conflict and controlling factory
workers. This is followed by the shift toward a more humanistic approach to human conflict management in organizations in the form of human relations theory and practice. Rational bureaucracy represents the fourth theoretical approach and organizational strategy for ensuring predictable control of the human factor. This has prompted a fifth phase of organizational theorizing described as “postbureaucratic.” All of these approaches to organizational study are designed to understand and manage the human resource. The final section of the chapter considers the most recent literature aimed at further conceptualizing various modes of organizational conflict.

THE FUNDAMENTAL TENSIONS GENERATING ORGANIZATIONAL CONFLICT

All organizations embody two interrelated conflict-generating tensions with which almost every organization theory has had to grapple. The first—originating at the individual level—is based on the unique capacities of humans, as opposed to other organizational inputs or factors of production, to assess, subjectively evaluate, and act to change or resist their environments. The second—operating at the organizational level—is the structural differentiation of tasks, both vertically and horizontally, that produces identification and loyalty to parts rather than the whole. These two fundamental organizational tensions, often working in tandem, are not only responsible for the historical legacy of organizational conflict, but have also stimulated organizational theorizing and managerial strategizing.

Individual-Level Tension

At the most fundamental and general level, organizational conflict stems from the unique capacities of humans. Humans, unlike other “factors of production” or organizational inputs, have the capacity to assess subjectively their environments and act to resist, alter, or counter perceived constraints. When humans are embedded in organizational structures, there is an inherent tension between the goals and objectives of organizational owners and the valued discretion and autonomy of human agents. This human factor tension has manifested itself in forms of conflict that have shaped the history and evolution of organization theories and management practices. Put another way, this tension both produces and is the product of the structures and processes that we call “organization” or “administration.”

Two further examples of the human factor tension are worth noting. First, Pondy’s (1967) widely applied stage model of organizational conflict included the notion of “latent conflict,” defined as the “drive for autonomy.” He further explained, “Autonomy needs form the basis of a conflict when one party either seeks to exercise control over some activity that another party regards as his own province or seeks to insulate itself from such control” (p. 297). This is regarded here as an ever-present condition in all organizations; that is, there is always a potential for resistance,
noncompliance, and recalcitrance, given the inherent controlling nature of organizational life. This creates a constant state of uncertainty that precludes predictable control, thus requiring theories and practices aimed at conceptualizing and managing the human factor of production.

A second approach to “latent conflict” was identified by S. S. Brehm and J. W. Brehm (1981) in their theory of “psychological reactance.” The theory argued that a “threat to or loss of freedom motivates the individual to restore that freedom . . . individuals will sometimes be motivated to resist or act counter to attempted social influence” (p. 4). Organizations are constraining structures that threaten and compromise human freedom, and as such, they generate reactance and resistance.

**Organizational Level Tension**

A second inherent tension in all organizations is based on the division of work and authority. Differentiation, divisions of labor, hierarchy, and specialization are fundamental organizational principles. In almost all organizations, workers are assigned to particular jobs, departments, levels, and units. Such a differentiated and specialized division of labor can undermine organizational unity and stimulate organizational conflict.

There are two obvious and common divisions of labor within organizations. First, there is the horizontal division of labor, where humans carry out different kinds of tasks at the same level of the organization. Second is the vertical division of labor, involving differences in power, authority, rewards, and decision making. Differentiation on both dimensions can produce organizational conflict.

Together, these individual and organizational level tensions have contributed to the history of organizational conflict and, in turn, the evolution of organizational and management theories (see Jaffee, 2001). In this context, organizational conflict is viewed as a progressive force that draws attention to organizational problems, encourages critical reflection about the theoretical assumptions informing organizational systems, and drives changes in management practice.

**ORGANIZATIONAL CONFLICT AND THE RISE OF THE FACTORY SYSTEM**

The emergence of a factory system of production during the early stages of industrial capitalist development in Europe and the United States presaged the beginning of organizational conflict. The perpetual challenge posed by the human factor of production revealed itself even before workers had entered the factory. Capitalist production required that human labor be concentrated under one roof for the purpose of economic activity. However, the would-be workers, anticipating a loss of freedom and autonomy entailed in a subordinate wage–labor relationship with factory owners, engaged in resistance and rebellion. This new relationship posed
a threat to roles and identities. A traditional way of life and labor was disrupted. This provoked intense resistance, opposition, and conflict over the emerging organization of factory production (see Bendix, 1956; Gutman, 1975; Montgomery, 1979; Pollard, 1965; Thompson, 1963).

One necessary condition for instituting a factory system of production is the “formal subordination of labor” (Harvey, 1982). In this process, those who might have owned or had access to productive property, providing an independent means of subsistence—such as peasants, small producers, farmers, craftsmen, and artisans—gradually lose control or access to their property. As increasingly larger portions of the population are forced into the labor market, where they must sell their labor power for a wage, the proletariat or working class is created. A large mass of workers is now organizationally constrained within a hierarchical factory system.

However, the establishment of the factory and wage labor system did not signal the end of the battle with labor—only a shift in terrain. The struggle over the formal subordination of labor eventually subsided and was replaced by conflicts between workers and owners over the “real subordination of labor” (Harvey, 1982), entailing various managerial strategies designed to control labor and extract work effort. Since there is no final solution, or one best way, to achieve this objective, it is an ongoing struggle and process in all organizations. A large part of the evolution of organization theory and management strategy can be chronicled as a history of trial and error in developing methods and techniques for this control and extraction.

At the time, however, the monumental challenge of coordinating and controlling large numbers of workers within a single factory had never been confronted on such a scale. During this period, one of the most significant sources of conflict, according to Reinhard Bendix (1956), was “traditionalism”—the ideological way of life among labor-prescribing precapitalist customs, norms, routines and work habits. This stood as the major obstacle to the enforcement of the “new discipline” within the factory. In the United States, the heterogeneity of the labor factor, fueled by the constant flow of immigrants, resulted in a variety of cultural habits that did not fit smoothly into the emerging industrial machine (Gutman, 1975; Montgomery, 1979).

Thus, the factory organization was characterized by an array of competing forces—traditional work habits, an emerging production system, managerial strategies to break traditions and impose discipline, and the reaction and resistance of labor. This produced an equally wide range of strategies to manage and contain the inevitable organizational conflicts. In the early stages, the primary strategy was to develop techniques that could accommodate the traditional culture carried into the factory. The system of “corporate welfare” (Montgomery, 1979), for example, involved a personalized system of labor employment, recruitment, and control within a familial-like environment. Over time, the system of paternalism gave way to a “subcontracting system” (see Clawson, 1980; Littler, 1982). This
strategy was utilized not only because it retained the familial relationships between workers and, in this case, the subcontractor or middleman (Bendix, 1956), but also because owners continued to lack sufficient knowledge about production techniques and the labor process (Clawson, 1980). Thus, the subcontractor, who often hired friends and relatives, assumed the managerial tasks of organization and motivation. Among the other, less paternalistic methods designed to overcome problems of factory discipline were physical beating of children, the firing of workers or the threat of dismissal, and monetary fines for lateness, absenteeism, and insubordination (Pollard, 1965). Payment by results and piecework was also used as a means to entice labor to maximize work effort.

Conflict stemmed not just from the reorganization of work life, and the human reaction to it, but the hierarchical managerial command structure inherent in most organizational forms. This new system—in which some command and others obey—had to be bolstered with a legitimizing rationale. Here we find the initial development of “managerial ideology” (Bendix, 1956), which remains a powerful analytic tool for conceptualizing managerial efforts to the present day. As defined by Bendix, managerial ideologies

interpret the facts of authority and obedience so as to neutralize or eliminate the conflict between the few and many in the interest of a more effective exercise of authority. To do this, the exercise of authority is either denied altogether on the grounds that the few merely order what the many want; or it is justified with the assertion that the few have qualities of excellence which enable them to realize the interests of the many. (p. 13)

The increasingly important ideological strategy of control was a recognition that compliance could not be assured by either the wage labor relationship or the formal authority system, exclusively. There remained the human capacity for subjective and behavioral resistance. As Bendix (1956) put it, “Beyond what commands can effect and supervision control, beyond what incentives can induce and penalties prevent, there exists an exercise of discretion important even in relatively menial jobs, which managers of economic enterprises seek to enlist for the achievement of managerial ends” (p. 251). This residual discretion always allows workers to retain some control over the exertion of mental and physical energy.

In these early stages of developing a factory system of production, we discover the historical legacy of the dialectical interplay involving efforts at organizational control, reactions of human resistance, and modified systems of organizational control to accommodate and contain the resistance (Braverman, 1972; Clawson, 1980; Edwards, 1979; Marglin, 1974). No single method or strategy ensures perpetual organizational harmony. This is clearly illustrated by Edwards’ identification of organizations as “contested terrain” yielding a proliferation of managerial control strategies. He analyzed three major forms of control: direct, technical, and bureaucratic.
Direct control involves the personal exercise of authority by bosses over their workers. Technical control involves the application of technologies, such as the assembly line, that control and monitor the pace of the labor process. Bureaucratic control ties the control of workers to the formal structure and social relations of the bureaucratic organization. Each new form of control is developed and implemented in response to the resistance against, and failure of, its predecessor. Though ultimate and effective control may be an impossible task given the unique capacities of the human labor input, it did not prevent generations of managers, and their consultants, from striving to develop such a system. Nowhere has the law of unintended and unanticipated consequences (Merton, 1957; Portes, 2000) operated with such predictable regularity. A classic example lies with the development of scientific management.

ORGANIZATIONAL CONFLICT AND SCIENTIFIC MANAGEMENT

Scientific management can be viewed as one of the first and best-known attempts to deal systematically with the problem of labor control and recalcitrance. Much of the conflict and tension at the beginning of the twentieth century can be linked to the perception by owners that the considerable residual discretion afforded the factory workers produced inefficiency and relatively low rates of productivity. The system of scientific management, under the direction of Frederick Winslow Taylor (1911), was explicitly designed to address this “labor problem” in a comprehensive fashion. For Taylor, the key to establishing an efficient and productive workplace required the possession and control of knowledge about the methods of production. He was also interested in addressing what he described as “soldiering”—the individual and collective withholding of maximum work effort.

Worker control over production knowledge and know-how placed owners at a serious disadvantage. Skilled workers and foremen, rather than the owners, determined the organization and pace of production. The owners had to depend on these employees to organize production in what was hoped to be the most efficient manner. However, there were no independent and reliable means for determining whether, in fact, output was reaching an optimal level. In this context, as others have noted (see Goldman & Van Houten, 1988), the knowledge of workers was a potent source of power. Though workers depended upon owners for employment, owners depended on the craft knowledge of workers for production to proceed. Shifting the balance of power decisively in favor of owners required eliminating this residual dependence on worker knowledge. Taylor (1911) viewed this as one of the fundamental objectives of scientific management.

Taylor (1911) believed that the application of scientific principles would allow the discovery of the “one best way” to complete any given
task. The “one best way” meant that every production process could be reduced to tasks involving basic physical motions and requirements and that human labor could be assigned these narrowly defined tasks as parts are fitted into a machine. Labor would then conform to the existing scientifically determined tasks already in place, rather than determining its structure. In this way, the organization would operate as a harmonious, well-oiled machine.

Scientific management represented an engineering solution to a human problem. If human organizations of production could be conceptualized as machines, then machine design principles could be applied to organizing the division of labor. The primary challenge was the humans who populate the machine, possessing properties that engineers find least attractive—temperament, resistance, friction, and nonuniformity. Taylor’s (1911) science of management was aimed at minimizing the conflict and tension generated by this variable and unpredictable factor of production.

The horizontal differentiation of tasks built into the labor as machine parts paradigm also entailed a vertical dimension. Taylor (1911) noted that, in contrast to earlier systems of management where “practically the whole problem is up to the workman,” under scientific management “fully one-half of the problem is up to the management” (p. 38). While the 50–50 split can be viewed as an “equal division” quantitatively, there is a clear qualitative division. Vertically, there are the mental labor exercised by management and the manual labor exercised by workers. The managers conceive. The workers execute. Of course, this perpetual organizational principle of hierarchy would generate further conflict.

The application and implementation of scientific management principles produced a predictable response from human labor. Much of this is documented in a remarkable study of scientific management that was published in 1915 by Robert Hoxie (1966), who was appointed special investigator for the United States Commission on Industrial Relations. He included in his study the official “trade union” position and its specific objections to scientific management. On the question of the meaning of scientific management, labor argued,

“Scientific management” thus defined is a device employed for the purpose of increasing production and profits; and tends to eliminate consideration for the character, rights and welfare of employees. It looks upon the worker as a mere instrument of production and reduces him to a semiautomatic attachment to the machine or tool. It does not take all the elements into consideration but deals with human beings as it does with inanimate machines. . . . “Scientific management” is undemocratic, it is a reversion to industrial autonomy which forces the workers to depend upon the employers’ conception of fairness and limits the democratic safeguards of the workers . . . It allows the worker ordinarily no voice in hiring or discharge, the setting of the task, the determination of the wage rate or the general conditions of employment. (pp. 15, 18)
The reaction of labor to the system of scientific management—manifested in turnover, absenteeism, sabotage, low levels of commitment, and collective resistance—prompted revisions in managerial strategies of control. These revisions required a different conceptualization and set of assumptions about the human factor. However, the dynamic tension between human capacities and organizational systems of control, apparent from the earliest attempts to establish the factory system, is a constant force at every historical turn. In his study of the origins of modern management, Pollard (1965) concluded, “it is doubtful whether, within the context of the present structure of society and industry, the dilemmas of its beginnings have been resolved even today” (p. 208).

THE HAWTHORNE EXPERIMENTS AND HUMAN RELATIONS

The Hawthorne experiments represent one of the most influential pieces of research in the history of social science—with wide-ranging implications for organizational human relations (see Mayo 1933, 1945). This was a period of considerable interest in developing more harmonious industrial relations between labor and management and in enhancing productivity levels. The Hawthorne researchers were originally interested in gauging the impact of physical conditions—such as lighting, work layout, work pace—on output and productivity among various work teams. However, the reported paradoxical results of the research—with productivity and output rising regardless the physical conditions, suggested the social dynamics that we now associate with the “Hawthorne effect.” (The Hawthorne results have been subjected to considerable critique and revision directed at the unreliability of the data as well as the conclusions reached. For example, see Jones 1992.)

The findings reported from the Hawthorne studies confirmed the existing sociological work on primary groups most closely associated with Charles Cooley (1962). Cooley wrote, “They are primary in several senses but chiefly in that they are fundamental in forming the social nature and ideals of individuals . . . . The individual will be ambitious but the chief object of his ambition will be some desired place in the thought of others” (pp. 23–24). Individuals in primary work groups are able to interact, communicate, discursively establish norms, and coordinate behavior informally. These bonds of solidarity can combine to generate a kind of “synergy” promoting higher than expected levels of human effort. In other cases, as several of the less publicized experiments have indicated, these informal bonds can also galvanize opposition to the interests of management (Katz & Kahn, 1978). The role of informal work groups in all organizations and their abilities to influence behavior and shape organizational performance have produced a vast literature on the use of informal groups to reduce organizational conflict and enhance productivity (Bacharach & Lawler, 1980; Cohen & Bailey, 1997; Guzzo & Dickson, 1996; Roethlisberger & Dickson, 1939).
Armed with the research results from Hawthorne, human relations theory became a core organizational theoretical perspective and managerial strategy acknowledging the inherent complexities of human organization and suggesting methods to minimize potential resistance and conflict. Much greater attention was given to the presumably inherent human needs for social interaction and communication. Management texts place a heavy emphasis on the practical application of human relations assumptions. Understanding needs and promoting communication can reduce conflict and foster compliance, as expressed, for example, in a typical textbook chapter titled “Satisfying Human Needs” (Chung & Megginson, 1981): “Studying human needs is important for understanding organizational behavior, because it explains the internal causes of behavior . . . to manage, direct, and coordinate human behavior in organizations, we need to predict it.” Other texts focus on the “communication problem” (Scanlan & Keys, 1979):

When communications are neglected or overlooked, the organization is depriving itself of some very important benefits . . . Failure to communicate this information may result in damaging and lowering of morale, not only of a few individuals, but also of the entire organization . . . if properly communicated, enables the employees to feel that they are integral parts of the organization; that is, that they are working with it, not just for it. (p. 252)

The relationship between human needs and management strategy was further developed with the application of Abraham Maslow’s (1943) work on the human needs hierarchy. If the Hawthorne experiments can be viewed as the single most influential workplace study, Maslow’s need hierarchy represented the single most influential personality theory. Combining a theory of motivation with a model of human development, Maslow argued that human behavior, over the life span, was directed first toward the satisfaction of simple, or lower-order, needs (e.g., physiological and safety needs) and then, later, the more complex or higher-order needs (e.g., social, ego, and self-actualization needs). Self-actualization, which played a particularly important role in organization and management theory, involved the need to realize one’s full potential and capacity as a human being. Presumably, this need could not be realized under standard conditions prevailing in most organizations. Potential sources of conflict—worker alienation and job dissatisfaction—resulting from inadequate organizational structures, work tasks, and managerial authority deprived workers of the opportunity to fulfill this highest order need. The full organizational implications of Maslow’s model, and the structural sources of need fulfillment, were perhaps best exemplified in the work of Douglas McGregor (beginning with his 1966 article “The Human Side of Enterprise”) and the juxtaposition of “Theory X” and “Theory Y” managerial approaches.
The managerial application of Maslow’s (1943) theoretical ideas involved the restructuring and redesign of job tasks and authority structures to enhance levels of variety, autonomy, and participation. McGregor (1966), for example, suggested greater decentralization and delegation, job enlargement, consultative management, and employee-determined performance targets. It is important to emphasize that these workplace reforms would not have been considered were it not for organizational tensions and conflicts prompting reflection and revisions in organization theory and management practice.

A distinction has been made between human relations theory, which did not necessarily call into question the scientific management–based organization of production and tasks, and human resources theory, which advocated structural reforms to meet ego and self-actualization needs (Tausky, 1970). However, both perspectives offer practical suggestions for reducing tension, conflict, and recalcitrance stemming from the coordination of the human factor. Both assume that managerial strategies can simultaneously satisfy the various needs of workers and advance administrative objectives for efficiency. Human relations theory assumes a human desire for association, while human resource theory assumes a drive for self-actualization (Argyris, 1964; Likert, 1961; McGregor, 1966). Each of these managerial approaches continues to have a significant impact on the structure and processes in most organizations (Pfeffer, 1994). Both were also incorporated into the Japanese-style management reforms (e.g., Toyotaism) popular in the 1980s as a means to gain the consent of workers and address productivity problems (Boswell, 1987; Dohse, Jurgens, & Malsch, 1985; Lincoln & Kalleberg, 1985).

An important qualifier must be added to any discussion of internally initiated organizational restructuring designed to satisfy human needs and elicit consent. That is, managerial discretion over organizational structures and processes is significantly constrained by external or environmental pressures that lie outside the immediate control of management. What has now come to be known as the “open-systems,” “environmental,” or “resource dependence” model of organizations (Aldrich, 1979; Burns & Stalker, 1961; Lawrence & Lorsch, 1967; Mintz & Schwartz, 1985; Pfeffer & Salancik, 1978; Useem, 1996) posits pressures deriving from market competition, external constituents, buyers, sellers and suppliers, and regulatory agencies. The interorganizational network in which most organizations conduct their businesses dictates the implementation of particular personnel, managerial, and technological strategies that contribute to organizational conflict and tension. These pose a particular challenge for negotiation, resolution, and compromise given that the parties that must be satisfied are “external” and reside outside the formal management and administrative structure of the organization.

In the midst of the humanistic approaches to organizations, and the recognition of environmental constraints, organization theory and practice
remained seduced by the compelling attraction of formal structure and instrumental rationality. Thus, the bureaucratic model coexisted, albeit in stressful fashion, alongside new managerial and organizational developments. We can now consider more closely the relationship between bureaucratic organization and conflict and change.

BUREAUCRATIC THEORY AND SOURCES OF CONFLICT

One way to address organizational conflict is to create formal procedures that can guide and facilitate organizational behavior and interactions. This can reduce confusion about role expectations, clarify chains of command, and prescribe appropriate methods for completing tasks and advancing organizational goals. The rational bureaucratic approach to organizations is incorporated conceptually and practically in almost every organization. It is designed to bring rationality and predictability to a human endeavor that routinely defies both.

Embedded in the theory of rational bureaucracy, most closely associated with the work of Max Weber (1947), are three central principles: formalization, instrumentalism, and rational legal authority. Formalization is the centerpiece of bureaucracy. It refers to the degree to which rules, procedures, regulations, and task assignments exist in written form. Written documentation indicating the procedures for acting, deciding, and communicating represent the formalization of organizational activity. These written directives exist prior to the entry of people into positions within the organization. They are designed to direct and regulate organizational behavior after one has been slotted into a formal position.

The concept of instrumentalism conveys the notion that the organization is like a tool or machine designed to achieve a particular purpose. The formal internal structure—positions, procedures, rules, interaction patterns—is regarded as the instrument that directs and ensures the realization of the larger organizational mission. The explicit formal relationship between the structures and tasks, and goals or objectives, makes bureaucracy a rational organizational instrument.

Weber (1947) emphasized the third central principle, rational legal authority, as the most efficient means to gain the compliance of human members. This was contrasted with commanding authority on the basis of tradition (e.g., authority residing in a family name) or charisma (e.g., authority stemming from extraordinary personality or leadership traits). “Legitimate authority” rests on the formal position of the authority figure (therefore legal) in the organizational hierarchy coupled with the belief that these authority relations represent the best means to achieve organizational ends (therefore rational).

It is generally acknowledged that these aspects of bureaucracy are designed to implement a regiment of predictable control and potentially reduce the level of organizational contention. However, bureaucratic struc-
tures, characterized as they are by hierarchy and formal constraints, will themselves inevitably produce “latent conflict” (Pondy, 1967) and unintended consequences (Blau, 1955; Gouldner, 1954; Merton, 1957; Selznick, 1957). We shall consider several more specific bureaucratic sources of conflict that have been widely observed and analyzed in organizations.

The first was originally posed as a theoretical problem (Gouldner, 1954; Parsons, 1947), but it has practical implications for organizational harmony. It pertains directly to Weber’s (1947) argument about rational legal authority. In Weber’s model, the exercise of authority (by those who command) in bureaucratic organizations was legitimate (accepted by those who obey) because it is derived from a formal position (e.g., manager, supervisor) filled on the basis of technical competence (e.g., credentials, knowledge, demonstrated skill, experience). An obvious and real source of conflict in any organization can be found where subordinates do not regard the exercise of authority as legitimate due to the demonstrated absence of technical competence by those in formal positions of authority. Organizational members are then faced with the dilemma of whether they should comply with the directives from a superior purely because the person occupies a formal position of authority, or must that person also demonstrate superior knowledge? If the two characteristics are not joined and those in authoritative positions demonstrate less technical competence than their subordinates, each group has a legitimate claim to exercise authority over the other. This can generate instability and conflict. Gaining the willing compliance of workers may also be problematic because a normative foundation for the exercise of authority—superior knowledge—is being violated.

The notion of “legitimate authority” acknowledges that humans are not bureaucratically programmed automatons but that they have the capacity to subjectively evaluate the authority structure and engage in opposition and resistance. For example, workers can decide that their bosses are not technically competent, that particular methods are not the best way to achieve some goal, or that the goals of the organization conflict with their goals. In all of these cases, the mechanistic bureaucratic model breaks down and other arrangements are required to gain cooperation and compliance.

A second source of bureaucratic conflict, most lucidly identified in the work of Alvin Gouldner (1954, 1955), was discovered during his extensive fieldwork in an industrial mining and manufacturing enterprise. Gouldner was interested in the relationship between the constituency responsible for proposing an organization’s bureaucratic rules and the extent to which members comply with the rules. His analysis assumed organizational members do not have the same political and economic interests or goals. More specifically, workers were likely to have different interests than management on most work-related issues. Therefore, bureaucratic rules and regulations should be examined to see whether they represent, or conflict with, the interests of the different parties in
2. CONFLICT AT WORK THROUGHOUT THE HISTORY OF ORGANIZATIONS

This analytical framework yielded Gouldner’s well-known “patterns of industrial bureaucracy”—mock bureaucracy, representative bureaucracy, and punishment-centered bureaucracy—that remain widely applicable.

Mock bureaucracy referred to rules that no party in the organization had a direct interest in and which were, therefore, rarely enforced and routinely violated. Gouldner (1954, 1955) reported on the “no-smoking” rule as one example of mock bureaucracy. Neither managers nor workers had an interest in the prohibition against smoking. The rule was implemented to satisfy the requirements of an external third party—the company insuring the factory against fire damage.

Representative bureaucracy referred to rules that all parties had an interest in and, consequently, were followed closely and were strongly enforced. In the mining facilities, rules and regulations pertaining to safety practices inside the mines were followed to the letter. Both workers and managers had an interest in minimizing workplace injuries and accidents.

Punishment-centered bureaucracy denoted the rules that one group imposes on another. Gouldner (1954, 1955) cited rules that penalize workers for absenteeism and tardiness. Management imposed these rules on the workers. Workers did not share a concern with these matters and believed they had the right to occasionally miss a day of work or arrive late for personal reasons. As would be expected, this form of bureaucracy generated the greatest tension and conflict, and it was the most highly contested. We also most closely associate this form with the term bureaucracy. People in organizations who do not believe that those people on whom they depend will fulfill their role obligations create punishment-centered bureaucratic rules. Thus, a lack of trust generates these rules. Therefore, organizations plagued by conflicting interests and low levels of trust are likely to be the most bureaucratically punishment centered.

A third observation, also provided by Gouldner (1960), is worth noting; that is, organizational harmony is often the result of selective nonenforcement of bureaucratic rules. In the manufacturing facility, Gouldner observed what he called an “indulgence pattern” under which managers frequently allowed workers to bypass various rules and requirements. Workers would routinely arrive at work late, take coffee breaks, and socialize on the job in direct violation of written rules and procedures. Gouldner’s explanation for nonenforcement by management highlighted a critical factor facilitating organizational harmony—the ability of supervisors to anticipate the consequences of rigid rule enforcement. The strident exercise of supervisory authority would prompt worker resentment and create workplace tension. This would make it difficult to gain the cooperation of workers generally, and more specifically in assisting with tasks that might occasionally lie outside their immediate job responsibility. Therefore, supervisors settled on a posture of tolerance and indulgence. Supervisors had to exercise flexibility with workers if they were to expect flexibility from workers. This “norm of reciprocity” (Gouldner,
1960) is a critical ingredient in the analysis of organizational conflict and cooperation. The question is whether it can truly operate in a hierarchical organizational structure where one party possesses greater resources than the other.

A fourth major limitation on the applicability of rational bureaucratic principles lies at the center of a literature most closely associated with the works of Herbert Simon, James March, and Richard Cyert (Cyert & March, 1992; March & Simon, 1958; Simon, 1997). The work of Herbert Simon and his colleagues represented one of the most influential efforts to link the abstract principles of the rational model with concrete administrative decision making. Simon’s primary objection to rational bureaucratic theory related to the lack of sufficient attention to the human factor and, more specifically, the way humans go about making decisions in organizations.

Simon was best known for developing, with James March, the concept of “bounded rationality” (March & Simon, 1958). March and Simon argued that the humans could not really be expected to make rational optimal decisions given three significant limitations. That is, humans are limited in (a) the amount of information they can access and process, (b) the number of possible alternatives they are able to entertain, and (c) their abilities to predict the consequences of their actions. These constraints limit rational decision making. They also open the door to a wide range of competing courses of action based on the particular type of information one decides to collect, the alternatives various individuals and groups are willing to entertain given their organizational interests, and the abilities to anticipate or admit to negative unintended consequences of a policy proposal.

Gortner’s (1977) analysis of administrative decision making posed the problem:

One of the most important factors that must be considered when discovering the limitations of rationality in decision-making is that of the personal, or psychological, factors that influence the decision maker. . . . The most common types of psychological barriers can be grouped into five general categories: (1) the determination of thought by position in social space; (2) the projection of values and attitudes; (3) over-simplification; (4) cognitive nearsightedness; and (5) identification with outside groups. (pp. 115–116)

As the analysis of organizational decision making has evolved, there has been a growing acknowledgement that the human factor is subject to cognitive influences that preclude the rational calculation of a single optimal course of action (e.g., “projection of values and attitudes,” “oversimplification,” and “cognitive nearsightedness”) and that these are often closely correlated with one’s position in the structurally differentiated organization (e.g., “the determination of thought by position in social space” and
“identification with outside groups”). The net result is difference, debate, conflict, and competition among organizational members. This is clearly recognized in recent literature on organizational negotiation and conflict resolution (Bazerman & Neale, 1992; Neale & Bazerman, 1991). Subsequent theoretical work done by Simon (1997) and his associates, Cyert and March (1992), also attempted to deal with these challenges by introducing the notion of organizations as coalitions made up of individuals and parties with divergent interests and goals.

The human limitations on rational decision making coupled with the contested nature of top-down bureaucratic organizational decisions and policy—both stemming from the fundamental organizational tensions related to the human factor and the differentiation of tasks and interests—are among the factors stimulating the development of alternative organizational structures. This leads us to a consideration of less bureaucratically configured organizational systems.

THE POSTBUREAUCRATIC PARADIGM AND ORGANIZATIONAL HARMONY

Formal bureaucratic organizational models are increasingly viewed as antithetical to productive and efficient organizational process, the need for organizations to be more flexible and adaptive in relation to their environment, and the increasingly knowledge-based labor processes requiring greater cooperation and collaboration. Together, these forces create tensions and conflicts within bureaucratic organizations that prompt alternative paradigms and managerial practices. Postbureaucracy is clearly the trend in both the practical world of management and the theoretical world of organizational studies (Barzelay, 1992; Clegg, 1990; Heckscher & Donnelon, 1994). It is also an underlying element in other more recent organizational developments including post-Fordism, lean production, and flexible specialization (Castells, 1996; Harrison, 1994; Piore & Sabel, 1984; Sayer & Walker, 1992; Womack, Jones, & Roos, 1990).

Heckscher (1994) outlined the main features of postbureaucracy. In contrast to bureaucratic theory, organizational efficiency and harmony in this model are based not on formalization, instrumentalism, or rational legal authority but rather on dialogue, persuasion, and trust. Based on the preceding discussion, this would suggest a reduced need for formal authority and punishment-centered bureaucratic rules. Consensual participatory decision making carries the day.

Practices supporting the postbureaucratic organization include information sharing and dissemination; organizational behavior and action guided not by formal roles and job descriptions but by professional principles; interaction, communication, and decision making driven by problems and projects rather than top-down directives; and evaluation and reward based on peer input and negotiated standards of performance.
Taken together, Heckscher’s (1994) ideal type postbureaucracy rested on what he called the “master concept” which is

an organization in which everyone takes responsibility for the success of the whole. If that happens, then the basic notion of regulating relations among people by separating them into specific predefined functions must be abandoned . . . organizational control must center not on the management of tasks, but the management of relationships . . . they are essentially structures that develop informed consensus rather than relying on hierarchy and authority. (p. 24)

The postbureaucratic organization proposes replacing one method of control—formal structural differentiation of functions and authority—with another, structures that develop “informed consent.” This poses a central organizational tension: In the absence of formal bureaucratic control and coordination, organizational members are given wide latitude to pursue a variety of goals. Control in this model is regained through collective peer pressure and obligations stemming from team membership. Social integration takes precedence over differentiation and specialization. In such nonbureaucratic organizational settings, “organizational culture” (Schein, 1992) does the heavy lifting in the management of individual behavior and social relationships. More specifically, organizations require “strong cultures,” which are “based on intense emotional attachment and the internalization of ‘clearly enunciated company values’ that often replace formal structures . . . . The ideal employees are those who have internalized the organization’s goals and values—its culture—into their cognitive and affective make-up, and therefore no longer require strict and rigid external control” (Kunda, 1992, p. 10). These modes of “normative control” (Etzioni, 1961) are designed to contain the ever-present latent conflict inherent in all organizations.

CURRENT TRENDS AND FUTURE DIRECTIONS

A number of recent contributions to the analysis of organizational conflict, which do not fall neatly into the broad organization theory categories outlined above, are considered in this final section. We will review the perspectives that focus on the microfoundations of conflict, the role of “dignity” in generating organizational tension and conflict, and the deployment of subtle modes of resistance.

Microfoundations of Organizational Conflict

Bowles and Gintis (1990), two neo-Marxist theorists who traditionally focused on broader forms of social class conflict, developed a model that rests on the microfoundation (rather than macrofoundation) of conflict,
embedded in the struggle over individual work effort between workers (labor) and owners (capital). Their analysis assumed that labor (e.g., workers, employees) has a desire to minimize work effort, while capital (e.g., owners, employers) seeks to maximize work effort. The traditional method for extracting work effort and discouraging lollygagging is the threat of dismissal. The problem from the perspective of owners, however, is that the amount of effort employees expend is difficult to gauge effectively and reliably. This is increasingly the case as work becomes less manual and more mental, less the production of physical objects and more the production and organization of knowledge. Employers can attempt to measure work effort through greater supervision, bureaucratic monitoring, and surveillance. However, as the underlying premise of this chapter would suggest, humans subjected to this regime of oversight have the capacity to assess this organizational arrangement subjectively. They may assume that it represents a pronounced lack of trust by employers, and this may produce greater hostility and resentment. Added to the potentially negative impact on worker morale are the “hard” costs associated with layers of additional supervisory management (what David Gordon, 1996, called “guard labor”) and technological monitoring devices. A new dilemma is generated: Do the hard (e.g., personnel, technology) and soft (e.g., employee morale, organizational climate) costs nullify the gains derived from the enhanced detection of shirking? For economists such as Bowles and Gintis, the additional hard costs produce inefficiencies and nonoptimal outcomes that can only be addressed by examining and reconfiguring the microfoundational relations between labor and capital, in particular, the different interests workers and owners have in the expending of work effort. One solution to this conflict—workers’ ownership and control—would give workers an interest in efficiency and productivity. Workers would self-monitor their own efforts and have an interest in also monitoring the efforts of their coworkers. This would presumably produce greater harmony and productivity without the heavy costs of bureaucratic surveillance and worker distrust.

Worker Dignity and Conflict

More recently, Randy Hodson (2001) advanced the concept of “dignity” as a key entry point into workplace relations and organizational conflict. Hodson suggested that all humans have an inherent dignity that is developed through social action, as an inalienable trait carried into the organization by the human factor of production. More specifically, “workers from all walks of life struggle to achieve dignity and to gain some measure of meaning and self-realization at work. The achievement of dignity at work thus depends on creative and purposive activity on the part of workers” (Hodson, p. 4). Dignity is something that all humans desire and seek to realize in the various spheres of social participation. It entails
self-worth, self-respect, and enjoying the respect of others. In the context of work and organization, it is assumed that the realization of dignity is potentially problematic, prompting active strategies for achieving and protecting dignity. Organizational conflict in this formulation stems from organizational arrangements and managerial practices that threaten dignity and that generate employee actions in defense of dignity.

Hodson (2001) did not presume an inherently antagonistic relationship between workers and owners that would yield perpetual organizational conflict. Rather, his theoretical scheme and empirical analysis was built around ethnographic case studies of a wide range of workplace settings that could produce a wide range of outcomes. He did presume that most workers take pride in and seek meaning from their work and that they are willing to expend considerable work effort as a result. Various workplace conditions, however, make this difficult and can prompt reactions that can conflict with managerial dictates. Among these workplace conditions generating conflict, Hodson identified mismanagement and abuse, overwork, challenges to autonomy, and contradictions of employee involvement.

The first two conditions—mismanagement and abuse, and overwork—are most common in work settings characterized by unilateral managerial power and control. Mismanagement denotes a chaotic and disorganized workplace that results from irresponsible, incompetent, and poorly trained management. Workers are challenged under these conditions by inadequate direction, insufficient provision of needed resources, and poor communication. An abusive workplace is characterized by the arbitrary, capricious, and inappropriate exercise of power over employees. In both of these cases—mismanagement and abuse—it is less the actual work tasks than the subjective perception by employees of delinquent management practices that represents an affront to dignity and elicits the behavioral response.

Overwork is closely associated with the classic Marxist concept of exploitation. It is manifested in the intensification of labor, the speedup, an accelerated pace of production, and the maximization of the extraction of work effort. It is most common in organizations where productivity and profit depend upon quantitatively measurable output.

The third workplace condition—challenges to autonomy—is most common in organizational settings where employees possess more advanced craft skills, or professional credentials, that would lead them to expect the exercise of discretion in the labor process. When management encroaches on employee control over decision making in these settings, efforts to reestablish autonomy and control are a common behavioral response.

The fourth and final workplace condition—contradictions of employee involvement—is especially relevant in the current climate of alternative nonbureaucratic, team-based modes of organizational restructuring. The rhetoric of workers’ participation, control, and ownership frequently conflicts with the true intentions of management or the actual organization
of the labor process. The distinction between expectation and reality gives rise to employee strategies aimed at bridging the gap.

Hodson (2001) analyzed not only the range of conditions that might give rise to organizational conflict but also the behavioral responses of workers to these conditions. Actions taken to “safeguard dignity” are resistance, organizational citizenship, developing independent meaning system, and group relations. These can be regarded as tactics aimed at restoring dignity in the face of unfavorable working conditions. The most significant for the study of organizational conflict is resistance.

Resistance is not only the most common response, but it can also take a variety of both active and passive modes (Hodson, 1995). Actively, employees can engage in direct conflict through sabotage, strikes, walkouts, and confrontations with management and other employees. Passively, employees can withhold their effort and commitment, bypass unpleasant requirements, or engage in noncooperative behavior.

There is now an emerging literature dealing with informal and unorganized forms of resistance in organizations (Davis & McAdam, 2000; Jermier, Knights, & Nord, 1994). Morrill, Zald, and Rao (2003) described “covert political conflict” as the means by which “subordinate groups express their political grievances against superiors, displaying tacit, if not explicit, coordination and various forms of group solidarity. By contrast, organizational elites and superiors typically deploy formally structured instruments of control as they engage in political struggles with subordinates” (p. 392). Differential access to the formal means of social control suggests that subordinates resort to informal covert techniques that can include material and personal sabotage, theft, noncooperation, strategic inaction, and symbolic disrespect or escape. Future studies of organizational conflict are well advised to include and acknowledge these employee strategies that do not necessarily involve formal or interpersonal encounters between conflicting parties.

CONCLUSION

The history of organizational conflict can be analyzed with a metatheoretical framework that identifies the constant and overarching challenges facing all organizations. These challenges, or tensions, stem from the unique capacities of the human factor of production and the differentiation of organizational roles. These two factors not only contribute to the galvanization of resistance and conflict, but they are also a constant preoccupation of organization theories. As permanent features of all human organization, they must be addressed in both theory and practice. This can be clearly demonstrated by a careful review of the historical evolution of organization theory and management practice. Theories based on assumptions about human motivation and needs, and the requisite structural arrangements, inform the implementation of management strategies.
As human action renders the strategy problematic, produces unintended consequences, or provokes challenges and resistance, new organization theories are developed and applied. The new theories and practices meet with the same fate as their predecessors.

Though conflict is often viewed as a dysfunctional aspect of organizations, particularly by those interested in preserving the status quo and maintaining predictable control, it is, in fact, as Marx might have said, the “motor of history.” In this case, the engine of change compels organizational owners and managers continually to develop alternative techniques that acknowledge the human factor and that may advance positive and progressive change.

The tension, conflict, and change framework advanced in this chapter is based on the fundamental sociological tenet that situates human behaviors within a social-structural context. While the unique capacity of humans provides the raw material for organizational social dynamics, it is when individuals are embedded in organizational structures—that constrain, control, and differentiate—that the likelihood of tension and conflict increase; that is, we would expect to find various forms of organizational conflict regardless of the particular individual, psychological, or personality characteristics of the population. The big question for the field of organizational conflict is the extent to which conflict stems from the individual traits transported into the organization by organizational members, or whether it is based on behaviors that emerge out of the organization’s social structure. Ideally, both levels of analysis must be incorporated into conceptual models and empirical investigations.
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Interpersonal and Group Levels of Analysis
Communication is central to the experience and management of conflict. What people say and how they say it signals their approach to resolving conflicts of interests. It is through communication that people express their desires, recognize differences, and attempt to resolve those differences. While there is a rich tradition of research on conflict in organizational settings, the focus on the role of communication has developed in the last 20 years. Putnam and Poole (1987) wrote one of the first reviews of this literature, noting that “communication constitutes the essence of conflict in that it undergirds the formation of opposing issues, frames perceptions of the felt conflict, translates emotions and perceptions into con-
flict behaviors, and sets the stage for future conflicts” (p. 552). However, they also noted that studies of communication in conflict were relatively scarce at that time. Now, 20 years later, we revisit this literature. Our goal in this chapter is to review the advances in the arena of communication and conflict, assess progress made, and consider the potential for future contributions.

A communication approach necessarily focuses on the messages that people send while negotiating or resolving conflict. In this review, we identify and elaborate on two distinct approaches to understanding the role of communication in conflict resolution. These approaches reflect two separate but interwoven domains within which researchers have studied the role of interaction in managing and resolving differences. The first domain examines the role of communication in conflict management. This domain focuses on how conflict styles reflect the broad strategic approaches that individuals adopt and that shape the messages they send to the other party. The second domain examines the role of communication in negotiation. This domain focuses on the negotiation context, particularly such factors as negotiators’ goals, power, and culture influence communication. Implicit in both domains is the assumption that exogenous factors (e.g., conflict styles, power, outcome goals, and culture) shape the broad approach or strategy that individuals adopt and that this strategy, in turn, shapes what negotiators say to each other.

Some of this research reflects a cognitive orientation that casts communication as a goal-oriented activity in which messages signal tactics, strategies, and broad intentions to the other party. However, messages also contain an emotional component. Consequently, our review incorporates research that examines how emotion affects an individual's communicative behaviors and how expressed emotion affects the other party. The analysis of emotions represents an important new direction in conflict and negotiation research, one that goes beyond the strategic intent of messages to examine the accompanying emotional tone. Sociofunctional theories of emotion, which suggest that emotion serves as an important signaling function, imply that emotional expressions will affect individuals’ willingness to reach settlement (Bodtker & Jameson, 2001; Davidson & Greenhalgh, 1999; Morris & Keltner, 2000; Putnam 1994).

Looking back, our review of the conflict management and negotiation domains focuses on research that analyzes communication rather than self-reported behavior. Although self-reports contribute to our understanding of how behavior is linked to conflict management, they represent a holistic approach to behavior that assumes that styles remain stable over time (e.g., Putnam, 1990). A focus on what individuals say in disputes and negotiations enables a more fine-grained analysis that incorporates the dynamic nature of interaction. It allows us to track subtle changes in behavior that can have a significant impact on a negotiator’s ability to resolve conflicts or make deals successfully.
Looking forward, we focus on how technology is changing the way we make deals and resolve disputes. Increasingly, e-mail and instant messaging provide alternative ways to communicate. Individuals can buy and sell goods and other services online and, when deals go bad, may manage disputes via online mediation services. Our knowledge of the effects of moving from face-to-face to computer-mediated interactions is still in its infancy, as is our understanding of how we might use technology to improve conflict management. In our final section, we review research focusing on the role of technology in conflict management and negotiation. Drawing on this literature, we identify emotional expressions and the impact of cultural differences on negotiation as key areas for future research on the relationships among technology, communication, and conflict.

CONFLICT MANAGEMENT STYLES AND STRATEGIES

In this section, we examine the work on conflict styles and communication behaviors. Given the breadth of the literature on conflict styles, we focus on only those studies that treat styles as strategies or as dynamic choices for engaging in conflict situations. These studies employ measurement scales that use message behaviors as items or include scenarios about conflicts that demonstrate how styles change during a conflict episode. We also review studies that employ the dual concern model to code strategic behavior in negotiations. Therefore, the studies on conflict styles and strategies included in this review focus on the interconnections of intentions, strategic choice, and actual communication behaviors.

Conflict Styles

Initially defined as a mode, an intention, or a habitual way of handling conflict, a style is an individual’s preference for handling conflicts that is determined by the individual’s concern for either self or others (Blake & Mouton, 1964; Filley, 1975; A. Rahim, & Bonoma, 1979; Thomas, 1976). Typically, researchers focus on five styles—integrating, forcing, smoothing, avoiding, and compromising—based on the two dimensions of cooperativeness (concern for other people) and assertiveness (concern for self). Integrating entails the intention to confront the conflict directly, to collaborate, and to engage in problem solving while forcing or competing relies on position power and competitiveness to address a conflict. Individuals who prefer smoothing are likely to accommodate to others, while parties who prefer to avoid often withdraw from the scene, either physically or psychologically. Compromise refers to a preference to meet parties halfway, or split the difference. Although linked to behaviors, conflict styles were assumed to be relatively stable across situations.
The Dual Concern Model

The conflict style approach was elaborated by Pruitt (1983; Pruitt & Carnevale, 1993) in the development of the dual concern model. This model shifted the focus from generalized predispositions to strategic choice. More specifically, the dual concern model provided a social psychological approach to strategic choice based on the dual aspirations of maximizing own versus others’ outcomes. Hence, the dual concern model is a descriptive theory that aims to predict strategy use from the combination of both concern for self and concern for other. It operates from the presumption that concern about your own outcome is not in direct opposition to concern about the other party’s outcomes (see Fig. 3.1).

Each strategy in the dual concern model is associated with a distinct set of behaviors: (a) inaction (low concern for self and other)—doing nothing, ignoring the topic, failure to confront, changing the subject; (b) yielding (low concern for self, high concern for other)—glossing over differences, obliging, and playing down the conflict; (c) contending (high concern for self, low concern for other)—verbal dominance, repetition of goals, and arguing persistently for one’s needs; and (d) problem solving (high concern for self and other)—effective use of persuasive influence, statements of willingness to collaborate, and statements indicating movement toward resolution. Compromise is excluded from the dual concern model because it surfaces as a “lazy” approach to problem solving that involves a half-hearted attempt to satisfy both parties’ interests (Pruitt, 1983).

![Dual Concern Model Diagram](image-url)
Choosing Styles

Both the conflict styles and dual concern models are clear regarding when particular styles are used: Individuals typically choose a style/strategy based on the emphasis that they give to achieving their own or the other’s goals. They differ in whether these preferences are stable across time (e.g., conflict styles) or whether they are sensitive to changes in the conflict context (e.g., dual concern model). Research suggests that the choice of a conflict style is influenced by individual, dyadic, and organizational factors; however, those factors that relate to the underlying relationship between the parties yield the strongest link between communication and choice of conflict strategies (Putnam & Poole, 1987). From this perspective, S. R. Wilson and Putnam (1990) named identity and relational goals as two critical factors that shape people’s choice of strategies. In this section, we expand on how these goals affect the choice of conflict styles.

Identity Goals. Identity goals reflect an individual’s concern for maintaining one’s own and the other person’s sense of self. These goals are reflected in an individual’s efforts to manage his or her face, that is, the concern or respect that this person shows for maintaining his or her own and the other person’s self-esteem (Goffman, 1967). This variable is especially interesting in that it captures both individual and cultural differences in the use of conflict styles.

Strong parallels between identity concerns and the concern for self and others suggest that individuals who desire to maintain the other party’s face will choose less confrontational styles than those who focus on maintaining their own face. In support of this argument, Oetzel, Myers, Meares, and Lara (2003) showed that employees who express concern for the other person’s face are more likely to use integrating, smoothing, and compromising strategies than are individuals who focus on protecting, restoring, or saving their own face. These results parallel findings from studies of social motives; namely, concern for the other person facilitates the use of integrative styles (De Dreu, Weingart, & Kwon, 2000).

Face concerns are evident as we move from individualistic to collectivistic cultures. One consequence is that people in collectivistic cultures prefer other-focused strategies, especially avoiding (Brew & Cairns, 2004; Ting-Toomey et al., 1991; Tjosvold & Sun, 2002). Consistent with this argument, managers from China, Korea, and the Middle East score higher on avoiding as a preferred style than do managers from the United States and Australia (Brew & Cairns, 2004; Elsayed-Ekhouly & Buda, 1996; Kirkbride, Tang, & Westwood, 1991; Kozan & Ergin, 1999; Ting-Toomey et al., 1991). A recent meta-analysis further supports this argument (Holt & DeVore, 2005). Several authors contend that such differences stem from the relative emphasis that cultures place on preserving the other party’s face (Ting-Toomey & Kurogi, 1998). Oetzel and Ting-Toomey (2005), for example, reported that preservation of face accounts for most of the variance in the
use of dominating and integrating. However, recent research on generational differences in preferred styles suggests that these patterns may be changing. When asked to rate a young coworker’s reactions to an older worker’s criticism, older Chinese adults endorsed accommodating rather than problem solving whereas younger Chinese adults preferred problem solving (Zhang, Harwood, & Hummert, 2005). Thus, cultural context plays an important role in determining how organizational members interpret and respond to conflict situations.

A different perspective on face management surfaces in the research on emotional expression in conflicts. According to politeness theory, language that threatens the other party also attacks face (B. H. Drake & Moberg, 1986). One example of such language is the expression of negative emotions, such as anger (Brown & Levinson, 1987). When disputants express anger, they are more likely to reach early impasse, create hostile relationships, and achieve poorer outcomes (Allred, 1999; Allred, Mallozzi, Matsui, & Raia, 1997; Barry, 1999; Friedman et al., 2004; Pillutla & Murningham, 1996). Moreover, anger begets anger, and these sequences of reciprocated anger predict impasse (Friedman et al., 2004). When combined with contempt, anger feeds attribution processes that perpetuate stereotypes, increase intergroup conflict (Betancourt, 1990), and decrease the likelihood that disputants will find an acceptable outcome (Brett, Olekalns, Friedman, Goates, Anderson, & Lisco, 2007). One interpretation of these findings is that in a heated emotional context, the expression of negative emotions such as anger and contempt act as face attack (Brett et al., 2007) and shift disputants’ goals from trying to reach a settlement to wanting to retaliate against or punish the other party (Pillutla & Murningham, 1996).

Relational Goals. Relational goals also affect an individual’s choice of conflict styles. A key dimension of relationships is how power is distributed across parties. When power is unevenly distributed, as is the case in supervisor–subordinate relationships, our assumption is that the less powerful party would show greater concern for the other person and less concern for self. However, this assumption does not appear to be the case. In actuality, perceived power in superior–subordinate conflicts interacts with anticipated resolution to influence style choice. Basically, when employees anticipate resolving a conflict, they use integrating or compromising strategies, regardless of whether they perceive power as balanced or imbalanced and view their own role as low or high powered (Powell & Hickson, 2000). Moreover, supervisors are most effective in resolving conflicts with subordinates when they use either problem solving or a combination of problem solving and forcing (Van de Vliert, Huismans, & Euwema, 1995). These studies suggested that power is a less salient factor in the selection of conflict styles than face management. Instead, they implied that, at least in an organizational context, the choice of style is governed more by the desire to reach a settlement than by whether the conflict is with superiors, subordinates, or peers (Phillips & Cheston, 1979;
Combining Styles

Because the dual concern model assumes that the choice of a style is strategic (rather than dispositional), it suggests that individuals combine or change approaches in order to reach an agreement. The literature indicates that conflict styles can be combined either sequentially (over time) or simultaneously (at the same time) to improve outcomes.

Sequential Combinations. The dual concern model considers the perceived feasibility of a given strategy, that is, the extent to which a strategy is capable of achieving the concerns that give rise to it and the costs anticipated from using it (Pruitt, 1983). If a potential strategy seems infeasible, then parties shift to the next best approach, based on the perceived common ground between the parties, level and firmness of each party’s aspirations, faith in one’s own problem-solving ability, and readiness for problem solving. In this section we review three factors that trigger changes in conflict strategies over time: compliance versus noncompliance with requests, likelihood of settlement, and gender.

First, the degree of compliance or noncompliance with an initiated strategy influences the choice of follow-up approaches. In two separate studies, researchers examined the use of a contending strategy over time. Supervisors who initially used collaborative strategies switched to contending when faced with subordinates who did not comply with initial requests (Conrad, 1991). Second, parties shifted their strategies when reaching an agreement seemed less likely to them. Those disputants who typically began conflict encounters with problem-solving approaches shifted to inaction and finally to contending when agreements were not reached (McCready & Roberts, 1996). Nicotera (1994) reinforced this finding in a Markovian analysis of written responses to conflict episodes. In this study, the emotional valence of the conflict moderated shifts from contending to problem solving and vice versa. Third, shifts in the use of conflict strategies differed depending on the gender composition of a dyad. Coding strategic choice during three 5-minute time periods of a conflict episode, Papa and Natalle (1989) observed that male/male dyads employed high levels of contending across the three intervals while male/female dyads relied on compromising in the first two time periods and contending in the last segment. Female/female dyads shifted from problem solving and contending in the first two periods to compromising toward the end of the conflict. Thus, organizational members shifted in strategy use from initial to follow-up stages of conflict management, based on whether the other party accepted or rejected their initial approaches, the perceived likelihood of success of a strategy, and the gender of their partners.
Simultaneous Combinations. Van de Vliert’s conglomerated model presented an alternative approach for characterizing how multiple strategies emerged (Van de Vliert et al., 1995). He argued that the five conflict styles did not occur in isolation. Instead, they functioned as “conglomerated behaviors” that occurred in combination as individuals worked toward maximizing effectiveness. Working within this framework, Van de Vliert et al. (1995; Van der Vliert, Nauta, Giebels & Janssen, 1999; Van de Vliert et al., 2004) demonstrated that problem solving was typically combined with forcing. This combination resembled the “firm flexibility”\(^1\) principle derived from the dual concern model (Pruitt, 1981), which suggested that contention promoted the information search necessary for problem solving. Therefore, combining problem solving with forcing proved highly effective in resolving conflicts with subordinates (Van de Vliert et al., 1995), specifically forcing followed by problem solving resulted in the best substantive and relational outcomes (Van de Vliert et al., 1999). In more recent research, Van de Vliert, Ohbuchi, Van Rossun, Hayashi, and Van der Vegt (2004) examined the cultural specificity of these conglomerated behaviors. In a questionnaire study of Japanese employees, forcing combined with accommodating emerged as the most effective way to handle conflicts with superiors.

Contributions and Limitations of Conflict Style and Strategy Research

Conflict style research is one of the first areas in conflict studies that is directly related to the use of communicative behaviors. This work moved the field beyond relying on cooperative versus competitive behaviors to other motivations and choices for handling conflicts. The dual concern model tied these orientations to specific strategies that embraced both concern for self and concern for other. This work led to the first coding of communicative behaviors and efforts to tie intentionality to conflict tactics. The majority of the conflict style research, however, continues to rely on self-report instruments rather than coding actual behaviors. While one self-report measure (DUTCH) correlated positively with independent observations and ratings of conflict-handling styles (e.g., problem solving, forcing, yielding, and avoiding; De Dreu, Evers, Beersma, Kluwer, & Nauta, 2001), other studies found that self-report instruments often serve as weak predictors of the actual use of communicative behaviors in conflict situations. Gayle (1991) reported only 17% agreement between scores on the OCCI (organizational communication conflict instrument) and messages coded from conflict episodes. When scores on style instruments

\(^1\) Firm flexibility refers to being firm with respect to interests but flexible regarding the means of achieving those interests.
predict initial behaviors, they often fail to identify follow-up sequences of style use (Conrad, 1991). Other studies reveal that the five styles fail to capture the full range of approaches to conflict management in organizations (Morrill & Thomas, 1992; Nicotera, 1993, 1994; Sternberg & Sori-ano, 1984) and may function as attitudes rather than as predispositions for behavior (Moberg, 2001). The question thus remains as to whether self-report instruments for assessing conflict styles reflect actual communicative behaviors in organizations.

UNDERSTANDING NEGOTIATION PROCESSES

Compared with conflict style research, negotiation research has a stronger foundation in measuring disputants’ behaviors directly, through coding videotaped or audio-taped interactions. A large segment of this research links strategy and tactical choices to negotiators’ outcome goals (S. R. Wilson & Putnam, 1990). Typically, these goals focus on whether bargainers aim to maximize individual or joint outcomes. These different outcome goals form the basis for one of two approaches to negotiation, distributive or integrative, respectively. A distributive approach to negotiation focuses on claiming value or dividing resources. An integrative approach, in turn, also centers on creating value for both parties via problem solving. The two approaches map onto the concern for self and concern for other distinction in the dual concern model (Pruitt & Rubin, 1986), with yielding and contending representing the extremes of a distributive dimension and problem solving and avoiding representing the extremes of an integrative dimension (Thomas, 1976; see Fig. 3.1). With these distinctions in mind, negotiation researchers study the role of strategic behaviors in bargaining through coding communication. As one of the first researchers to develop a coding scheme based on negotiator tactics, Pruitt and his colleagues used the dual concern model to classify actual negotiation behaviors. Their research set the stage for studies of communication in bargaining (Pruitt, 1983; Pruitt & Carnevale, 1993).

In this section, we focus on research that examines negotiators’ communication, that is, on studies of what bargainers say and how they respond to the other party. We summarize empirical work in which researchers transcribe and code what negotiators say into tactics and broader strategies (Weingart, Olekalns, & Smith, 2004). In doing this, we identify three levels that researchers employ to analyze the communication of negotiators: the frequency with which individuals choose integrative or distributive strategies; how those strategies form sequences within dyads or groups—that is, the immediate actions and reactions of negotiators; and how strategies aggregate and evolve over time to establish a dominant orientation in the negotiation. Moreover, we consider how these patterns affect the quality of negotiated outcomes and how external factors such as negotiators’ goals, culture, and emotion shape strategy choices.
Individual Level: Analyses of the Frequencies of Strategy Use

A frequency approach examines the amount or total use of different types of negotiation strategies during a given negotiation. Researchers interested in knowing which behaviors negotiators use typically count the number of times a specific strategy or tactic is employed, control for (divide by) the total number of communicative behaviors, and compare the (relative) frequencies across tactics, groups, or experimental conditions.

Researchers who employ a frequency approach typically characterize integrative and distributive processes as mutually exclusive (Putnam, 1990). This distinction allows researchers to focus on the links between inputs to a negotiation and each bargainer’s use of strategies. One input factor that dominates research on strategy frequencies is outcome goals. As negotiators make choices to maximize their own aims or their joint gains, the frequency with which they use integrative or distributive strategies is likely to reflect their individualistic or cooperative outcome goals, respectively. In this section, we review the literature that links outcome goals to strategy use, and then we examine the more recent streams of research that connect culture and emotion to negotiation strategy.

Outcome Goals and Strategy Use. In experimental research, a negotiator’s goals often arise explicitly from the instructions (or incentives) that participants receive or implicitly from the differences in negotiators’ characteristics (e.g., culture, personality). Whether goal differences are established explicitly or implicitly, the effect is to establish a dominant strategic orientation that is typically cooperative or competitive.

Goals that predispose a negotiator to adopt a cooperative orientation increase the frequency with which negotiators use integrative strategies, such as information exchange, concessions, and process management (Hyder, Prietula, & Weingart, 2000; Lewis & Fry, 1977; O’Connor, 1997; Olekalns & Smith, 2003b; Pruitt & Lewis, 1975; Schulz & Pruitt, 1978; Weingart, Bennett, & Brett, 1993; Weingart, Hyder, & Prietula, 1996). Negotiators who embrace a cooperative orientation are also more likely to express support for the other party (Olekalns & Smith, 1999). Moreover, a cooperative orientation mitigates the effects of unequal power, resulting in more cooperative and less competitive behavior (Giebels, De Dreu & Van de Vliert, 2000). However, some of these relationships may be moderated by the level of trust present in the negotiating relationship: When trust is low, negotiators with cooperative goals often reduce the level and accuracy of information exchange (De Dreu, Giebels, & Van de Vliert, 1998; Olekalns & Smith, 2005). In contrast, when goals encourage a competitive orientation, negotiators are more likely to use such strategies as argumentation, substantiation, demands, and threats (Carnevale & Lawler, 1987; Hyder et al., 2000; Lewis & Fry, 1977; Olekalns & Smith, 2000; Pruitt & Lewis, 1975; Schulz & Pruitt, 1978).
Strategies, Goals, and Outcomes. Negotiation studies that focus on the individual also examine the impact of communication processes on bargaining outcomes. For negotiators with individualistic goals (e.g., maximizing own outcomes), this research reveals that a bargainer’s approach to information exchange influences self and joint outcomes. A willingness to exchange information moves negotiators from impasse into the settlement zone, and once negotiators are in the settlement zone, the nature of the information that they exchange determines the amount of joint gain. The degree to which negotiators defend their claims, attack the other party, or make threats or demands distinguishes between resolved and unresolved disputes. High levels of argumentation and use of contentious tactics result in impasse (Olekalns & Smith, 2000; Roloff, Tutzauer, & Dailley, 1989). In contrast, negotiators who engage in information exchange are able to reach agreement, although the quality of that agreement stems from the nature of the information. When the interaction continues to center on arguments and positions, negotiators typically realize low joint gains (Hyder et al., 2000; Olekalns & Smith, 2000; Olekalns, Smith, & Walsh, 1996; Putnam & Wilson, 1989; Roloff et al., 1989). However, negotiators may obtain high joint gains when they exchange information about their underlying needs and the relative importance of issues (Olekalns & Smith, 2000; Olekalns et al., 1996; Weingart et al., 1996; Weingart, Thompson, Bazerman, & Carroll, 1990).

The relationship between communicative behaviors and bargaining outcomes is moderated by the negotiators’ goals. Research that tests the effects of explicitly and implicitly derived goals shows that although these goals influence a negotiator’s strategic choice, they do not directly affect a bargainer’s ability to obtain high joint gains (Adair et al., 2004; O’Connor, 1997; Olekalns & Smith, 2003a, 2003b). For example, in the studies that explicitly manipulated outcome goals via instructions (e.g., motivational orientation), the level of priority information exchange was positively associated with high joint gains only under a cooperative orientation; it was unrelated to the level of joint gains under an individualistic orientation (O’Connor, 1997; Olekalns & Smith, 2003a). In contrast, high joint gains under an individualistic orientation were associated with the use of positional information and multi-issue offers (Olekalns & Smith, 2003a). Whereas cooperative dyads benefit from direct information exchange (perhaps because they trust the validity of the information and care about the other party), individualistic dyads attain better outcomes by relying on indirect forms of information exchange (via offers and clear statements of positions on issues).

However, a study that examined dispositional differences in goals reported contradictory results (Olekalns & Smith, 2003b). When both negotiators had a proself (e.g., individualistic) orientation, high joint gains were associated with the underutilization of multi-issue offers, whereas with a prosocial (e.g., cooperative) orientation, high joint gains were linked to frequent use of process management strategies and positional information.
These contradictory findings imply that implicitly (via social value orientation) and explicitly (via instructions) established goals may not exert the same influence on the negotiators’ behaviors. One interpretation of this finding is that explicitly established goals provide clearer behavioral cues to negotiators and focus them on the most efficient way to achieve their goals.

**Culture, Emotion, and Strategy Choice.** Exogenous factors other than social motives also influence the frequency with which negotiators choose cooperative or competitive strategies. One of these factors, *culture*, parallels the research on social motives and influences the use of strategic behaviors (for a review of the literature on cross-cultural negotiation, see De Dreu and Gelfand, chapter 1, this volume). Frequently, cultures are differentiated along the dimension of individualism versus collectivism. One feature of this dimension is the emphasis placed on personal versus group outcomes, respectively. Negotiators from collectivist cultures are more likely than those from individualist cultures to show a preference for smoothing, compromising, and using ambiguous language. Conversely, negotiators from individualist countries are more likely to interrupt the other party, to say no frequently, to make extreme offers, and to view the use of exaggerating opening offers and hiding bottom lines as appropriate (Adler, Graham, & Gehrke, 1987; Graham, 1985; Graham, Kim, Lin, & Robinson, 1988; Kirkbride et al., 1991; Volkema, 1998). In addition, several studies show that a bargainer’s role (buyer vs. seller) also influences strategy use in diverse cultures (Cai, Wilson, & Drake, 2000; Drake, 2001; Graham et al., 1988). Cai et al. (2000) reported that, in collectivist dyads, sellers lead buyers to ask more questions and to ask about priorities, whereas in mixed dyads, collectivist buyers influence individualist sellers to use distributive tactics and make single offers, thus resulting in low joint profits and lack of reciprocity.

Beyond individualism and collectivism, cultural differences often appear in the negotiators’ communication styles. Research in this area focuses on direct and indirect communication styles linked to high- and low-context cultures. Basically, individuals from high-context cultures, typically eastern nations, rely on indirect cues, nonverbal messages, and implicit communication to convey meanings while communicators from low-context cultures, typically western nations, employ direct language to convey messages (Hall, 1976). Negotiators from high-context cultures tend to rely on exchanging offers to convey information about their preferences and priorities, whereas those from low-context cultures rely on direct statements of preferences and priorities (Adair, Okumura, & Brett, 2001).

This literature, however, focuses on the individual messages and tactic choices without considering the explicit or implicit emotional content in these strategies. However, other research reflected an increasing interest in the role of emotion in negotiation (Barry, Fulmer, & Van Kleef, 2004).
Past studies revealed that the presence of either positive or negative affect influenced the type and frequency of negotiator behaviors. When manipulated prior to the negotiation, having a positive as opposed to a negative or neutral mood relates to using few contentious tactics, more problem solving behaviors, more concessions, and greater willingness to reach a compromise (Baron, 1990; Carnevale & Isen, 1986; Druckman & Broome, 1991; Forgas, 1998; Hollingshead & Carnevale, 1990; Isen & Patrick, 1983). The use of negative affect, in turn, increases the use of contentious tactics (Baron, 1990) and leads to greater variety in the expression of ideas (Baron, Fortin, Frei, Hauver, & Shack, 1990).

**Dyad Level: Analysis of Sequences**

A second way of characterizing the negotiation process is to view integrative and distributive processes as interdependent components of a single approach (Putnam, 1990). This orientation acknowledges that most negotiations involve both competitive and cooperative elements and that negotiators attempt to satisfy the dual goals of maximizing joint and personal gains (Lax & Sebenius, 1986; Walton & McKersie, 1965). Consequently, one of the key tasks facing negotiators is to blend integrative and distributive strategies judiciously as the negotiation progresses. This model of negotiation draws attention to how bargainers structure or organize their interactions (e.g., Diez, 1986; Smith, Olekalns, & Weingart, 2005; Taylor & Donald, 2003), in particular how the two negotiators sequence their use of strategies. This section explores the relationship between strategy sequences and outcomes.

**Structure of Strategy Sequences.** Negotiation researchers describe three kinds of strategy sequences—reciprocal, transformational, and complementary (Brett, Weingart, & Olekalns, 2004; Olekalns & Smith, 2000). **Reciprocal sequences** capture those occasions in which negotiators match each other’s strategies exactly, for example, a sequence in which priority information from one party is matched by priority information from the other party. **Transformational sequences** describe patterns in which negotiators mismatch strategies by pairing a cooperative and a competitive strategy, for example, one negotiator offers priority information and the other responds with a threat. Finally, **complementary sequences** have some components of matching and mismatching. They pair broadly similar strategies (cooperative or competitive) but they mismatch the specific behavior. For example, a demand elicits a threat.

Reciprocity is a two-edged sword for negotiators. On the one hand, reciprocal cooperation, which assists in value creation, is difficult to maintain. The frequency and duration of reciprocal cooperation is increased when individuals are given tactical knowledge (especially regarding integrative tactics) before they negotiate (Weingart, Prietula,
Hyder, & Genovese, 1999) or when they adopt a cooperative orientation (Olekalns & Smith, 2003a; Weingart et al., 1993). On the other hand, reciprocal use of contentious tactics or aggressive arguments blocks cooperative behaviors (e.g., Brett, Shapiro, & Lytle, 1998; Olekalns & Smith, 2000; Putnam & Jones, 1982a, 1982b; Weingart et al., 1999). In the same way that negotiators need to sustain cooperative sequences, bargainers need to disrupt contentious sequences. Negotiators can accomplish this process through using strategies that mismatch the other party’s contentious moves or responding with a cooperative move or with a two-part message that combines contentious with cooperative tactics (Brett et al., 1998). This finding attests to the power of transformational sequences to move negotiators to a productive bargaining pattern (see also, Olekalns & Smith, 2000).

Sequences and Negotiated Outcomes. Paralleling the studies on frequency-outcome relationships, a small body of research examines the relationship between strategy sequences and outcomes. Sequence-outcome research also focuses on the role of context and information management in reaching negotiated agreements and in shaping the quality of these outcomes. It extends the frequency-outcome research by showing that sequential patterns are not simply adding structure to the strategies that negotiators use; but rather, they make a unique contribution to how the bargaining unfolds and ends.

Different patterns of sequences distinguish between resolved and unresolved negotiations. Compared with dyads that settle, impasse dyads are characterized by two distinct patterns: the frequency of competitive reciprocity (Putnam & Folger, 1988; Putnam & Jones, 1982b) and strategic inflexibility (Olekalns & Smith, 2000). Competitive reciprocity is evident in the matching of defensive tactics such as substantiation, commitment, and retraction. Strategic inflexibility surfaces in the pairing of these defensive strategies with offensive strategies such as threats, attacks, and rejections to create complementary competitive sequences (Putnam & Jones, 1982b) and in a greater emphasis on the use of both competitive and complementary sequences (Olekalns & Smith, 2000). The observation that impasse dyads are more likely to match strategies and less likely to mismatch strategies (use transformational sequences) implies that tight communication structures, particularly the inability to blend cooperative and competitive strategies, result in impasse.

Research on strategy sequences also adds to our understanding of how joint gains are realized. Negotiators who reciprocate positional information obtain lower joint gains than do those who reciprocate priority information and trade-offs (Olekalns & Smith, 2000; Weingart et al., 1990). Low joint gains also characterize outcomes for negotiators who engage in asymmetric information exchange, specifically sequences in which concessions and proposal modifications elicit information (Olekalns & Smith,
This type of asymmetric information exchange is less effective than reciprocal information exchange because it represents a looser communication structure, making it more difficult to extract meaning from the interaction (Putnam & Jones, 1982b). Thus, as the effectiveness of information exchange increases, so does the level of joint gains. A small number of studies further suggested that negotiators’ goals influence the kinds of sequences linked to high joint gains (Olekalns & Smith, 2003a, 2003b). Overall, these findings indicate that high joint gains are linked to not only the type of information used but also how effectively it is exchanged.

Finally, negotiators also claim value in distributive bargaining situations that have no integrative potential. Donohue (1981) demonstrated that negotiators who claim the smaller share of the resource pool and feel blamed for the bargaining situation are more likely to respond to the other party by displaying agreement. They are also more likely than their opponents to accept rather than to reject offers. This agreeableness reduces their abilities to claim value for themselves.

Other Research on Sequences of Strategy Use. Research on culture in negotiation also examines sequential behaviors. For example, mixed culture dyads who use direct integrative sequences (e.g., explicit information exchange) obtain higher joint gains that do dyads from high-context cultures (Adair, 2003). Both cultures, however, must recognize and reciprocate these strategies to achieve high joint gains. When only one culture makes this adaptation, the negotiation results in low joint gains: Adair et al. (2001) reported that while Japanese negotiators adapt to the U.S. style of giving explicit information, U.S. negotiators fail to understand and adapt to the indirect styles of their Japanese counterparts; thus, these mixed-culture, mixed-context dyads obtain low joint gains.

Research on emotion in negotiation also considers sequential behaviors in negotiations. Van Kleef, De Dreu, and Manstead (2004a, 2004b) examined the impact of expressed emotions on the other party’s behaviors. These authors reported that expressions of anger elicit concessions from the other party, in part, because they test the other party’s limits. This finding paralleled Thompson and her coworkers’ (Thompson, Medvec, Seiden, & Kopelman, 2001) argument that an expression of extreme negative emotions (e.g., anger, indignation, or impatience) may break an impasse, signal concessions to the other party, and communicate intensity and sincerity. It was also consistent with Putnam and S. R. Wilson’s (1989) finding that threats, communicated within a cooperative context, improve joint outcomes. When contrasted with the impact of emotions in conflict situations, these findings imply that the communicative functions of similar emotions differ depending on whether they are expressed in the emotionally charged context of disputes or the more emotionally neutral context of deal making.
Analyzing strategy sequences centers on the immediate actions and reactions of the negotiators. Even though these analyses incorporate a temporal element to understanding the negotiation process, the focus is short term. Phase research also adopts a temporal perspective but investigates how bargaining strategies aggregate over longer periods of time. Similar to the work on behavioral sequences, a negotiator's actions can either maintain or challenge the strategic approach that dominates in the interaction (Olekalns & Weingart, 2003).

Phase models of the negotiation process blend cooperative and competitive strategies. They differ from the research on sequential patterns by casting integrative and distributive bargaining as critical activities at different points during the negotiation process (Holmes, 1992; Putnam, 1990; Walton & McKersie, 1965). Negotiation theorists and researchers have adopted two distinct approaches to capture how negotiation strategies aggregate over time, both falling within the phase model perspective. From one phase model perspective, sometimes referred to as “stages” of negotiation, negotiators must complete a series of tasks in one phase/stage before shifting to the next one; thus, task-completion triggers phase changes. Episodic models provide an alternative view, one which captures moment-to-moment changes in negotiation behaviors. These models define an episode as an uninterrupted sequence of the same strategies with phases shifting through an interruption in the prolonged use of a strategic pattern (Baxter, 1982; Holmes, 1992; Olekalns, Brett, & Weingart, 2003). These models fit within a broader literature on stages and interruptions of sequential patterns in group processes (Gersick, 1989; Jett & George, 2003; Okhuysen & Eisenhardt, 2002).

Stage models imply a gradual transition from one dominant strategy to another. Typically, researchers who adopt this approach segment negotiations into equal time periods and analyze changes in strategy use over these time segments. Several studies demonstrate that strategy use varies over time or across negotiation phases. The patterns that emerge indicate that the precise nature of these phases is also context dependent. For example, when in distributive negotiations, bargainers increase the frequency of messages to each other over time and increase the number of offers that they make immediately before their deadlines (Lim & Murnighan, 1994). In mixed-motive negotiations, the pattern is somewhat different in that negotiators move back and forth between integrative and distributive approaches over time (Olekalns et al., 1996; Olekalns et al., 2003). Overall, these studies revealed the time sensitive nature of strategy use.

Three studies examined the distribution of strategies across negotiation phases and the effects of these phases on joint gains. These studies showed that integrative agreements emerge from increases in flexibility and problem solving tactics over time, whereas distributive agreements evolve from the use of power struggles and contentious tactics (Olekalns
& Smith, 2000; Olekalns et al., 1996; Putnam, S. R. Wilson & Turner, 1990). Through adding culture to the mix, Natlandsmyr and Rognes (1995) reported that individualistic (Norwegian) negotiators increased the pattern of multi-issue offers over time and also obtained higher joint gains. Collectivist (Mexican) negotiators, who maintained a steady use of single-issue offers, in turn, obtained lower joint gains. Use of differential sequences across phases also influences joint gains. As Adair and Brett (2005) observed, dyads who shifted from persuasion to priority information exchange in the first of four phases and who reciprocated priority information in the second phase obtained high levels of joint gains.

In episodic models, negotiations may be punctuated by abrupt transitions in strategy use. Such transitions may reflect efforts to realign the negotiators’ strategies or they may indicate a fundamental transformation in how negotiators understand and represent the conflict (McGinn, Lingo, & Ciano, 2004; Putnam, 2004). Consistent with this view, analyses of international and other large-scale negotiations demonstrate that progress to a settlement is often punctuated by a series of discrete and highly salient events. These events may result from changes in either the negotiating context or the negotiation process. Ripe moments in international conflicts identify points in time when, for a number of external reasons, resolution is more likely (Zartman, 1992). The procedural parallel of this type of transition is a turning point, which describes a significant change in the negotiation process that moves the negotiation either forward, increasing the likelihood of a settlement, or backward, impeding a settlement (Coleman, 2000; Druckman, 1986, 2001; Druckman, Husbands, & Johnston, 1991).

In dyadic negotiations, a similar pattern occurs in how negotiators shift their strategies over time. Abrupt shifts in strategies occur when negotiators encounter a temporary impasse, that is, when negotiators recognize that they are at risk of further escalating a conflict (Harinck & De Dreu, 2004). Under these circumstances, negotiators may consciously redirect the process by making a specific intervention. That is, they may explicitly suggest a new way of proceeding with the negotiation. Such process interventions, which redirect strategy, are highly effective in shifting negotiators to a more constructive process (Brett et al., 1998). Finally, as an analogue of Druckman’s work (1986, 2001), research revealed that dyadic negotiations are similarly punctuated by both positive and negative turning points. Moreover, the emergence of positive turning points is associated with the development of trust over time whereas the emergence of negative turning points is linked to decreases in trust over time (Olekalns & Smith, 2005).

ONLINE CONFLICT MANAGEMENT

A communication perspective on conflict management would not be complete without considering the role of technology as a medium for negotiating
and resolving conflict. Advances in communication technology over the past twenty years have been revolutionary. In like manner, the research on technology and communication has grown, thus, revealing a marked change from the days when e-mails and the World Wide Web were in their infancy and negotiation decision support systems were rudimentary.

Research on the relationship between computer mediated communication and conflict management has its roots in the effects of written and oral communication media on successful conflict resolution and deal making. Dating back to the 1970s, researchers compared the relative efficacy of written, telephone, and face-to-face negotiations (Short, 1974; Turnbull, Strickland, & Shaver, 1976; Wichman, 1970). A unifying theme in these studies was that communication becomes more ambiguous and contention escalates when communication cues are filtered out through the media. Media richness, the ability of the communication medium to convey visual and verbal cues (Daft & Lengel, 1986), is central in discovering how computer mediated communication helps or hinders conflict management. This section reviews research that compares different communication media and the ways that conflicting styles and negotiation strategies are adapted to media that filter out visual and verbal cues. The conclusion of this section speculates on the challenges that computer-mediated communication poses for disputants and negotiators alike.

Media richness affects negotiators’ choice of strategies both in conflict episodes and in negotiations. A comparison among face-to-face, videoconferencing, telephone, and computer-mediated communication reveals that face-to-face disputants are more likely to collaborate, are less likely to compete, and have greater desire for future interactions than do bargainers who use only telephone and computer-mediated interactions (Purdy, Nye, & Balakrishnan, 2000). Videoconferencing, though, compares favorably with face-to-face communication and may be considered a reasonable substitute for it (Purdy et al., 2000). However, videoconferencing reduces the abilities of negotiators to identify accurately the other party’s collaborative moves, thus indicating that even small losses in social cues can impact negotiation. Offsetting this shortcoming is the finding that visual communication influences bargaining styles and reduces equivocality about negotiation orientations, thus fostering integrative bargaining (Sheffield, 1995).

Similar patterns emerge in group situations in which participants are more likely to use negative (rather than positive) conflict management strategies in computer-mediated communication than when they are working face to face (Zornoza, Ripoll, & Peiró, 2002). However, these effects may be transitory: Group members that use computer-mediated communication express more process and relational conflicts early in their interactions than do those employing other media, but these differences diminish over time (Hobman, Bordia, Irma, & Chang, 2002). This finding suggests that, as individuals become more comfortable with a new form of communication, they are able to overcome its apparent shortcomings. More-
over, computer-mediated communication may provide an escape route when conflicts flare up. Using a confederate to escalate conflict, Dorado, Medina, Munduate, Cisneros, and Euwema (2002) reported that escalatory behavior elicits avoiding in computer-mediated communication but leads to contending in face-to-face disputes.

Computer-mediated communication also affects information exchange. For example, compared with face-to-face negotiation, computer-mediated communication increases anonymity, reduces information exchange, and leads to lower joint profits (Arunachalam & Dilla, 1995). Valley, Moag, and Bazerman (1998) observed that groups who rely on asynchronous, text messages, such as e-mail, are less likely than face-to-face groups to be open with each other, to work together collaboratively, and to achieve mutually beneficial outcomes. Negotiators in computer-mediated situations also use few words, informal tones, and slow speed, making text-based bargaining systems less efficient and less easy to comprehend than face-to-face communication (Sheffield, 1995). These effects may be due to the particular features of e-mail communication. Friedman and Currall (2003) argued that using a series of intermittent, one-way messages with long-time delays in feedback promotes the bundling of multiple arguments and excessive attention to only one or two ways of interpreting a message. This process, in turn, intensifies emotions, reduces cooperation, and leads to conflict escalation. Comparisons between e-mail and other message systems demonstrated that e-mail conflicts could spiral out of control and produce antisocial behaviors (Kiesler, 1997; Orcutt & Anderson, 1977).

Even though computer-mediated communication may restrict information flow, it offers a set of tools to detect deception (Zhou, Burgoon, Nunamaker, & Twitchell, 2004). For example, patterns of language dominance in computer-mediated settings differentiate deceivers and truth tellers (Zhou, Burgoon, Zhang, & Nunamaker, 2004). The use of text-coding programs, such as LIWC (Linguistic Inquiry and Word Count), shows that deceivers make fewer self- or other-references and use more negative emotion words than do nondeceivers (Newman, Pennebaker, Berry, & Richards, 2003). These findings offer hope to negotiators who experience information asymmetry and potential deception (Murnighan, Babcock, Thompson, & Pillutla, 1999). The ability of a negotiating partner to detect deception offers negotiators a level of confidence that will reduce the risks associated with increasing trust, promoting collaboration, and improving outcomes.

Computer-mediated communication influences conflict management in three other areas—culture, emotion, and dispute resolution. In culture research, computer-mediated interactions both exacerbate and mitigate the effects of culture on face-to-face negotiations. For example, comparisons among cultures characterized as high (Japan) or low (United States) in uncertainty avoidance reveal that Japanese managers are affected by limited information and ambiguity when participating in eBay auctions.
Compared with U.S. buyers, Japanese buyers show a higher participation rate and are willing to pay more when the product information is available as a picture rather than as a verbal (text) description (Vishwanath, 2003). Consistent with a greater concern for face, Koreans are not only more likely than U.S. participants to accompany SPAM with an apology; they also view SPAM as more credible when an apology occurs (Park, Lee, & Song, 2005). Even though these findings did not focus on negotiation or conflict resolution, they suggested the potential for computer-mediated communication to magnify the cultural differences in negotiation. Conversely, the ability to spend time processing information and composing responses may offset the disadvantages that come with negotiating in a nonnative language.

Emotion plays a big role in the analysis of computer-mediated communication. Given that mediated communication can filter cues, it seems logical that disputants would be more careful in expressing emotions in this context rather than in face-to-face interactions. Research, however, reveals the opposite pattern in that individuals significantly overestimate their abilities to convey emotions via e-mail. Disputants often think they are more competent in cueing the other party than they actually are (Kruger, Epley, Parger, & Ng, 2005). Research suggested that the value of expressing emotions is limited, especially if the tone of the interaction is already negative. Thompsen and Foulger (1996) demonstrated that the use of direct emotional expressions could reduce the perception of flaming, but only when disputants have low levels of hostility. More recently, Walthier and D’Addario (2001) revealed that individuals give greater weight to the verbal content of messages than they do to the expression of emotions. However, if either the verbal content or the emotions express negativity, this orientation dominates interpretation of the entire message. Given the potential for emotional language to escalate disputes and slow resolution (Brett et al., 2007; Friedman et al., 2004), a critical area for future research is investigating how disputants can signal their emotions and intentions to the other party effectively.

A third area in which technology influences negotiation is work on dispute resolution. Since computer-mediated communication typically reduces social cues, parties are left trying to infer the other disputant’s intentions based on their words alone (Friedman & Currall, 2003; Kiesler, Seigel, & McGuire, 1984; Ramirez, Walther, Burgoon, & Sunnafrank, 2002). Individuals appear to recognize this pattern and engage in higher levels of uncertainty reduction (Tidwell & Walther, 2002). The impact of such behaviors, however, is not clear. Although Moore, Kurtzberg, Thompson, and Morris (1999) noted that sharing basic personal information via e-mail improved negotiators’ outcomes, negative impressions and low trust may still abound in the world of computer-mediated communication. Compared with participants in face-to-face negotiations, individuals who engage in computer-mediated bargaining perceive both the negotiation and the other party more negatively (Fischer-Lokou & Guéguen, 2001; Fischer-Lokou, Guéguen, & Lépy, 2004). Moreover, individuals in com-
puter-mediated interactions begin the process with low trust and then gradually build over time to the levels that are comparable with those found in face-to-face interactions (J. M. Wilson, Straus, & McEvily, 2006). Research further shows that whereas inflammatory remarks can substantially slow the trust-building process, empathic accuracy assists in developing online trust (Feng, Lazar, & Preece, 2004; Reinig & Mejias, 2004). These findings have important implications for both conflict resolution and negotiation. In both cases, trust is critical to the kinds of behaviors necessary for problem solving. This research highlights the need to better understand not only how communication assists in building online trust but also how this process shapes negotiators’ willingness to employ collaborative strategies.

Effects of Negotiation/Group Support Systems on Conflict

To counter the shortcomings of both face-to-face and mediated communication, researchers have produced a wide array of negotiation, mediation, and decision support systems (Nyhart & Samarasan, 1989; Shell, 1995; Wheeler, 1995). These negotiation support systems (NSS) aid in preparing and evaluating negotiation options (e.g., NEGOPLAN; Kersten, Michalowski, Szpakowicz, & Koperczak, 1991; and NEGOTEX; Rangaswamy, Eliashberg, Burke, & Wind, 1989) or in restructuring the dynamics of the negotiation process (e.g., Nagel & Mills, 1990; PERSUADER; Sycara, 1991). These systems simulate the negotiation problem, calculate risk and uncertainty, introduce options, and help parties assess preferences (Nyhart & Samarasan, 1989). Some software programs play the role of a mediator who assists both parties in communicating with each other (e.g., MEDIATOR; Kolodner & Simpson, 1989).

Advocates of NSS claim that these programs facilitate agreement, improve solution quality, and enhance problem-solving skills (Shell, 1995). Research, however, reveals mixed results. In terms of outcomes, Rangaswamy and Shell (1997) reported that NSS dyads reach higher Pareto optimal agreements than do face-to-face teams, but other studies show no differences between NSS and face-to-face groups in obtaining integrative settlements (Miranda & Bostrom, 1993–1994), engaging in productive conflicts (Poole, Holmes, & Desanctis, 1991), and increasing negotiation quality or satisfaction (Zigurs, Reitsma, Lewis, Hubscher, & Hayes, 1999). In studies of group conflict, teams who use group decision support systems (GDSS) employ more avoidance behaviors, more voting tactics, less interpersonal conflicts, and lower amounts of issue conflict than do control groups, even though the two conditions do not differ in outcomes (Miranda & Bostrom, 1993–1994; Poole et al., 1991). Overall, NSS serves a useful function in clarifying procedures and deciphering complex technical tasks, but research leads to mixed results regarding its promise to improve negotiated outcomes.
As an emerging area, the study of communication technology and conflict management needs to move away from comparing different types of media. Media per se extend beyond the physical features of particular technologies into the ways that negotiators determine appropriate options and interpret the strategies that bargainers use (DeSanctis & Poole, 1994). The negotiation process literature suggests potential avenues for investigation. For example, researchers might track the sequences, patterns, and phases of bargaining when using communication technologies. Specifically, several threads of conversation can run concurrently in the use of instant messaging and this written, synchronous medium may affect patterns of communication in conflict management. Researchers also need to investigate the ways that bargainers combine different media in negotiations, as scholars have done with trade negotiations that employ telephone, computer-mediated, and face-to-face interactions and discussions (Firth, 1995). Finally, future research on negotiation support systems needs to move beyond design and explore the conditions under which the software systems would be an asset or a hindrance to effective negotiations.

CONCLUSION

In general, scholars have gained numerous insights about the role of communication in conflict management and negotiation. Yet, there is still much to be done. The inherent difficulties in studying communication processes act as a barrier to the rapid growth of knowledge in this field (Weingart, 1997; Weingart, Olekalns, & Smith, 2004). Yet, as this review shows, understanding the complex relationships between antecedent factors and the choice of conflict styles and negotiation tactics is central to improving dispute resolution and reaching effective negotiated agreements.

There are many opportunities for expanding theory and knowledge in this field. Despite the increase in the number of studies that examine antecedent factors, research on the types and ways that context shapes negotiated behaviors is limited. Although researchers incorporate a range of antecedent conditions (e.g., face concerns, power, culture, outcome goals, emotion), scholars have not developed a systematic approach to the study of contextual factors. That is, scholars include a wide array of different context variables that might influence conflict management, but they do not build on a theoretical model of their interrelationships. Consequently, researchers cannot draw any broad conclusions about the ways that external factors affect behavioral choices. The absence of a theoretical framework that identifies and unifies context variables contributes to this problem.

This issue explains why seemingly identical variables exert different effects on the same behavior and outcomes. In particular, identical goals (to maximize own or joint outcomes) have different effects on negotiation behaviors and outcomes. For example, when researchers manipulate goals explicitly through instructions, they influence both behavior and
outcomes, but when they are established implicitly through disposition or culture, they tend to affect only behavior. This finding raises the broad question as to whether other contextual factors have different effects on behavior and outcomes, depending on whether the research design introduces them explicitly or they surface implicitly through other antecedent variables. Examples of such variables include situational power versus power distance and high- versus low-context communication patterns. Another example is the finding that implicit cues influence behavior in the absence of clear external ones, but when external cues are present, these factors dominate research findings (Olekalns & Weingart, 2003). The explanatory power of this relationship remains unclear.

Moreover, research on the behavior–outcomes relationships reveals slightly different findings in the conflict management and negotiation domains. Whereas the conflict management literature focuses on the intangible consequences of strategy use, such as disputant satisfaction, negotiation research centers on the fine-grained analyses of strategy patterns and substantive outcomes. Whereas conflict management studies focus on the effectiveness of strategies for managing disputes, negotiation research asks how communication strategies contribute to the equality of a settlement. Because research in the two domains is asymmetrical, negotiation studies could benefit from focusing on the relationship between behaviors and intangible outcomes while conflict management research could benefit from concentrating on the relationship between behaviors and the quality of settlements.

Finally, both domains would benefit from exploring the complex relationships between context, communication, and outcomes. To our knowledge, a limited number of studies address these relationships in negotiation and only two studies consider these complex relationships in dispute resolution (Friedman et al., 2004; Pinkley, Brittain, Neale, & Northcraft, 1995). Knowledge of these relationships is increasingly important given that context appears to contribute to outcomes more significantly than does limiting the quality or nature of settlements. These findings suggest the need for a contingent model of strategic choice (e.g., Carnevale, 2006).

Many studies included in this review center on individuals and their strategic choices for managing conflicts. However, recognizing that individuals act in dyads or groups suggests that scholars should focus on patterns of behavior and the temporal aspects of negotiation and conflict management. This focus shifts analyses from the individual to the dyad or the negotiation/conflict episode as a whole. Again, an asymmetrical pattern typifies research in the negotiation and the conflict management domains. On the whole, negotiation researchers concentrate on the dyad and immediate patterns of action–reaction (strategy sequences), whereas conflict management researchers examine how an entire conflict episode unfolds. This difference in context may emanate from studying negotiation in laboratory settings as opposed to studying conflict management in the field. Examining interaction sequences may be easier in the lab
than in the field while tracking conflict episodes may be natural for field investigations.

Finally, research on the role of technology in negotiation and dispute resolution focuses largely on the relative efficacy of various media; hence, it lags behind studies of face-to-face negotiation and dispute resolution. Linking the use of technology to communication patterns (e.g., sequences and phases) introduces the idea of using technology to manage conflict in productive ways. For example, researchers could pose the questions: Can technology help negotiators sustain cooperative cycles and prevent contentious ones over time? Or, can technology be used to structure the expressions of emotion in ways that assist negotiators in reaching resolution to a conflict?

This chapter aimed to review the progress in the field of communication and conflict over the last 20 years. Certainly, the number of studies examining the role of communication in negotiation and conflict management has grown. However, the development of research trends in the field seems somewhat haphazard in nature. This pattern may reflect, in part, the lack of a clear theoretical framework to guide research as well as the different interests of negotiation and conflict management scholars. In particular, while scholars in both domains address similar broad questions, their focus on the relationships between communication and conflict is asymmetrical. A more complete picture of these relationships would occur if researchers addressed these asymmetries. The greatest knowledge gaps in this work center on the temporal aspects of negotiations; thus, an important direction for future research is to link the evolution of strategies over time to emotional expressions and link the use of technology to communication structuring over time. We concluded by looking to the future and recognizing that, increasingly, communication would occur through media other than face-to-face interactions. Understanding how culture, emotion, and trust play out in the online world is critical to the effective use of communication in resolving disputes and making deals.
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Group decision making has become a crucial aspect of organizational performance (Hackman, 1998; Ilgen, 1999). Within organizations, a great variety of decision-making groups and teams exists—management teams, command-and-control teams, cross-functional project teams, self-managed work teams, as well as computer-assisted teams in which members are located in different countries or continents. All of these teams have one thing in common: Inevitably, conflicts arise regarding divergent ideas, interests, or values held by individual team members. However, based on current knowledge, it is hard to give a conclusive answer to the question of how conflict and different methods for managing conflict affect a groups’ ongoing processes and decision making.

Gaining insight into the factors that influence conflict and conflict management in decision-making groups, as well as into how conflict and conflict management in turn affect group processes and decision-making performance, is thus important from both a theoretical and applied perspective. In this chapter, we will focus especially on the role of social motives—preferences for distributions of outcomes between oneself and
one’s team members (McClintock, 1976)—which, as we will see, constitute a major driving force of conflict behaviors and influence group decision making.

In Figure 4.1, we present an overview of the chapter. Our goal is to review research on the effects of social motives on group conflict and decision making, aiming to clarify how social motives influence whether conflicts benefit or, in contrast, harm group processes and decision-making performance. To do so, we will start by defining the major concepts used in this chapter. Then, we will give an overview of the various dispositional and situational antecedents of social motives. After that, we will describe the effects of social motives on negotiation found by studies in the negotiation research tradition and the factors that moderate these effects. This will be followed by a review of research about the effects of social motives and the factors that moderate these effects that has been conducted in the group decision-making research tradition. We will end the chapter by discussing questions that need future research and suggesting possible directions for further empirical work.

FIGURE 4.1. Overview of the concepts reviewed in this chapter and relationships between them. Note: Under each concept, specific operationalizations are listed. Moderators that are suggested to play a role in this chapter, but which have not been empirically investigated yet, are in italics.
CONFLICT AND GROUP DECISION MAKING: THE ROLE OF SOCIAL MOTIVES

In the literature about group decision making, the words group and team are often used interchangeably, and many different definitions of what groups and teams are have been offered over the years (e.g., Guzzo & Dickson, 1996; Kerr & Tindale, 2004; Levine & Moreland, 1998; Levine & Thompson, 1996). Although there are exceptions, most authors converged on the idea that it seems wiser to be inclusive than exclusive and, therefore, to use a broad definition of what a team or group is (Levine & Moreland, 1998). In line with Guzzo and Dickson and Hackman (1987), we define a decision-making team or group as a number of individuals who view themselves and are viewed by others as a social entity and who are interdependent because they perform a task together which has a specified output (e.g., solutions or decisions).

This interdependence, which is the defining characteristic of a team, is mixed motive in nature (Schelling, 1960). This means that two different motivations are present in any team: the proself motivation to achieve a high utility or outcome for oneself, and the prosocial motivation to achieve a high utility or outcome for the team as a whole. Which of these motives should take precedence often creates a dilemma for group members (Kelley & Thibaut, 1978). As an example, imagine a team in which some members have to work overtime in order to finish an important presentation for a customer. In this case, a proself motivation would lead a team member to go home early and let others finish the job, whereas a prosocial motive would lead this team member to stay late and make sure the presentation is ready before the customer arrives. The dilemma of choosing between the prosocial and the proself motives can be resolved by personal dispositions of team members and situational demands which lead team members to put more weight on either of the two motives at any moment (De Dreu, Weingart, & Kwon, 2000; Liebrand, Jansen, Rijken, & Suhre, 1986; Van Lange, 1999; Van Lange & Kuhlman, 1994; Weingart, Bennett, & Brett, 1993). Moreover, over time, team members may resolve some of the tension between the two motives, for example, by demonstrating “enlightened self-interest,” the realization that, oftentimes, one’s own interests will be best served if one takes into account the interests of others. This can prompt them to adopt some “middle position” between a purely proself and a purely prosocial motivational orientation. Even then, situations will occur in which prosocial tendencies predominate or in which proself tendencies prevail. For now, it is important to note that we should not assume that members of a given team are always prosocial or proself motivated. Rather, their motives are flexible to a large extent. Nevertheless, throughout this chapter, we will show that the social motives team members adopt have a strong and consistent influence on their conflict management strategies and further team processes and decision-making outcomes. Therefore, comparing the effects of prosocial and proself motives serves an important analytical function.
Many scholars argued (e.g., see De Dreu et al., 2000; Kelley & Thibaut, 1978) and showed (e.g., see Van Lange, 1999; Weingart et al., 1993) that different social motives trigger different “mindsets,” or “mental models”—that is, a prosocial motive causes individuals to frame and define the task situation differently than a prosocial motive. Individuals who adopt a prosocial motive tend to transform the team situation into a cooperative game, in which harmony, fairness, and collective success are important. When evaluating behavior in mixed-motive situations, Liebrand et al. (1986) found that prosocially motivated individuals attach more significance to a morality dimension than to a potency dimension. That is, prosocial individuals define the situation as a choice between morally appropriate and inappropriate alternatives. In contrast, individuals who hold a prosocial motivation tend to transform the team situation into a competitive game in which power, independence, and personal success are key. They evaluate behavior in mixed-motive situations in terms of a potency dimension; they tend to see cooperative behavior as weak, and independent and competitive thinking as strong and smart.

Whether group members adopt a prosocial or a prosocial motivation is an important determinant of the way in which conflicts are addressed. We define group conflict as the process that begins when one or more group members experience tension because of perceived differences with other members (De Dreu, Harinck, & Van Vianen, 1999). These conflicts can focus on the distribution of scarce resources, differences in opinion, or value differences, and they can be centered on task-related or socioemotional issues. The research on the effects of social motivation on conflict and group decision making that we review in this chapter has concentrated in two areas that are not tightly integrated. The first area is that of small-group negotiation, and the second area is that of group decision making in a broader sense. The first research tradition is characterized by the use of well-controlled laboratory experiments focusing on decision making within a conflict situation. In the second area of research, both laboratory and field studies are conducted. Rather than examining decision making within the context of conflict directly, in many of these studies, conflict is seen as an input factor, influencing more distal decision-making processes and outcomes. After discussing the sources of different social motives in groups, we will first discuss the work on decision making that has been done in the field of negotiation and then proceed to work on group decision making in a broader sense. We will also discuss moderators of the effects of social motives that have been identified in both research traditions. After our analysis, we will focus on questions that await further research.

ANTECEDENTS OF SOCIAL MOTIVES

As previously argued, team members can have different social motives; they can either predominantly focus on the interests and outcomes of the
group as a whole or predominantly focus on their own interests and outcomes. These social motives have been demonstrated to have a critical influence on the way in which conflicts are managed in groups (cf., De Dreu et al., 2000; Deutsch, 1973; Tjosvold, 1998). Before discussing these effects of social motivation in detail, we will first discuss the diverse sources of social motives in teams by looking at how several team input variables relate to the social motivation of team members.

**Individual Differences**

Several dispositional variables have been found to affect individuals’ prosocial and proself orientations. Dispositional concern with future consequences (Messick & Brewer, 1983) as well as individuals’ tendency to trust (Yamagishi & Sato, 1986) has been shown to make people more inclined to adopt a prosocial motive. On the other hand, Machiavellianism, a person’s tendency to deceive and manipulate others for personal gain (Christie & Geis, 1970), has been shown to be related to adopting a proself motivation.

Much research has concentrated on social value orientation (McClintock, 1972), a stable individual difference variable. In this approach, individuals’ tendencies to make either prosocial or proself choices are measured using so-called decomposed games. An individual is confronted with a number of choices between distributions of resources for him- or herself and an unknown other that reflect a more prosocial or a more proself oriented motivation. Differences in social value orientation, as established with this measure, have been found to be a strong predictor of behaviors in a variety of contexts, such as making cooperative versus egoistic choices in social dilemma games (Van Lange & Kuhlman, 1994), commuting to work by car (a proself choice) or by public transport (a more prosocial choice; Van Lange, Van Vugt, Meertens, & Ruiter, 1998), donating to public goods (Van Lange, 1999), and self-sacrifice in relationships (Van Lange, Agnew, Harinck, & Steemers, 1997; for reviews, see Kelley & Thibaut, 1978; Rusbult & Van Lange, 1996).

Van Lange, Otten, De Bruin, and Joireman (1997) were interested in where social value orientations originate. They found that, compared with people with a proself orientation, prosocials exhibited greater levels of secure attachment and grew up with more sisters. According to Van Lange, Otten, et al. (1997), this indicated that the development of different social value orientations was at least partially rooted in different patterns of social interaction in early childhood and young adulthood. Furthermore, they found that the prevalence of prosocials increases from early adulthood to middle adulthood and old age, whereas the prevalence of proselfs decreases. Because Van Lange, Otten, et al. employed a cross-sectional research design, they could not infer whether this effect was due to cohort differences, selective mortality in the group of proselfs, or the
shaping of social value orientations in the direction of a prosocial motivation as age increases.

Other determinants of social motives are the individual group members’ personalities in a broader sense. The leading approach to dispositional differences between individuals is the five factor model (FFM), a robust taxonomy of personality (Costa & McCrae, 1992). The five factors are extroversion, agreeableness, emotional stability, conscientiousness, and openness to experience. The trait of agreeableness is intrinsically interpersonal in nature (McCrae & Costa, 1989). Group members high on agreeableness tend to be friendly, trusting, warm, tolerant, and eager to help others and to be helped in return (Costa & McCrae). This trait seems clearly related to team members’ social motivation; it may be expected that groups with a high level of agreeableness are more prosocially motivated than groups with a lower level of this trait (cf. Barrick, Stewart, Neubert, & Mount, 1998; Moynihan & Peterson, 2001). Indeed, Wagner (1995) found that highly agreeable individuals were more likely to be rated as cooperative group members by their peers. Likewise, Graziano, Jensen-Campbell, and Hair (1996) found that, even in tasks that were designed to elicit conflict, agreeable individuals perceived less conflict and saw their opponents as more positive than those lower in agreeableness, indicating that they approached the conflict in a more prosocial manner.

Situational Variables

Apart from dispositional differences, situational variables play an important role in determining the social motives of team members. The social motive one adopts may in large part depend on one’s ethnic or organizational culture. Following Hofstede (1980) and Triandis (1989), collectivistic and individualistic cultures are often distinguished. In the predominantly used measure of individualism–collectivism, the IndCol, a horizontal and vertical dimension is distinguished (Singelis, 1994). In horizontal collectivism, people have an interdependent self-construal (e.g., a low need for distinction and uniqueness), and status differences are not very important. In vertical collectivism, the need for distinction and uniqueness are also low, but relative status is valued and important. In horizontal individualism, people want to be unique and distinct but they are not especially interested in having a higher status. Finally, in vertical individualism, people want to be distinguished and have a higher status than the others (Triandis & Gelfand, 1998). Probst, Carnevale, and Triandis (1999) found that scores on the “vertical individualism” scale of the IndCol, which contains items such as “winning is everything,” are correlated to a proself motive. As may be expected, they also found positive correlations between the collectivism subscales and a prosocial motive. Although a criticism of the
previously mentioned studies might be that their results seem tautological (e.g., individualistic individuals have a stronger proself motive and collectivistic individuals have a stronger prosocial motive), their value lies in demonstrating that social motives are rooted in cultural differences.

Organizational culture, in the sense of the norms and values that are communicated to teams, is important in shaping team members’ social motives as well. Instructions by superiors have been demonstrated to increase either team members’ prosocial or their proself motivation. If managers communicate to group members that it is important that they should be concerned with each others’ welfare, members are likely to adopt a more prosocial orientation (e.g., see Pruitt & Lewis, 1975; Weingart et al., 1993). A study by Deutsch (1958) demonstrated that the effects of communication by supervisors or third parties on the emergence of social motives can be quite strong even if these communications are subtle and implicit. Participants in a laboratory study who engaged in a decision-making task with someone else and who were told that this other person was their partner engaged in more constructive behavior than participants to whom the other person was described as an opponent.

Related to the effects of supervisor communications, the reward structure under which teams function plays an important role. Whereas team rewards, in which the rewards that one team member receives are positively correlated with his or her group members’ rewards, induce a prosocial motive, individual-based incentive structures, in which payment depends on how well a team member does individually, tend to induce a proself motive (e.g., see Beersma et al., 2003; Schulz & Pruitt, 1978).

Group members’ moods have also been shown to affect social motivation. A review by Barry, Fulmer, and Van Kleef (2004) showed that, in the context of integrative negotiation, positive moods seem to increase prosocial motivation, whereas negative moods decrease prosocial motivation. For example, Carnevale and Isen (1986) increased participants’ positive affect by having them read funny cartoons. This reduced the use of contentious tactics in a bargaining task and increased joint gain. Kramer, Newton, and Pommerenke (1993) found similar results. Participants who experienced a positive mood because they had watched a humorous video before the negotiation achieved higher joint outcomes than participants that had watched an affect neutral video. Baron’s (1990) results also seemed to indicate that a positive mood increases prosocial motivation. Although his participants negotiated against a confederate whose behavior was preprogrammed and, thus, negotiation performance could not be assessed, he found that participants who had been exposed to a pleasant odor made more concessions during negotiation. This can be seen as a possible indication that they cared more about the other party’s interests. Likewise, Forgas (1998) gave participants a small gift (some candy) and found that they treated their counterparts in a negotiation task more constructively than participants who had not received a gift. These effects
were mediated by positive mood. Finally, Allred, Mallozzi, Matsui, and Raia (1997) showed that participants who experienced a negative mood (i.e., they were angry because they had been led to believe that their counterpart behaved in a way that negatively affected them) had lower regard for their counterpart’s interests and ultimately achieved lower joint outcomes. The previously mentioned research showed both emotions, which are specifically directed at the other party, and more general moods affect social motivation.

A team’s history and social relationships within the team can affect social motivation as well. Unfortunately, much research on social motives in teams has largely ignored the fact that, in real life, team members often have an ongoing relationship with a history and future together. Although this history and future may affect whether team members adopt primarily prosocial or proself positions, most often, team conflict and decision making are studied either in the lab, with ad hoc teams lacking a shared history or future, or cross-sectionally in the field, which also excludes the possibility of investigating the effects of the team history and future. Evidence points to the fact that a team’s past and future matter. For example, Ben-Yoav and Pruitt (1984) showed that knowing one will interact with a group member in the future renders conflict-management tactics more constructive. Finally, Fry, Firestone, and Williams (1983) showed that existing relationships between conflict parties make the conflict interaction less hostile.

SOCIAL MOTIVES AND TEAM DECISION MAKING

The preceding overview showed that social motives can be triggered by a whole array of different sources. We discussed dispositional differences and features of the situation in which a team finds itself, including past or anticipated future experiences. In the following, we will come to the core purpose of this chapter: to examine the relationships between social motives, conflict, and team decision making. We will argue that in decision-making situations, at any given time team members tend to adopt motivational positions that are prosocial or proself. Whether group members adopt a prosocial or a proself motive is a crucial determinant of how conflict will be managed and, in turn, of how it will affect team decision making. In the following, we describe studies from two research areas that have traditionally been independent, despite the common implications they have for team decision making. The first is research on group negotiation, which has mainly employed laboratory experiments to investigate the effects of social motives on conflict and decision making in teams. The second area is that of research on team decision making, in which both lab and field research have addressed the question of how social motives and conflict affect team decision making.
LITERATURE ON GROUP NEGOTIATION

The Role of Social Motives in Negotiation Processes and Outcomes

Research on the effects of social motives on group negotiation and decision making has concentrated mainly on two-party (dyadic) negotiations. Fortunately, there are also some studies that have focused on larger teams, and these are relevant to the purpose of this chapter. Within the negotiation tradition, typically, ad hoc groups of participants are assembled in the laboratory, one or more of the “sources” of social motives previously discussed are either measured or manipulated, and groups perform a negotiation simulation.

In such a simulation, group members receive information about the negotiation case and the issues at stake. To measure the quality of group decision making, researchers examine negotiation outcomes. Each member receives a “profit schedule” in which he or she can see how much each possible agreement is worth. In a typical negotiation simulation, individual pay-offs are negatively correlated, such that when one party does better, others do worse. However, negotiators’ outcomes often are not perfectly diametrically opposed. Instead, like real-life negotiations, the simulations have integrative potential, in that one party’s gains do not equal others’ losses. Thus, parties can achieve high outcomes when they trade off losses on unimportant issues for gains on more important ones.

Negotiating team members can choose from a range of so-called integrative behaviors including the exchange of information about preferences and priorities, trading off losses on issues that are relatively unimportant for gains on more important issues (i.e., logrolling), and the cooperative creation of value, and distributive behaviors including competitive claiming, the use of threats and punitive capabilities, and the communication of persuasive arguments and positional commitments (i.e., statements of “final offers”; Pruitt & Carnevale, 1993). Integrative behaviors are more likely to lead to effective decision making than distributive behaviors. In addition to this, team negotiations have the interesting feature that the outcome preferences of the individual team members can be structured asymmetrically, such that multiple parties may share the same interests on more than one issue, such that one faction of parties with similar preferences on multiple issues may face another faction with opposing preferences on these issues. For negotiators facing such a situation, forming a coalition, i.e. “any subset of a group that pools its resources or unites as a single voice to determine a decision for the entire group” (Murnighan & Brass, 1991), can be a lucrative option.

In the following we will give an overview of negotiation studies that have investigated the impact of social motives on group decision making. In a lab study by Beersma and De Dreu (1999) on three-person negotiations, social motive was manipulated by reward structure (i.e., team
rewards for high joint profits in the prosocial and individual rewards for high individual profits in the proself condition). Results indicated that prosocially motivated groups more often were able to achieve an integrative agreement than groups which members had a proself motive. Moreover, negotiations of prosocial groups ended in a costly impasse less often than those of proself groups. The effect of social motive on negotiation could be explained by higher levels of trust and more integrative and less distributive behavior in prosocial teams.

A study by Weingart et al. (1993) was another example of research on the effects of social motives on group decision making in a negotiation context. Apart from examining the effects of social motives, Weingart et al. also examined the interaction between social motives and agenda setting (e.g., the way in which issues were considered). In negotiations, parties can consider the issues either one by one or together, as a package. Although the first option, called "sequential negotiation," is a popular one in many real-life negotiations (Thompson, Mannix, & Bazerman, 1988), this procedure is likely to lead to suboptimal decision making in negotiations with integrative potential. When parties negotiate about each issue on the agenda one by one, they tend to overlook the possibility to trade off losses on issues that yield lower outcomes for gains on issues that yield higher outcomes, and, therefore, miss the opportunity of forming integrative agreements. However, simultaneous consideration of issues may also have its drawbacks in groups. Because team negotiations are more complex compared with dyadic negotiations, as more parties’ interests and preferences need to be addressed, considering issues simultaneously may be too complicated for group members, leading to suboptimal decisions as well.

The results of Weingart et al. (1993) revealed that proself teams considering issues sequentially obtained lower profits than teams in all other conditions, which did not differ from one another. An examination of the negotiation processes of a number of teams that had participated in their experiment showed that prosocial teams overcame the limitations associated with sequential processing of issues by developing norms of reciprocity. Whereas sequential issue consideration made the development of package deals by explicit logrolling impossible, prosocial team members would still reciprocate concessions on one issue with concessions on other issues, even if the reciprocation were delayed. Although these findings need to be interpreted with caution because they were based on post hoc explanations and few cases, they do lead us to conclude that a prosocial motive may not only be highly functional in team negotiations, but that it can also overcome the influence of other variables that would otherwise hinder the negotiation process. In the next section, we will address in more detail studies that examined the influence of structural variables that may moderate the effects of social motives on conflict management and decision making in negotiation.
One structural variable that may influence the effects of social motives on negotiation is the preference structure of the negotiation task. Research has often investigated so-called symmetrically structured negotiations, in which each negotiating party meets with the same number of group members that have opposite as well as compatible preferences (e.g., preferences on each of the negotiation issues are different among factions and all factions have the same size). However, negotiations may also be structured in such a way that a subset of team members has compatible interests, which are opposed to the interests of the remaining group members, such that a majority with compatible interests faces a minority with different interests. These asymmetrically structured negotiations make the possibility of forming coalitions that exclude one or more others from an agreement very salient (Beersma & De Dreu, 2002). Another structural variable that may impact the social-motives decision-making relationship is the nature of the decision rule team members adopt to determine when an agreement is valid or not. Finally, the number of team members with a prosocial motivation and a proself motivation may affect the social-motives decision-making relationship because teams are not always homogeneous with regards to social motives. We review studies that addressed these variables next.

In asymmetrical task structures, where some group members’ interests are aligned, forming coalitions to serve one’s own interests becomes salient. However, whether team members can actually form coalitions depends on whether their decision rule requires unanimity or a majority. The majority rule makes coalitions legitimate. The unanimity rule, in contrast, makes coalitions unnecessary; any one member has veto power. In some situations, this may result in distributive power play, where team members use their veto power to block agreements proposed by other parties that they feel do not serve their interests enough.

Beersma and De Dreu (2002) predicted that whether this power play would indeed occur would depend on the team members’ social motive. Specifically, in asymmetrical tasks, in which a majority with aligned preferences exists, those excluded from the majority faction would be likely to use distributive tactics including the use of their veto power to prevent disadvantageous agreements but only when they have a proself motivation. Because this distributive power play could be expected to deteriorate negotiation outcomes, decision quality would be especially low when an asymmetrical structure was combined with unanimity rule and a proself motive. In an experiment, preference structure (symmetrical vs. asymmetrical) was manipulated by using different types of profit schedules. Decision rule was manipulated by informing participants in the unanimity-rule condition that all three team members had to agree on a decision in order for it to take effect, whereas participants in the majority-
rule condition were informed that a decision could be implemented when a majority (that is, two out of three team members) favored this decision (cf. Mannix, Thompson, & Bazerman, 1989). As in the study by Beersma and De Dreu (1999), social motive was again manipulated using reward structure. Results indicated that when the negotiation task was asymmetrically structured, teams engaged in more distributive and less integrative behavior. Also, in an asymmetrical (but not symmetrical) task structure, unanimity rule resulted in low joint outcomes when teams had a prosel rather than prosocial motive.

The results of Beersma, Kooij, Ten Velden, and De Dreu (2007) were in line with this. Rather than manipulate social motivation, they measured team members’ agreeableness, and found that on an asymmetrical negotiation task, teams low in agreeableness showed poor decision making (e.g., low negotiation outcomes) under the unanimity rule. Summarizing, the results of these studies show that team members’ social motives interact with structural variables and that social motives become even more important in decision-making situations where there is a risk of distributive power play.

Unfortunately, in the work reviewed thus far, all members of one team were given the same motivation, resulting in homogenously prosocial or homogeneously proself teams. This yields only limited insight into the processes and consequences caused by social motives in teams, because in real-life teams motivational heterogeneity may be the rule rather than the exception. It can be argued that in teams which members have mixed social motives, team members will reciprocate each others’ behavior, and therefore, the team will converge to the social motive of the majority within the team. Thus, the more prosocial (as opposed to proself) team members are, the more likely they will use integrative strategies, and the less likely they will use distributive strategies. Alternatively, based on the findings from experimental gaming research (Kelley & Stahelski, 1970), one might argue an “asymmetrical contagion” effect of proself motivation, such that having proself members in a team will have a disproportionate effect on the negotiation processes because the behavior of even one selfishly motivated member will put the other team members on the defensive, forcing them to respond with distributive behavior. If this is the case, teams with at least one proself member will use integrative behaviors less and distributive behaviors more than teams in which there are no proself members.

Although few studies have examined the possible consequences of motivational heterogeneity in dyads (e.g., see Schei & Rognes, 2003), research has only begun to investigate the effects of mixed social motives in teams. As a case in point, Weingart, Brett, and Olekalns (2003) examined the processes that occur in motivationally diverse teams. They compared four person teams with zero, one, two, three, or four prosocially motivated members (with any remaining team members holding a proself motive). They found that teams consisting of all prosocial members
engaged in distributive strategies less than teams with one or more pro-
self members, supporting the “asymmetrical contagion” argument previously discussed. Apparently, in teams with at least one proself member, the other team members respond distributively—regardless of their initial social motive. For integrative behavior, however, Weingart et al. (2003) found that the more prosocial members in a team, the more integrative information exchange took place. Unfortunately, no data regarding decision quality were reported. Therefore, conclusions as to whether the distributive strategies in teams with one or more proself members had a negative effect on negotiation performance and as to whether the information exchange in the teams with more prosocials had a positive effect cannot be drawn.

Integrating the Weingart et al. (2003) study with the study by Beersma and De Dreu (2002), Ten Velden, Beersma, and De Dreu (2007) examined motivational heterogeneity in teams negotiating under a unanimity or majority rule. They argued that the positions that prosocial and proself team members held were more crucial in determining negotiation processes and team decision making than the sheer number of prosocial or proself members. Even when teams contain only one proself team member, the motivation of this team member can have a disproporti-
ate effect on the team processes and decision making, but only if this team member is empowered. One way in which a team member can be empow-
ered by the structural features of the negotiation is by the decision rule that a team uses. In an asymmetrically structured negotiation, a negotiator’s interests can either be aligned with those of other par-
ties or not; and in the latter case, this negotiator holds a minority posi-
tion. In this case, the decision rule that a team uses determines whether minority or majority members are empowered. Because unanimity rule gives the right to veto to all team members, a minority member is rela-
tively powerful under this decision rule. Whether he or she will use this power to influence the negotiation processes for his or her own benefits is likely influenced by his or her social motive. Proself negotiators will probably use their veto powers to block unfavorable decisions by the majority, whereas prosocial minorities are less likely to do so. Therefore, Ten Velden et al. predicted that under unanimity rule, more decision blocking by the minority, leading to less optimal decision making would occur when the minority had a proself motive.

Whereas unanimity rule empowers minority members, majority rule empowers the majority because it enables them to exclude a minority from the agreement. Again, whether team members would use this power will depend on their social motives, such that under majority rule, majorities consisting of all proself negotiators will engage in less problem solving behavior than prosocial or mixed majorities, resulting in more unevenly distributed outcomes.

Results from this study confirmed the general prediction that it is not the number of prosocial and proself negotiators in a team that deter-
mines processes and outcomes, but rather under unanimity rule, the social motive of the minority member plays a crucial role, whereas under majority rule, the social motive of the minority members plays a crucial role. Thus, more distributive agreement blocking was found under unanimity rule for teams that had a proself minority member rather than a pro-socially motivated minority member. This resulted in lower joint negotiation outcomes, reflecting suboptimal decision making. Interestingly, having a proself minority lowered the collective negotiation outcomes of the entire team, but under only unanimity rule (Ten Velden et al., 2007).

However, under majority rule, the social motive of the majority members determined processes and outcomes. Specifically, teams with pro-social majorities showed more problem-solving ability than teams with proself majorities and teams with mixed majorities (e.g., one prosocial and one proself majority member). As expected, this resulted in negotiation decisions in which outcomes were distributed much more unequally over team members in teams with proself majorities than in teams with mixed or prosocial majorities.

Taken together, studies that took the moderating role of negotiation structure and decision rule into account showed that social motives play an especially important role in decision-making situations in which there is a risk of destructive power play, such as in asymmetrical negotiations. The results of the first few studies that started to investigate the effects of mixed social motives in teams look promising, in that they show that the effects of the number of proself and prosocial team members are moderated by the interest positions these prosocials and proselfs take and by the decision rule.

Summary of the Findings of Negotiation Research

Our overview of the effects of social motives on team decision making in the context of negotiation leads to an unequivocal conclusion. Results show that a prosocial motive leads to better decision making at the group level of analysis. Teams whose members are prosocially motivated develop more trusting relationships and engage in more integrative behaviors. Perhaps the most important finding of this line of research is that prosocial motivation also leads teams to optimal decisions (e.g., integrative outcomes). Studies on the factors that moderate the effects of social motives showed that these effects are even more pronounced in situations in which team members are prone to destructive power play, such as in asymmetrical negotiations. Finally, the effects of the social motives of specific (empowered or powerless) team members on group processes and decision-making quality are reliably predicted.

Skeptics might argue that the use of joint negotiation outcomes as an operationalization of decision quality paints a one-sided picture. After all, in a negotiation, what constitutes effective decision making can be argued
to depend on the motive of the negotiator. Prosocial negotiators might find an integrative agreement yielding high joint outcomes very effective, but proself negotiators might favor an agreement in which they do well for themselves, albeit at the costs of others. As a counterargument, it seems highly unlikely that the organizations in which negotiating teams function would not see integrative outcomes yielding optimal group outcomes as the best possible decisions these teams can make, certainly when we keep in mind that nonintegrative solutions leave “money on the table” and do not use the resources available to negotiators optimally.

Furthermore, one might argue that the negotiation tasks used in the studies previously presented are “rigged” so as not to be zero sum, whereas the real world is often marked by zero sum games. However, there are good reasons to doubt this position. Many real-life negotiation situations do have integrative potential, but negotiators fail to realize this because of premature judgment, assuming that the negotiation situation is a “fixed pie” and searching for a single answer without considering inventing issues to add to the negotiation agenda (Fisher & Ury, 1981; Pruitt & Carnevale, 1993; Thompson & Hastie, 1990). Fortunately, research by Neale and Northcraft (1986) showed that experienced negotiators are less susceptible to this view of negotiations as a zero-sum game and that they realize the integrative possibilities that many real-life negotiation situations possess.

Interestingly, taking a closer look at the negotiation studies reviewed here reveals that even from an individualistic point of view, prosocial negotiators often do better than proself negotiators. Attempts at claiming too much of the negotiation pie for oneself often meet with resistance on the part of team members which often leads to a costly impasse. Even if one has a proself motive, following an integrative strategy and arriving at an integrative outcome is, on average, a lucrative option.

Even if we accept that joint negotiation outcomes are indeed valid operationalizations of decision quality, we might still ask whether the different “sources” of social motives in teams (e.g., dispositional differences, situational variables) all affect negotiation processes and decision quality in the same way. In reply to this, a meta-analysis of 28 negotiation studies by De Dreu et al. (2000) showed that different sources of social motivation are functionally equivalent; when a certain variable triggers a prosocial motive, conflict management is more constructive than when it triggers a proself motive, and no differences between dispositional and situational variables were observed. However, there is one caveat to these results. Of the 28 studies in the meta-analysis, most involved dyads and only two employed teams as the unit of analysis. However, as we have no theoretical reasons to assume that different sources of social motives would not be functionally equivalent in team negotiations, and the results of the studies described here do not imply otherwise, we conclude that the meta-analytic findings are likely to generalize to team negotiations.
Group negotiation is one area in which research has been conducted on conflict and group decision making. Although this research has taught us a lot about the effects of social motives on conflict management processes and team decision making, the operationalization of team decision making used in this area of research is rather limited. Studies have almost exclusively focused on negotiation outcomes. In real-life groups, there is, of course, much more to decision making than only the specific outcomes of a situation in which the team members were confronted with conflicting interests. After dealing with conflict, teams have to return to their everyday tasks and perform effectively. The question of interest is therefore whether and how conflict affects team decision making in a broader sense, that is, not only during the conflict episode itself. As our focus is especially on the influence of social motives during conflict, we are specifically interested in those studies that examined the influence of social motives on the relationship between conflict and team decision making.

A first question is whether social motivation affects conflict management processes in broader decision-making settings as it has been shown to do in negotiation. Studies that have examined the influence of team members’ agreeableness (an individual difference) on team outcomes suggest that this is indeed the case. Barrick et al. (1998) conducted a study among 51 work teams and found that teams with a particularly disagreeable member and teams with a low average team score on agreeableness experienced more conflict, were less cohesive, and performed less effectively according to their supervisors than teams that did not have such a disagreeable person in the team or had a higher average agreeableness score. These findings can be understood by looking at studies on the effects of agreeableness on individual conflict management strategies. For example, Graziano et al. (1996), as well as Jensen-Campbell, Graziano, and Hair (1996), found that individuals high on agreeableness preferred constructive negotiation and disengagement strategies above strategies based on power. The opposite was true for individuals low on agreeableness. Moberg (2001), who also focused on how individuals manage conflict, distinguished four conflict management strategies: nonconfrontation (handling conflict indirectly by minimizing differences, avoidance, or withdrawal), confrontation (handling conflict directly by facing or discussing issues straightforwardly), compromising (handling conflict by conceding and problem solving), and control (handling conflict directly by competing, contending, or dominating). He found that agreeableness was positively related to compromising and negatively related to control, providing more evidence that agreeableness leads to more constructive conflict management.
The study by Barrick et al. (1998) on teams together with the evidence on individual conflict management that can be derived by the studies of Moberg (2001) and Graziano and colleagues (Graziano et al., 1996; Jensen-Campbell et al., 1996) led us to conclude that social motivation affects conflict management processes in decision-making teams as it does in negotiation teams. However, this research does not answer the question of how social motives during conflict exactly influence teams’ decision-making effectiveness.

Many scholars have suggested that a prosocial approach to conflict benefits group decision making in the long run. For example, Rubin, Pruitt, and Kim (1994) speculated that such a prosocial approach would lead to positive conflict experiences like achieving integrative agreements, and thereby enhance interpersonal relations, increase team members’ feelings of self-efficacy, and decrease the likelihood of future conflict. Their arguments are consistent with the results of studies on teams in organizations, showing positive correlations between cooperative attitudes, constructive conflict management, and group functioning.

An impressive line of studies by Tjosvold and colleagues (for an overview, see Tjosvold, 1998), consistently shows that when group members adopt a prosocial motive, they engage in more constructive conflict management. Specifically, Tjosvold argues and shows that a prosocial orientation to conflict fosters “constructive controversy,” a process in which team members express their divergent ideas and opinions and try to integrate these into an optimal decision. Evidence for this perspective comes from a laboratory experiment by Tjosvold and Deemer (1980), in which 66 dyads discussed a work-distribution issue. Results showed that dyads discussing the case in a prosocial context with a confederate who emphasized mutual benefits reached integrative decisions more often than dyads discussing the case in a proself context with a confederate who emphasized that each of the parties should try to prevail. Likewise, Tjosvold, Wedley, and Field (1986) showed that constructive controversy was significantly correlated to managers’ self-described successfulness of decision-making experiences. Thus, the higher the constructive controversy, the more successful the decisions were. Moreover, Tjosvold, Dann, and Wong (1992) demonstrated that perceiving cooperative goal interdependence led individuals to engage in constructive controversy, and to focus on good customer service, work efficiently, and make progress on their tasks. Furthermore, research by Tjosvold and De Dreu (1997) showed that Dutch employees who indicated that they engaged in constructive controversy had better interpersonal relationships than employees who did not engage in constructive controversy. The process of constructive controversy was also related to higher ratings of efficiency and to more confidence in future collaboration. Finally, in a study on 61 self-managing teams, Alper, Tjosvold, and Law (2000) showed that teams employing constructive controversy felt that they were more effective in handling conflicts and received higher performance ratings from their management than teams that did not.
Jehn and Shah’s (1997) study on friendship and acquaintance groups also speaks to the positive effects of prosocial motivation on group performance. Groups of friends were found to perform better on both motor and cognitive tasks than groups of acquaintances. Moreover, this effect was mediated by higher levels of cooperation as rated by independent judges and commitment to the group as rated by group members, in the friendship groups relative to the groups of acquaintances. As social relationships are a well-known determinant of social motives (Ben-Yoav & Pruitt, 1984; Fry et al., 1983), from these results we might again conclude that the stronger the prosocial motivation in the group, the better the group’s performance.

Further evidence that hints in the direction of positive effects of a prosocial motive on conflict management and team decision making comes from a study by Eisenhardt (1989). In a study of top management teams of eight microcomputer firms, she found that teams which approached conflicts by a process of “consensus with qualification” showed higher speed of decisions, a performance aspect that was crucial in the high-velocity environments in which the studied firms operated. A closer look at “consensus with qualification” shows that this process is characterized by (a) attempts to reach consensus by involving all team members in the decision and (b) if consensus is not reached right away, the CEO or the member responsible for the specific decision area making the decision. Interestingly, this process is a cooperative process in principle. Only when a decision cannot be reached by integrating team members’ ideas, is a decision forced by the relevant team member. Slow teams were characterized by less active conflict management. One member of a “slow” team cited in Eisenhardt’s study lamented the problems associated with veto power that caused slow and inadequate resolution of conflict. Relating this to the work on team negotiations discussed earlier, we might tentatively conclude that the “slow” teams experienced problems related to conflict because of their proself motives. Because these motives were not formally assessed in Eisenhardt’s work, this remains to be investigated, however.

The findings of Korsgaard, Schweiger, and Sapienza (1995) also point toward positive effects of a prosocial orientation on team decision making. In their experiment with 20 intact management teams of a Fortune 500 company, they instructed team leaders to show either high or low consideration for members’ input and to either change or not change their decision based on team member input. They found that both consideration and team member input into the decision led to higher ratings of procedural fairness. Furthermore, procedural fairness was positively related to decision commitment, member attachment to the team, and trust in the leader. Finally, and most importantly, teams whose members perceived higher procedural justice made better strategic decisions as evaluated by two independent judges. From this, Korsgaard et al. conclude that procedures that enhance perceptions of procedural fairness improve coop-
eration and commitment to decisions without sacrificing decision quality. This is interesting in light of findings within the field of group negotiation by Beersma and De Dreu (2003), who showed that procedural fairness is a crucial mediator of the effects of prosocial motives on decision quality in negotiation. Apparently, when team leaders and members approach decision making in a prosocial way, this enhances procedural fairness perceptions and thereby decision quality.

Other findings that might lead us to conclude that a prosocial motive has positive effects on conflict management and team decision making come from a study by Amason (1996). The results of his study of 53 top management teams in the United States showed that conflict could benefit decision quality as long as positive, cognitive disagreement in the teams was not accompanied by dysfunctional affective conflict. According to Amason, a cooperative context would reduce the tendency for cognitive disagreements to arouse affective conflict.

Janssen, Van de Vliert, and Veenstra’s (1999) findings also attest to the importance of a cooperative context in determining the conflict–performance relationship in teams. In their study, members of management teams rated the extent to which they perceived cooperative interdependence in their team. They also rated task conflict, person conflict, integrative and distributive conflict behavior, decision quality, and the affective acceptance of the decisions that were made. Results revealed that a cooperative context was especially important in the case where teams experienced high levels of both task and person conflict. Specifically, when person conflict arose alongside task conflict, it was vital that team members perceived cooperative interdependence. High levels of perceived interdependence resulted in less distributive and more integrative conflict behavior relative to when cooperative interdependence was perceived as low. Also, under circumstances of high task conflict combined with high person conflict, perceptions of positive interdependence were related to high decision quality and high affective acceptance of decisions. Janssen et al. concluded that, when person conflict interferes with task conflict, team members need to perceive a cooperative context in order to engage in cooperative conflict behavior, which eventually enables them to perform well.

Related to this, Simons and Peterson (2000) conducted a study in which they collected data about conflict and decision making from 70 top management teams of U.S. based hotel companies. Their data show that, in top management teams in which there was low interpersonal trust, task conflict was dealt with in a more aggressive way than in teams characterized by high trust. Also, in the former, low-trust teams, task conflict was more often related to dysfunctional relationship conflict. They also found that in those top management teams in which members raised their voices to one another, task conflict was more strongly related to relationship conflict than in teams where this as not the case. As low levels of trust and elevating one’s voice are probably related to, or indicative of, insufficiently
cooperative, prosocial ties in the team, this again points to the possibility that conflicts can help decision making as long as team members are prosocially motivated when dealing with the conflict. De Dreu and Weingart (2003) also discussed this possibility in their meta-analysis on fifteen studies of work teams in which conflict, job satisfaction, or team performance were measured. Perhaps task conflict can help teams perform well, as long as there is a prosocial climate that guarantees psychological safety (Edmondson, 1999) and norms of openness (Jehn & Shah, 1997).

Although mostly cross-sectional in nature, and thus inconclusive about both causality and long-term consequences, the previously mentioned work suggested that a prosocial motivation during conflict and negotiation fosters group consensus and stimulates further group functioning. Interestingly, other research, reviewed in detail in chapter 5 of this book, has suggested that a proself, rather than a prosocial, approach to negotiation benefits group performance. For example, research by Nemeth and her colleagues (for an overview, see Nemeth & Staw, 1989) suggested that a certain level of proself motivation during conflict may be functional for groups, in that it stimulates creativity and innovation. Individuals in brainstorming groups perform better and generate more creative ideas when competition and winning are rewarded (Munkes & Diehl, 2003). Moreover, work on devil’s advocacy (a situational determinant of proself motivation) and groupthink has shown that groups make less reasoning errors, are more innovative, and reach better decisions when conflict is induced and independence is valued, compared with situations in which consensus is maintained and harmony is promoted (e.g., De Dreu & West, 2001; Janis & Mann, 1977; Schulz-Hardt, Jochims, & Frey, 2002; Schweiger, Sandberg & Rechner, 1989). These disparate literatures reviewed above thus indicate that when individual group members are attempting to “win” and strive to outperform each other by coming up with better ideas, this will serve the long-term needs of the group and benefits collective performance. If group members focus on their own input and performances, rather than on achieving consensus and maintaining harmony, the group is more creative and reaches better decisions.

Thus, the above studies on team decision making have not provided a conclusive answer to the question of when and why different social motives benefit or hinder group decision-making effectiveness. In the following, we will review research pointing to various moderators of the social motives during conflict–decision-making relationship.

Moderators of the Effects of Social Motives on Decision-Making Processes and Outcomes: Recent Studies and Suggestions for Future Research

Our above review showed that neither a prosocial nor a proself motivational orientation is uniformly advantageous for group decision making. To answer the question of how social motives during group conflict exactly
affect subsequent decision-making performance, in this section we will take a closer look at characteristics of the teams’ tasks. We will start by reviewing recent studies that have investigated how the effects of social motives during conflict and negotiation on further team performance are moderated by the characteristics of the team task, and we will conclude this section by suggesting possible avenues of research in this new area of study.

Research by Beersma, Hollenbeck, et al. (2003) showed that different aspects of team performance on a decision-making task can be distinguished, and that the effects of a prosocial versus a proself orientation on team performance are contingent on the different aspects of task performance. They found that in a command-and-control simulation task, a prosocial orientation helped teams enhance their decision-making accuracy, but it reduced the speed with which decisions were made. A proself orientation, on the other hand, was found to benefit speed but to inhibit accuracy. This can be explained by the fact that in order to perform accurately, teams need to coordinate by sharing information with one another, building on this information, and helping one another to make the right decisions. A prosocial orientation helps teams to do so. However, the same coordination that helps teams to perform accurately also comes at the cost of the team’s speed. When speed is critical, teams whose members have a proself motive are at a clear advantage because these team members do not bother to lose time by coordinating and helping one another, but rather try to work for their own interests as fast as they can. Thus, which social motive is more functional for team performance may depend on which aspect of performance is more important, speed versus accuracy. This in turn depends on the boundary conditions under which the team is operating (e.g., type of market, number of competitors, difficulty of the task, and cost associated with errors).

The preceding findings point to the intriguing possibility that whether a prosocial or proself orientation to conflict helps or hinders subsequent team decision making may depend on the characteristics of the decision-making task the team has to perform. Consistent with theorizing on person–task fit (Hollenbeck et al., 2002; Kristof, 1996, Muchinsky & Monahan, 1987), Beersma and De Dreu (2005) proposed that there needs to be a fit between the task requirements and the dominant behavioral tendencies within the group for groups to perform well (cf. Peterson & Nemeth, 1996).

Tasks differ in the extent to which they require divergence or convergence between group members. Team decision-making tasks with a strong focus on creativity, as for example brainstorming tasks, require high levels of divergent performance, whereas team decision-making tasks with a strong focus on single solutions, such as planning and execution tasks, require high levels of coordination and convergent performance (Hackman, Jones, & McGrath, 1967; McGrath, 1984). Because individuals with a prosocial motivation value harmony, inclusiveness, and coordination, they may do much better on the convergent performance aspects of a task than on the divergent performance aspects. Individuals with a proself
motivation, in contrast, value independence, personal success, and critical attitudes, and this fits better with divergent performance. Put differently, groups whose members have a prosocial motivation during conflict may perform subsequent decision-making tasks better than groups whose members have a proself motivation when the tasks require convergent activity, but worse when the tasks require divergent activity.

In two experiments, Beersma and De Dreu (2005) found support for this contingency idea. In the first study, the social motives of three-person teams were manipulated using incentives, and post-negotiation performance was measured by having teams engage in a task that had both convergent and divergent aspects (e.g., producing advertisement slogans). Results revealed that whereas a prosocial motive during negotiation stimulated convergent post-negotiation performance (e.g., producing useful slogans giving much information), a proself motive during negotiation stimulated divergent post-negotiation performance (e.g., producing innovative, original slogans). In a second experiment, Beersma and De Dreu (2005) tested whether social motives independently affect decision making, or whether this is only the case when team members’ social motives have been acted upon in a conflict-evoking task. They manipulated social motives and whether teams negotiated prior to a decision-making task. Teams engaged either in a convergent planning task, in which they had to come up with one solution to a specified problem, or in a divergent creativity task, in which they had to come up with a variety of different ideas. Results showed that a prosocial motive stimulated performance on the convergent task, but decreased performance on the divergent task only when teams negotiated prior to the team task. A proself motive during negotiation had the opposite effect; it stimulated performance on the divergent task and harmed performance on the convergent task. The answer to the question of whether having prosocial and proself motives during conflict helps or hinders group decision making thus seems to be that it depends on whether the teams’ task requires convergence or divergence.

Interestingly, in an experiment, Goncalo and Staw (2006) replicated the finding that a proself orientation stimulates creativity in divergent tasks. They primed participants with either individualistic or collectivistic orientations, concepts that are strongly related to proself and prosocial motives. They found that in a brainstorming task, groups that had been primed with an individualistic orientation generated more ideas and more highly creative ideas, but only if they had received instructions to think divergently (e.g., “be creative”) instead of convergently (e.g., “be practical”).

Although the above studies give us some insight into the effects of social motives during conflict on group decision making, there are a number of questions awaiting further research. For one, future studies should examine in more detail which mediating processes are responsible for the contingent effects of social motives during negotiation and post-negotiation task type on team performance. It is important to note that Beersma and De Dreu’s (2005) results showed that social motives affected group
decision making only when the group experienced a task that led them to experience conflict. Social motives by themselves had no effect on decision making.

In line with this, Beersma, Hollenbeck, et al. (2007) found that team agreeableness affected team decision-making accuracy only in a command and control simulation task when teams had experienced a negotiation situation and not when decisions were made by the experimenter. This effect might have occurred because proself teams tend to engage in contending behavior during conflicts, characterized by persuasive arguments, and by using positional commitments, threats, and bluffs. Prosocial teams, on the other hand, engage in problem solving, characterized by information exchange, listening, and mutual concern. Contentious, forcing behavior might set the stage for independent, divergent thinking in post-negotiation tasks, whereas problem solving might set the stage for collaboration and convergent thinking.

Although Beersma and De Dreu (2005) measured negotiation behavior in their studies, they did not find evidence for mediation of the effects of social motives on team decision making by these behaviors. Therefore, it might be not so much a team member’s own social motive that affects his or her behavior in a decision-making task but rather his or her experiences with the team members. When teams engage in a conflict-inducing task, members are fully exposed to each others’ social behavior (directed by their social motives), and this experience may set them up for either good coordination (when they experienced prosocial team members) or high individual effort (when they experienced proself team members). This idea of norm formation that affects processes and performance in subsequent group tasks is supported by findings of Bettenhausen and Murnighan (1985). In their experiment, groups of five people interacted in four subsequent decision-making tasks in which they had to distribute outcomes across the group members. Bettenhausen and Murnighan compared the outcome distributions of these groups with those that participated in an earlier experiment (Murnighan & Szwajkowski, 1979), in which group members interacted in the same tasks, but were unable to see each other or communicate verbally. Comparing the results across these two studies showed that in the interacting groups, the patterns of outcome distribution established in the first sessions became regularities over time. So, through group interaction, team members’ expectations seemed to converge toward either cooperation or competition. This was not the case in the noninteracting groups.

That group norms exert a powerful influence on decision making is also exemplified by a study by Postmes, Spears, and Cihangir (2001). They found that groups that had engaged in a consensus-norm invoking task (making a poster) performed more poorly on a subsequent decision-making task than groups that had engaged in a critical-norm invoking task (engaging in a group discussion). Their results also showed that this effect was group-based; when members were asked to make an individual deci-
sion after the first task, no performance differences between conditions were found. From this work, we might thus conclude that norm formation could be one reason why social motives during group negotiation affect performance in a subsequent task.

The possibility that experiences with others’ behaviors, motives, and expectations about how other group members will behave might play a crucial role is also shown by the aforementioned study by Beersma, Hollenbeck, et al. (2007). In their study, teams first engaged in a team command-and-control simulation task under either prosocial (team reward) or proself (individual reward) conditions. In a second task, all teams transferred to a team reward structure. Before making the transition to the new structure, a decision had to be made regarding the distribution of team roles, and this was decided either by team negotiation, a possible conflict-inducing state, or by the experimenter. Results showed that teams with a prosocial history demonstrated more accurate performance when the role-allocation was made for them, whereas teams with a proself history showed more accurate performance when they negotiated the decision. According to Beersma, Hollenbeck, et al. the difference between the actual, experienced process relative to what team members expected was the critical determining factor in terms of how conflict affects further performance. Whereas in the negotiation condition, no differences between previously proself and previously prosocial groups were found in actual negotiation processes, previously prosocial teams expected the negotiation to be cooperative and were unpleasantly surprised by the level of conflict they were facing. Previously proself teams, however, expected fierce competition and were relieved to see the conflict was not as harsh as they expected.

One topic that future research should investigate is the extent to which expectations and experiences of group members’ social motives drive the effects on team decision making. For example, an intriguing question is: Does knowledge about group members’ social motives already begin to influence the decision-making strategies a team member opts for, even when no actual interaction has taken place yet, or is interaction necessary for the effects of social motives to occur? Related to this, future studies could examine the mechanisms by which knowledge about group members’ social motives gets transferred within groups—do team members learn about each others’ social motives by verbal cues or by more subtle nonverbal cues?

Another relevant question is how heterogeneity of social motives in teams affects team decision making. In the studies previously described on the effects of social motives during negotiation on decision making, members within a team were always given the same social motive. However, as we also discussed in the section on negotiation studies, group members often enter a decision-making process with different social motives, resulting in motivational heterogeneity. Kelley and Stahelski (1970) already showed that those identified as high on prosocial motives when
confronted with those high on proself motives shifted toward a more proself motivation, whereas individuals identified as high on proself motives tended to stick to their orientation and “exploited” more prosocial individuals (see also Chatman & Barsade, 1995; Steinel & De Dreu, 2004). The findings by Weingart et al. (2003), discussed earlier in this chapter, are in line with this.

This suggests asymmetrical contagion of social motivation: Proself motives tend to be more contagious than prosocial ones. As an aside, this is one of the major propositions of structural adaptation theory (SAT; see Ellis, Hollenbeck, Ilgen, Humphrey, & Li, 2006; Johnson et al., 2006; Moon et al., 2004). According to SAT, it is easier for individuals and groups to move to a more chaotic, less ordered structure than to a more ordered one. Like physical systems, social systems are differentiated by their degree of complexity, and more energy is required to maintain the structure of complex systems than simpler ones. In terms of complexity, structures that embody high levels of interdependence and mutual adjustment between individuals are more complex relative to those where each individual is an independent decision-making agent concerned only with his or her own outcomes. Thus, as a proself context requires less organization and coordination than a prosocial one, SAT would predict that having a proself minority in an otherwise prosocial group would make the group as a whole shift to a proself motive. It is interesting to investigate whether this process could undermine the positive effects of prosocial motivation on convergent tasks and, likewise, whether having a proself minority in an otherwise prosocial group may benefit performance on divergent tasks because of the same process. Studies examining this question could also vary the extent to which certain group members are empowered by the group’s decision procedures and rules (cf. Ten Velden et al., 2007) to examine whether power position affects the influence of different team members’ social motives.

We also believe that studying the impact of conflict types on further group decision making is a topic that deserves attention. In the experimental studies on the effects of conflict on further decision making that have been conducted so far, a conflict of interests or negotiation-type conflict task has been used to induce conflict (cf. Beersma & De Dreu, 2005; Beersma, Hollenbeck, et al., 2007). According to McGrath (1984), two types of conflict can be distinguished: (a) conflicts over interests and over points of view or (b) cognitive conflict. Likewise, Druckman and colleagues (Druckman, Rozelle, & Zechmeister, 1976; Druckman & Zechmeister, 1973) distinguished between three types of conflict: (a) conflicts over interests, (b) intellective conflicts (conflicts about “who is right” in which the topic over which there is a conflict could ultimately be objectively verified), and (c) evaluative conflicts (conflicts over “who is right” in which the topic over which there is a conflict is a matter of taste or opinion). Some scholars argued that the type of conflict does not matter in determining its effects on decision making. For example, Tjosvold (1998) argued that for future
group functioning, it does not matter whether a conflict is cognitive or interest based, what matters is how the team members deal with it.

However, research by Harinck, De Dreu, & Van Vianen (2000) showed that conflict-management strategies change as a function of the conflict type. Specifically, in conflicts of interests, group members used more integrative behaviors, like logrolling, and in intellective and evaluative conflicts, they used more contentious, forcing behaviors. Future research needs to integrate these findings with the results of Beersma and De Dreu (2005), who found that the type of decision-making task interacts with the social motives group members had during conflict to determine their decision-making performances. Do social motives play a role in cognitive conflicts at all, and if so, how? Is cognitive conflict more “useful” to enhance future group decision making than conflict of interests, and if so, why? The question of how different conflict types affect further decision making and what the role of social motivation is in this is definitely an intriguing one that deserves more research attention.

Another direction for future studies is to examine more facets of group dynamics than decision making alone. Apart from affecting decision making, social motives are likely to also influence the “softer outcomes” of working in groups, such as well-being and health (Dijkstra, Van Dierendonck, & Evers, 2005; Giebels & Janssen, 2005) or job satisfaction (Guerra, Martínez, Munduate, & Medina, 2005). In their meta-analysis, De Dreu and Weingart (2003) found a negative relation between conflict and satisfaction. What we do not know yet is how this relation comes about—does conflict impact job satisfaction or does job satisfaction lead to conflict—and whether it is moderated by team members’ social motives during the conflict. Studies should therefore investigate the effects of social motives during conflict on “soft” outcomes.

Finally, the studies on the contingency between social motives and task types discussed so far were all laboratory studies with ad hoc student teams. A question for future research is whether the results of these studies can be generalized to intact organizational teams. To examine whether the contingency theory presented here applies to intact work groups that collaborate over longer periods, longitudinal field studies should be conducted. Over a longer time span, effects might be reduced, as a study by Brodbeck and Greitemeyer (2000) exemplified. In their study, ad hoc groups suffered from process losses in their first and second task trials, but these process losses were substantially reduced or even eliminated when subsequent task trials were included. This might also be the case with the effects of social motives during group conflict or negotiation on performance; over time, effects might be diminished. Alternatively, these effects might become entrenched and exert even stronger influence over performance as time goes by due to a norm formation process, (cf. Bettenhausen & Murnighan, 1985). Future work should investigate these questions.
CONCLUSION

We have reviewed studies on conflict and group decision making, focusing on social motivation, a variable that has a crucial impact on conflict dynamics and decision-making performance in teams. First, we reviewed studies that demonstrated that social motivation has different sources. We then reviewed work from the negotiation literature, which showed that within this area of research, prosocial motives have been shown to lead to more constructive behavior and more optimal decision making than proself motives. Furthermore, the effects of social motives in negotiation were shown to be moderated by the negotiation structure and by motivational heterogeneity in the team.

We then reviewed research on more distal team decision making, showing that although some researchers argue for the beneficial effects of a prosocial motive on team decision making, others argue for the beneficial effects of proself motives in teams. This led us to studies on potential moderators of the relationship between social motives during conflict on the one hand and decision making on the other hand. We argued that whether a prosocial or proself motive helps or hinders team decision making is contingent on whether the team’s task has mainly convergent or mainly divergent aspects. Although some studies have started to demonstrate the validity of this contingency model, many questions remain unanswered. We hope that the areas for future research we suggested will inspire researchers to proceed investigating the fascinating area of conflict and team decision making still further.
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Dissent as a Facilitator: Individual- and Group-Level Effects on Creativity and Performance
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For most people the word conflict has a negative connotation: Conflict indicates that a “normal,” harmonious state is disturbed, that something is wrong, and that things are not as they should be. Consequently, conflict is something that has to be avoided, that has to be resolved or, at best, that has to be managed. In this chapter, we will try to show that a particular type of conflict, namely conflict brought about by being confronted with dissenting opinions, can be productive in that it stimulates creativity and performance.

This chapter is divided into four sections. In the first section, we highlight the notion that conflict brought about by dissenting opinions facilitates creativity and performance by reporting particular illustrative studies from this field of research. In the second section, we outline the psychological processes that mediate the facilitative effect of dissent on creativity and performance. In this section, we also draw a distinction between minority and majority dissent. In the third section, we address the question of how organizations can use dissent systematically to enhance creativity and performance. In the final section, we summarize what we know about the role of dissent for individual creativity and group decision-making quality so far and highlight some questions that would be fruitful to investigate in the future.
In this section, we will consider three lines of evidence indicating that dissent stimulates creativity and performance. When we speak of “dissent,” we mean any situation where a person is confronted with one or more other persons’ opinions, and at least one of these opinions is different from his or her own opinion. Hence, if one had not already made up one’s mind about an issue, and if one were now confronted with two persons’ opinions on that issue that contradict each other, this would not be a case of dissent according to our definition (e.g., for a treatment of such situations, see Erb & Bohner, 2001). However, if one already had an opinion on that particular issue, the situation would constitute a case of dissent because necessarily at least one of the other persons’ opinions contradicts one’s own opinion. In contrast, if these two persons had the same opinion as one has, we will call this “consent.”

First Example: Dissent and Perspective Taking

Imagine you are a member of a management board and have to decide whether the contract of a manager should be extended or not. While having lunch at the cafeteria, you start a conversation about this issue with another member of the management board. It soon turns out that both of you agree on extending the manager’s contract. In the evening, you discuss this issue with another member of the management board in your company’s fitness center. This time, the member of the management board is in favor of letting the manager go—that is, she contradicts your opinion. What do you think—in which of these two situations would you be better able to accurately understand the other person’s reasoning and underlying motives? Would you better understand the one who agrees or the one who disagrees with you?

This question was addressed in a seminal experiment conducted by Tjosvold and Johnson (1977). In the first part of the experiment, participants were asked to read a moral dilemma. The dilemma involved a school principal who had to decide whether to allow a student newspaper, which students appreciated but parents disliked, to continue. Participants were asked to indicate what course of action the school principal should take. Later on, they discussed the moral dilemma with another ostensible participant who was actually a confederate of the experimenter. The confederate was trained to consistently present arguments that reflected his or her primary interest, which, in this case, was to maintain social order through respect for rules, the law, authority, and the status quo. In the no-controversy condition, the confederate took the same position as the participant as to how the moral dilemma should be solved. In the controversy condition, the confederate took the position opposite from the participant.

The dependent variable was the accuracy with which participants understood the perspective of the confederate, that is, his or her primary
interest in maintaining social order. This was operationalized by asking the participants after the discussion to indicate how the confederate would reason on another moral dilemma. Specifically, participants were asked to pick from a list of 11 arguments those 4 the confederate would most probably use to support his position. Wanting to maintain social order characterized 3 of the 11 arguments. To the extent that the participants were able to identify those three arguments as being the ones the confederate would use, they were considered to understand the confederate’s perspective. The main finding was that participants in the controversy condition were significantly more likely to identify those three arguments than participants in the no-controversy condition were. Subsequent studies expanded this finding by showing that dissent particularly has these facilitative effects on cognitive perspective taking and understanding of the other’s position if an atmosphere of “constructive controversy” is given—that is, open debate and constructive criticism are highly valued (e.g., Tjosvold, 1982; Tjosvold & Deemer, 1980; Tjosvold & Field, 1985; Tjosvold, Johnson, & Lerner, 1981). In sum, dissent—at least when the context allows free expression of it—seems to lead to more accurate cognitive perspective taking than consent does. In other words, dissent can help us to understand someone else.

Second Example: Dissent and Individual Creativity

Whereas accuracy in person perception helps us to understand and get along with others in an organization, we would not expect this variable to be as strongly linked to performance measures as, for example, team performance in organizations. A variable that is more closely linked to such performance measures is creativity. We speak of creativity if people generate new, original ideas and novel problem solutions. Does dissent affect creativity? An intriguing study by Nemeth and Kwan (1985) shed light on this topic. Participants were asked to judge a series of 20 slides for color and brightness. In fact, all of these slides were blue in color. However, in the majority condition, prior to their judgments participants were informed that 80% of previous participants had judged these slides as “green” and 20% of participants had judged them as “blue.” In the minority condition, participants were told that 20% of previous participants had judged these slides as “green” and 80% of participants had judged them as “blue.” Hence, dissent came from either a majority or a minority of previous participants. In the control condition, no information about disagreeing judgments of previous participants was given. In both experimental conditions, each participant was paired with one confederate who answered first and judged the slide to be “green” on all 20 trials. Hence, the judgment of the confederate should have been viewed as either a minority or a majority judgment. Following this judgment session, participants were asked for word associations to the words blue and green.
The results of this study, illustrated in Figure 5.1, proved to be striking. First, participants exposed to an opposing minority judgment gave more associations than participants in the majority and the control conditions. Second, and even more important, participants exposed to the opposing minority judgment gave more creative word associations than participants in the other two conditions. For example, a response of a participant in the control or the majority dissent condition to the word *blue* might be *sky*. In contrast, the responses of participants faced with disagreement from a minority to *blue* might be *jazz* or *jeans*. Other studies by Nemeth and her colleagues (Nemeth, Brown, & Rogers, 2001; Nemeth, Connell, Rogers, & Brown, 2001) corroborated this basic finding by showing that minority dissent stimulates creative ideas and solutions to a given problem. Further studies from this research program showed that minority dissent can also facilitate memory performance (Nemeth, Mayseless, Sherman, & Brown, 1990) as well as resistance against conformity pressures (Nemeth & Chiles, 1988).

Even more striking, there is evidence showing that the productive effect of a dissenting minority occurs regardless of whether or not the dissenting minority is correct. In a seminal study, Nemeth and Wachtler (1983) used an *embedded figure task*, asking participants to find all comparison figures that contained a standard figure. Specifically, participants were shown a series of slides with a standard figure on the left and six comparison figures on the right. One comparison figure was very easy. When alone, participants named only this easy comparison figure as containing the standard figure. Depending on the experimental condition, in each
session either two (minority condition) or four of the six participants (majority condition) were confederates who said the standard figure was embedded both in the easy comparison figure and in one other figure. Again, depending on the experimental condition, this answer was either correct or incorrect. Consistent with the results previously described, participants exposed to minority dissent were more likely to find novel correct solutions than participants exposed to majority dissent or participants in the control condition. Thus, minority dissent enhanced not only creativity but also performance (more correct solutions compared with the other conditions). Importantly, this finding held true regardless of whether the minority was correct or incorrect.

**Third Example: Dissent and Group Decision Quality**

So far, the reported facilitative effects of dissent were located at the individual level: Individuals became more accurate in understanding other persons’ positions after having been exposed to dissent, and individuals showed higher creativity and better performance after having been confronted with dissenting minority opinions. Since dissent characterizes a relation between two or more persons—does dissent also have beneficial effects on creativity and performance if the persons with different opinions have to perform together as a group?

A direct test of this hypothesis was recently conducted by Schulz-Hardt, Brodbeck, Mojzisch, Kerschreiter, and Frey (2006). In this study, Schulz-Hardt et al. used a hidden profile task to investigate whether dissent in group members’ prediscussion preferences has a beneficial effect on group decision quality. So-called “hidden profiles” are dual- or multiple-alternative group decision tasks in which the information about the decision alternatives is distributed among the group members such that no member can detect the best alternative on the basis of his or her individual information set. To understand this type of task better, it is necessary to distinguish between shared and unshared information (Stasser & Titus, 1985). Whereas shared information is known to all group members prior to discussion, unshared information is held by only one group member. In a hidden profile, shared and unshared information have different decisional implications (i.e., favor different alternatives), and the alternative implied by the unshared information is the correct one. Hidden profiles are particularly important in group decision making because, faced with a hidden profile, groups can uncover a superior decision alternative that none of their members supported individually. Hence, hidden profiles represent a class of situations that can result in innovative and superior decisions by groups. Unfortunately, groups predominantly fail to solve hidden profiles (for overviews, see Brodbeck, Kerschreiter, Mojzisch, & Schulz-Hardt, 2007; Mojzisch & Schulz-Hardt, 2006; Stasser & Birchmeier, 2003).
Schulz-Hardt et al. (2006) constructed a personnel selection case with four decision alternatives for three-person groups, with three equally attractive suboptimal alternatives and one superior alternative (the correct solution). For the sake of simplicity, let us assume that, in the light of the total information, Candidate C is the best candidate, whereas Candidates A, B, and D are equally inferior (in the real experiment, this distribution was rotated). However, because information was distributed in a hidden profile manner, for each member Candidate C was less attractive than the three other candidates on the basis of the individual prediscussion information. In the experimental design, a hidden profile condition without dissent (homogeneity, e.g., all group members preferred the same suboptimal candidate prior to discussion) was contrasted with four dissent conditions: pure minority dissent (two members preferred the same and the third member preferred a different suboptimal candidate prior to discussion), pure full-diversity dissent (all three members preferred different suboptimal candidates prior to discussion), minority dissent with proponent (two members preferred the same suboptimal candidate and the third member preferred the correct candidate prior to discussion), full-diversity dissent with proponent (two members preferred different suboptimal candidates, the third member preferred the correct candidate prior to discussion). In an additional control condition, group members received the complete information set prior to discussion (no hidden profile).

In the experiment, participants first had to read and evaluate their individual information about the candidates. After they had indicated their preference for one of the candidates, three-person groups were formed according to the experimental conditions previously listed. The groups then had to discuss the case and make a group decision for one of the candidates. It should be emphasized that groups were explicitly informed that each member had only a subset of the whole information, that these subsets were partially different, that a best solution existed on the basis of the full information, and that making the correct decision would be rewarded.

In accordance with the previous literature (e.g., Kelly & Karau, 1999; Lavery, Franz, Winquist, & Larson, 1999; Stasser & Titus, 1985), the groups were overall not very successful in solving the hidden profile. Whereas all groups made the correct decision if the group members had full information prior to discussion (no hidden profile), only 35% of the groups with a hidden profile distribution of information chose the correct candidate. Among these, consent groups (e.g., groups with homogeneous prediscussion preferences for a suboptimal candidate) had the lowest solution rates, namely only 7%. As Figure 5.2 illustrates, these solution rates were significantly higher in groups with pure minority or pure full-diversity dissent; about 27% of these groups solved the hidden profile. In other words, although in the latter groups all three members preferred suboptimal candidates at the beginning, the fact that they had dissent among
their individual preferences allowed them to make better decisions than consent groups where all three members preferred the same suboptimal candidate. When groups with dissent among their members’ prediscuss preferences contained a proponent of the best candidate, there was an even higher likelihood that the hidden profile was uncovered as compared with dissent groups in which all members entered discussion with a suboptimal preference—about 62% of the proponent groups solved the hidden profile.

In sum, the results of the Schulz-Hardt et al. (2006) study showed that, in cases where the best choice is not evident at the beginning, group decision quality benefits from dissent (for related findings, see also Brodbeck, Kerschreiter, Mojzisch, Frey, and Schulz-Hardt, 2002). Wanous and Youtz (1986) reported similar effects of dissent on the quality of group problem solving. Additionally, Sniezek and Henry (1989) demonstrated dissent to be beneficial to the accuracy of group judgments. Not surprisingly, the benefit obtained from dissent is larger if at least one of the members with dissenting opinions favors the best solution at the beginning of the discussion. However, the Schulz-Hardt et al. (2006) study showed that dissent also facilitates decision quality if none of the dissenting individual preferences is correct. In other words, under conditions of dissent, three blinds together might be able to see.
The exemplary findings reported in the previous section demonstrate that, if one intends to facilitate creativity and performance, dissent works. The question that arises then is how does it work? In other words, what are the psychological processes that mediate these facilitative effects of dissent? In addition, not all types of dissent may lead to the same processes. As previously illustrated, minority dissent has different consequences for creativity and performance than majority dissent does, and, thus, different processes may operate for minority versus majority dissent. In what follows, we will first outline that dissent has an activating effect on information processing and information exchange in general. Next, we will outline the effects of pure minority versus majority dissent on individual information processing as related to creativity and performance. Afterwards, we turn to the question of how the simultaneous occurrence of minority and majority dissent in interacting groups affects these processes as well as creativity and performance at the group level.

The Activating Role of Dissent in General

The most basic psychological effect of dissent is activation: If we experience dissent, this increases intensity of information processing at the individual level and discussion intensity at the group level. The intensity of individual information processing is high if many thoughts and ideas are generated on a topic and if the information about it gets deeply elaborated. Discussion intensity in a group is high if much information on a topic is exchanged and discussed in the group.

At the individual level, the intensifying effect of dissent for information processing is a concrete manifestation of one of the basic principles of social cognition, namely that people allocate attention and cognitive resources selectively and that one of the criteria for selectively allocating cognitive resources is inconsistency between one’s belief or opinion and a message from another person (e.g., Ditto, Scepansky, Munro, Apanovitch, & Lockhart, 1998; Edwards & Smith, 1996). This is a highly functional principle of human cognition because cognitive resources are scarce. If something we hear is consistent with our opinion, there is no direct need to scrutinize it intensively. If, however, something contradicts our belief or opinion, we should invest cognitive resources, because this inconsistency indicates that either our opinion or the incoming information (e.g., about the opinion of another person) might be wrong (Edwards & Smith).

This activating effect of dissent for individual information processing becomes evident, for example, in information search: In a study by Mojzisch, Schulz-Hardt, Lüthgens, Kerschreiter, and Frey (2007), five-person groups discussed a decision case with two alternatives. Consent and dissent groups were formed by either composing groups of five individuals with the same
individual preferences or building groups with a minority or majority faction. After their discussion, participants had the opportunity to acquire additional information about the topic. Members of former dissent groups requested more additional pieces of information than members of former consent groups did. Similar effects became evident in a study by Levine and Russo (1995). In the studies by Tjosvold and his colleagues, reported in the previous section, people who were confronted with someone who disagreed with them were more interested to get further information about the other person’s thoughts than people who where confronted with agreement (Tjosvold & Johnson, 1978). This higher receptivity to and interest in additional information can explain why people understand the perspective of dissenters better than the perspective of those with whom they agree.

On the level of the group, the equivalent to intensified information processing is intensified discussion. Groups with dissent among their members conduct more intensive discussions than groups without dissent. More specifically, groups with prediscussion dissent among their members (e.g., where members enter the discussion with different opinions or choice preferences) discuss a decision problem longer (Brodbeck et al., 2002), exchange more information (Parks & Nelson, 1999), repeat exchanged information more often (Schulz-Hardt et al., 2006), and generate more arguments about a decision problem (Smith, Tindale, & Dugoni, 1996) than groups without prediscussion dissent. Although this mechanism might not be very surprising, since dissent requires more intensive discussion to come to a consensual solution than consent does, it has important consequences: As Schulz-Hardt et al. (2006) showed, intensified discussion is the primary reason dissent groups are more likely than consent groups to talk about and subsequently choose superior solutions that no group member has preferred before. Thus, better performance in dissent groups can be simply due to the fact that discussion in these groups is much more intensive than discussion in consent groups.

**Exposure to Minority Versus Majority Dissent: Effects on Individuals**

As already outlined in the first section, different subtypes of dissent seem to be differently facilitative of creativity and performance. The research program by Nemeth and her colleagues provided convincing evidence that exposure to minority dissent is more likely to enhance individual creativity and performance than exposure to majority dissent is. To understand why this is the case, we have to look at the different psychological processes resulting from minority versus majority dissent.

In her theory of minority influence, Nemeth (1986) predicted that both minority and majority dissent induce cognitive activity, but that these activities differ in direction. Specifically, majority dissent is proposed to induce
information processing that focusses on the position of the majority. Due to this focus-inducing nature of majority dissent, this information processing style is called “convergent” thinking. By contrast, minority dissent is assumed to induce thought processes in multiple directions. In other words, people who are exposed to minority dissent focus neither on their own nor on the majority position, but also take positions and alternatives into account that are proposed neither by themselves nor by the minority. This information processing style is called “divergent” thinking.

A study by Nemeth and Kwan (1987) nicely illustrated these different styles. Participants in groups of four were shown a series of letter strings with the middle three letters in capitals (e.g., tDAMp) and were asked to write down the first three-letter word that they noticed. All participants named the word formed by the three capital letters from left to right (e.g., DAM). After five slides were shown, participants in the experimental conditions were given bogus feedback on the judgments of the three other participants. In the majority condition, participants were led to believe that the other three participants noticed the word formed by the backward sequencing of the capital letters. In our example, the experimenter thus would have said, “MAD, MAD, MAD, DAM.” In the minority condition, participants were led to believe that only one of the other participants noticed the word formed by the backward sequencing. In our example, the experimenter thus would have said, “MAD, DAM, DAM, DAM.” Because all participants first noticed the word formed by the three capital letters from left to right (i.e., used the forward sequencing strategy), dissent came hence from either a majority or a minority of the other participants. In the control condition, participants received no feedback.

Subsequently, participants saw a series of 10-letter strings (with the first five being identical to the ones presented before and the last five being new) and were asked to write down all of the words they could form from the letters. Compared with the control condition with no feedback, participants exposed to majority dissent made significantly more use of the backward sequencing strategy, but they did that at the expense of using the forward sequencing strategy. Thus, these participants focussed on the majority strategy (convergent thinking) without the overall number of correct solutions being affected. In contrast, participants exposed to minority dissent made use of all possible strategies—forward sequencing, backward sequencing, and mixed sequencing of letters (which had previously been proposed neither by themselves nor by the minority). Hence, compared with the majority and the control condition, participants under minority dissent showed higher flexibility in the usage of strategies (divergent thinking) and found more solutions that were correct.

These results not only illustrated the different information processing styles induced by minority and majority dissent, but also showed that, as a consequence of these styles, exposure to minority dissent facilitates the generation of novel thoughts and solutions, whereas exposure to majority dissent hinders the generation of novel ideas. Hence, creativity almost
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exclusively benefits from minority dissent, whereas it should even suffer from majority dissent. This is exactly what the study by Nemeth and Kwan (1985), reported in the previous section, found.

In contrast to creativity, individual performance can also benefit from majority dissent. However, these benefits are restricted to situations where the majority perspective itself is correct or implies high performance. In accordance with this, Peterson and Nemeth (1996) showed that majority dissent facilitates performance (compared with a control condition without dissent) if the majority’s strategy enhances performance and if no flexible use of strategies is required. If, however, a flexible use of strategies is required for good individual performance, only minority dissent is beneficial. The latter superiority of minority dissent is further underlined by the fact that minority dissent stimulates individual performance even if the solution proposed by the minority is wrong (Nemeth & Wachtler, 1983), or even if the solution proposed by a dissenting minority on a previous problem cannot be transferred to a current problem by means of simple analogy transfer (Martin & Hewstone, 1999).

Taken together, majority dissent is beneficial to individual performance only if a direct application of what the majority proposes leads to success. At the same time, the great danger of majority dissent is uncritical conformity with incorrect majority positions (e.g., Asch, 1951; Janis, 1982). In contrast, minority dissent initiates a multidirectional search for solutions and, thus, stimulates individual performance even if the solution proposed by the minority is incorrect or not directly applicable.

Minority and Majority Dissent: Effects Within Groups

So far, our consideration of differential minority versus majority dissent effects has been restricted to unidirectional influence and its effects at the level of the individual. Unidirectional means that the person is confronted with dissent from a minority or a majority—for example, by being given background information about the distribution of opinions in a particular group or population, or by reading or listening to a statement that contradicts her opinion and that supposedly comes from a minority or majority—without having an opportunity to exert reciprocal influence on the source of dissent. When the dissent episode is over, subsequent individual processes are measured. This unidirectional, individualistic perspective is dominant in social psychological dissent research.

Whereas this clear isolation of influence types may be beneficial from a sociocognitive process perspective, its value for gaining insights into dissent effects in organizations may be limited to the extent that such isolated dissent situations are the exception rather than the rule in organizations. Because dissent in organizations usually is to be found in groups (e.g., boards, staff groups, committees, units, development teams), we cannot have one type of influence without the other. If we facilitate minority dis-
sent in a group in order to stimulate divergent thinking among the majority, from the perspective of the minority, we also have majority dissent. Furthermore, both factions do not exert isolated influence on each other but rather interact with each other, and this interaction might change the nature of the influence processes. This leads us to two questions: First, do we still observe divergent thinking and enhanced creativity among majorities (due to minority dissent) and convergent thinking among minorities (due to majority dissent) after both factions have interacted with each other? Second, what is the net effect of both influence types at the group level? If majorities become more flexible and creative and minorities become more rigid and convergent, do these two counterdirectional effects eliminate each other, or is there still a flexibility enhancing effect of dissent evident at the group level?

Studies of simultaneous majority and minority influence in interacting groups are far less frequent in the literature than studies on individual level effects of majority and minority influence. Unfortunately, some of the few studies in interacting groups do not even fully qualify for an answer to the questions previously posited, for example, because confederates were used as minorities (e.g., Van Dyne & Saavedra, 1996), or because dependent variables were reported only for majority members but not for minority members (e.g., Smith et al., 1996). The essence of these studies is that minority dissent stimulates divergent thinking and cognitive flexibility also among majority members in interacting groups, but they do not tell us whether the minorities have to pay the price in terms of more convergent, conventional thinking, and they also do not tell us whether the net effect of both types of influence at the group level is still in favor of flexibility, creativity, and performance.

With regard to the first question (information processing among minorities and majorities during or after mutual interaction), a preliminary answer can be obtained from studies by Gruenfeld and her colleagues. Gruenfeld (1995), as well as Gruenfeld and Preston (2000), analyzed U.S. Supreme Court decisions in cases of nonunanimous support and found that the statements of members of the majority faction (who had been exposed to minority dissent) were characterized by higher integrative complexity than those of the minority faction (who had been exposed to majority influence). High integrative complexity means considering an issue divergently from multiple perspectives, whereas low integrative complexity means convergently focussing on a single perspective. Since such differences need not necessarily reflect different information processing styles but, instead, could also be an impression management strategy (the minority argues very consistently for the sake of persuasion), Gruenfeld, Thomas-Hunt, and Kim (1998) conducted a laboratory experiment with students simulating court discussions. On the basis of individual judgments about the case, groups with minority and majority factions were formed. After having made a majority-vote decision, members of both factions either were asked to write down their personal thoughts about
the case and assured strict confidentiality or were instructed to write a rationale for the public record. Compared with initial statements given before the discussion, the statements of majority members (who had been exposed to minority dissent) increased in integrative complexity, whereas those of the minority members (exposed to majority dissent) were characterized by decreased integrative complexity. This held true for both the public and the private condition, indicating that the differences in integrative complexity reflect differences in information processing style (rather than public impression management strategies).

So far, these results seem to fit perfectly with Nemeth’s ideas: Minority dissent facilitates divergent thinking (increased integrative complexity), whereas majority dissent induces convergent thinking (reduced integrative complexity). There is, however, one remarkable difference with respect to the minority members: Whereas Nemeth (1986) predicted that minority members should focus on the perspective of the majority, the low integrative complexity in the studies of Gruenfeld and colleagues indicated a focus on their own perspective. Thus, we have convergence among the minority members, but in a different direction than predicted.

Some clarification can be obtained from the previously mentioned Mojzisch, Schulz-Hardt, Lüthgens, et al. (2007) study. As outlined, five-person groups that either were unanimous or consisted of a majority and a minority faction discussed a decision case with two alternatives. Afterwards, group members had the opportunity to individually search for additional information. For each participant, half of the information was in favor of their preferred alternative and the other half of the information was in favor of the opposite alternative. Majority members conducted an almost balanced information search among the two alternatives (which is a divergent information search strategy; see also Nemeth & Rogers, 1996). Similar to the members of unanimous groups, minority members in dissent groups who had resisted the majority influence during group discussion exhibited a clear confirmation bias—that is, they selectively requested information supporting their previous decision and thus focused on their own position—which is in line with the findings of Gruenfeld and colleagues. However, if the minority members converted to the majority position, they selectively searched for information in favor of the majority position—which is in line with the predictions of Nemeth (1986). Taken together, the evidence suggests that after simultaneous minority and majority influence in dissent groups, majorities exhibit increased divergent thinking, whereas minorities tend to converge to their own position—and this can be the majority position if the minority has converted.

With regard to the second question, namely whether the net effect of more divergence among majorities and more convergence among minorities is still in favor of cognitive flexibility and divergent thinking at the group level, we have obtained conclusive evidence in our own research program. Somewhat similar to Mojzisch, Schulz-Hardt, Lüthgens, et al. (2007), in a study by Schulz-Hardt, Frey, Lüthgens, and Moscovici (2000)
three- and five-person groups discussed a decision case with two alternatives. After an initial discussion, this time the groups (instead of the individual group members) had the opportunity to select expert statements on the decision problem, half of which supported the decision alternative favored by the majority in the group and half of which favored the opposite alternative. In an individual control condition, a confirmation bias (i.e., a preference for supporting information) emerged. Whereas this bias was even more pronounced among consent groups (i.e., groups with all members favoring the same alternative), it was roughly eliminated in three-person groups with a majority and a minority faction and in five-person groups with a three-person majority and a two-person minority. Additional analyses showed that this difference between consent and dissent groups could not be reduced to a simple aggregation of individual tendencies (if each group member exhibits a confirmation bias, the confirmation bias of the minority runs counter to the confirmation bias of the majority and, thus, information search is automatically less biased toward the alternative favored by the majority). Rather, consent was shown to intensify the confirmation bias compared with what would have occurred if each member had made individual information requests (biased toward his or her preferred alternative) and these individual requests had been summed up in the group. At the same time, dissent debiased information search over and above what would be expected on the basis of the members' individual information requests. Schulz-Hardt, Jochims, and Frey (2002) obtained similar results.

These findings were conceptually replicated and extended in the Schulz-Hardt et al. (2006) study, mentioned in the first section. In the context of real interacting groups discussing a hidden profile case, consent groups were shown to focus their discussion on information that all members had already known before (shared information) and that supported the speaker's preferred alternative. This bias was significantly reduced in groups with prediscussion dissent. In other words, discussion in dissent groups was more divergent than discussion in consent groups. Furthermore, this enhanced divergence in discussion was shown to partially mediate the facilitative effects of dissent on uncovering the correct decision alternative. Thus, in addition to enhanced discussion intensity, more discussion divergence in dissent groups (i.e., a greater openness to new and inconsistent information) is another reason for the superiority of dissent groups in the detection of solutions that no group member has detected before. Figure 5.3 illustrates these relations.

To summarize, studies on simultaneous minority and majority influence in interacting groups support the idea that minority dissent facilitates flexibility and divergent thinking among majority members. The minority members are those who have to pay the price in terms of more convergent, less flexible individual processes. In contrast to Nemeth's assumption, the minorities in interacting groups converge on their own position. Both processes do not seem to outweigh each other at the group
level; instead, increased flexibility and less bias (in favor of one's own position and one's own prior knowledge) result for the group. Together with increased discussion intensity, this increased flexibility allows dissent groups to detect innovative, superior solutions.

**DISSENT AND CONFLICT: HOW CAN WE USE THEM TO FACILITATE CREATIVITY AND PERFORMANCE?**

Now that we know that dissent enhances creativity and performance and that particularly minority dissent is beneficial to creativity and performance, and now that we also know how these processes are brought about, the question is what organizations can do to systematically use dissent as a stimulator for creativity and performance. We will organize our answer around three key aspects, namely establishing dissent, facilitating the expression and transformation of dissent, and mimicking dissent through dialectical decision procedures.

*Establishing Dissent*

As we have already outlined, dissent in organizations usually can be found in groups such as boards, staff groups, committees, units, or development teams—to name just a few. Thus, if organizations intend to utilize dissent in order to enhance creativity and performance, the most direct way to do so is to compose teams that are heterogeneous with regard to group members’ initial opinions. When (a) a team is composed exclusively for a particular judgmental, decision-making, or problem-solving task, (b) the primary aim is to come up with the best solution or ideas (rather than making a rapid decision or maximizing satisfaction), and (c) the individual opinions of potential team members are known in advance,
dissent should be a criterion for group formation. This often requires extra effort for group formation because socialization in organizations pushes the members toward homogeneity (Schein, 1968) and, thus, the “natural” group composition is often homogeneous rather than heterogeneous (Janis, 1982).

This general principle of forming groups with different opinions among their members leads to two questions, namely: (a) Is more dissent better than less dissent or is a minimum amount of dissent sufficient to fully realize the beneficial effects of dissent? (b) How can we use this principle if the initial opinions of potential members are previously unknown or if the team is formed for multiple tasks (so that dissent on each particular task cannot be achieved directly)?

With regard to the first question, empirical findings are rare because the amount of dissent in groups has seldom been systematically varied. In two studies from our own research group, three-person decision-making groups with a majority–minority distribution of initial preferences were compared with full-diversity groups, that is, groups with each member favoring a different alternative at the beginning (Brodbeck et al., 2002; Schulz-Hardt et al., 2006). In a full-diversity group, each member is a minority confronted with a heterogeneous majority. Hence, facilitative minority influence should be maximized in this condition, with little or no majority pressures occurring (at least not at the beginning). However, whereas full diversity led to superior decision quality in the Brodbeck et al. study, Schulz-Hardt et al. found minority dissent groups to be equally successful compared with full-diversity dissent groups (and either superior to consent groups). A plausible (yet so far untested) interpretation of these inconsistent findings is that full-diversity dissent is superior to minority dissent only in cases where the best solution is very difficult to detect (as it seems to be the case in the Brodbeck et al. study).

In spite of this inconsistency, from a practical point of view there are two reasons one should generally prefer more compared with less dissent if the aim is to maximize creativity and solution quality. On the one hand, even if dissenting opinions exist at the beginning of a group session, not all dissenters express their dissent and, thus, more discussion dissent makes it more likely that at least some of the dissenting opinions will be expressed. On the other hand, groups not only benefit from the creativity and flexibility enhancing effect of dissent. Rather, at least in problem-solving tasks, groups do also benefit from the fact that the more diverse their members’ initial opinions, the greater are the chances that at least one of the group members favors the best (or near best) solution right from the beginning, and as we have outlined, if the group contains such a proponent for the best solution, solution quality in the group is significantly enhanced. Thus, if only creativity and solution quality are concerned, organizations should try to maximize dissent when forming groups.
The second question concerned what organizations can do if prediscussion opinions are unknown before the team is formed or if the team is supposed to work together over a series of tasks (e.g., a personnel selection committee having to make a series of personnel selection decisions) so that prediscussion dissent cannot be realized for every task. An opportunity in situations like these is to form teams that are diverse with regard to other aspects and to use such aspects that are known to be correlated with dissent. For example, diversity of group members’ functional background has consistently been shown to be facilitative of team performance, presumably because it facilitates dissent and task-related conflict (for an overview, see Williams & O’Reilly, 1998; a new integrative perspective is given by van Knippenberg, De Dreu, and Homan, 2004; see also chapters 7 and 8, this volume, for a more detailed treatment of diversity in groups). Hence, by forming teams of specialists from different areas, organizations not only make sure that diverse knowledge can be used for the task, they also enhance the likelihood that dissenting opinions bearing the potential of stimulating creativity and performance will prevail in the team.

Facilitating the Expression and Transformation of Dissent

For organizations to benefit from dissent, two conditions are necessary: On the one hand, the existing dissent has to be expressed, and on the other hand, the recipients have to properly react on this dissent. With regard to the first condition, particularly minorities in organizations often withhold diverging views (Stanley, 1981). This can be due to formal or informal communication barriers (Baron & Greenberg, 1989), evaluation apprehension (Gallupe, Bastianutti, & Cooper, 1991), or conformity pressures within the group (Janis, 1982). However, unless expressed, dissent is useless. For example, in the study by Schulz-Hardt et al. (2000), groups with a minority member who, rather than consistently advocating his or her dissenting opinion, converged to the majority position, exhibited the same confirmation bias in information acquisition as consent groups did.

With regard to the second condition, even if dissent is expressed, the recipients might fail to react on it due to ignorance, lack of motivation, or lack of capacity or skills. In these cases, dissent is not transformed into beneficial outcomes. Therefore, organizations should be interested in realizing conditions that facilitate the expression and transformation of dissent. Four factors seem to be particularly important with respect to this, namely a unanimity decision rule, participation, dialectical leadership, and critical norms.

First, the expression of dissent as well as the transformation of dissent is facilitated if the group works under a unanimity rule, that is, for a solution to be accepted, all group members have to agree to this solution. If all members have to agree, minorities know that their opinions matter. Moreover, majorities have to pay attention to minority statements under
a unanimity rule, because both factions have to reach a consensus. In contrast, under a majority rule majorities can simply overrule minorities, which makes their dissent almost useless (Miller, 1985). Consequently, groups working under a unanimity rule have been shown to express more disagreement as well as to exchange more arguments and opinions than groups working under a majority rule (Nemeth, 1977). In addition, the former are more satisfied with their decision and report greater confidence about the correctness of their decision than the latter (Nemeth, 1977). However, although more disagreement and more opinion exchange under a unanimity rule should imply more creativity, more divergence, and higher quality of problem solutions, systematic empirical tests of this link are still lacking.

Second, both the expression and the transformation of dissent are facilitated if participation is a given. The more the group members are used to being heard when important decisions are made and being able to influence these decisions through expressing their own opinion, the more each group member will be motivated to express a dissenting opinion if he or she disagrees with the prevailing opinion in the group. Furthermore, participation also supports the transformation of dissent into outcomes that are beneficial to the organization. For example, De Dreu and West (2001) argued that creative thinking instigated by dissent is a necessary yet not sufficient condition for innovation to occur. The reason is that product and process innovations not only require creative ideas but also a careful selection of the most promising ideas as well as a solid implementation of the ones chosen, and both processes are facilitated by participation. In two field studies with self-managed teams in a postal service and with cross-functional teams from different public and private organizations, De Dreu and West demonstrated that measures of self-reported minority dissent in the team were positively correlated with supervisor ratings of the corresponding team’s innovativeness only when participation in the team was high. Thus, without participation, dissent is not transformed into innovation.

Third, facilitating the expression and transformation of dissent in groups requires a leadership style that we call “dialectical.” By this, we mean that the leader is open to dissent and even encourages thoughts and ideas that run counter to the solution and to decision alternatives or ideas that are currently favored in the group. As shown by Peterson (1997), as well as Peterson, Owens, Tetlock, Fan, and Martorana (1998), decision making in top management teams in organizations as well as elite groups in politics does not suffer if leaders clearly advocate their own position. On the contrary, high decision quality is associated with strong leaders who actively structure the group process and who take a firm stand on the issue at hand. However, the critical point is whether such leaders are still open to dissent. Leaders who explicitly or implicitly communicate intolerance against counterarguments and criticism systematically suppress the expression of dissent and destroy the acceptance of contrary positions in the group. In contrast, if the leader is open to dissent and encourages a con-
troversial debate during group meetings, high-quality decision making is associated with this leadership style (Peterson, 1997; Peterson et al., 1998).

Finally, the expression of dissent as well as its transformation into outcomes that are beneficial to the organization benefits from a “critical norm.” This means a common understanding in the group (or even in the whole organization) that independence and critical thought are essential components of the group’s (or the organization’s) collective work (cf. Postmes, Spears, & Cihangir, 2001). If group members have internalized such a common understanding, they should feel free to express dissent if they disagree with proposals or solutions favored in the group. Groups with a critical norm should be characterized by high degrees of task reflexivity (West, 1996), that is, a tendency to critically reflect the team’s task-related objectives, strategies, and procedures on a regular basis. As demonstrated by De Dreu (2002), dissent is particularly associated with team effectiveness and innovation if the team’s task-related reflexivity is high. Furthermore, acceptance of dissent occurring in the group should be higher among the other group members if a critical norm prevails in the group, and this acceptance facilitates interest in the dissenting position, accurate perspective taking, and incorporation of the dissenter’s arguments by the recipients of dissent (Tjosvold et al., 1981). Finally, in groups with a critical norm, dissenters should not be seen as disloyal. As shown by Dooley and Fryxell (1999), dissent enhances decision quality in teams only if loyalty is attributed to the dissenters. In sum, a critical group norm is a precondition for many processes that facilitate the expression of dissent as well as its transformation into beneficial outcomes. In contrast, if the group is characterized by a norm that praises harmony at all costs, the members are likely to fall prey to a pattern that is called “groupthink” (Janis, 1982)—a collective concurrence-seeking tendency that avoids dissent by means of self-censorship and mindguarding, as well as subtle and overt pressures on dissenters, and that is supposed to lead to faulty decision making.

Mimicking Dissent

As already mentioned, it is not always possible to make sure that “authentic” dissent occurs, that is, dissent being expressed because the corresponding person truly disagrees with something that is proposed in the group. For example, a managerial board might experience that right from the beginning of a meeting all members of the board have the same preference with regard to a product launch decision. In this case, the only way to ensure authentic dissent would be to (temporarily) exchange board members or bring in new members to the board—which is hardly realizable in a managerial board.

In situations like this, an opportunity to achieve dissent is to use so-called “dialectical” decision techniques (for an overview, see Katzenstein, 1996). Dialectical decision techniques are procedures that contrive dissent by enforcing a controversial debate independent of the actors’ real opin-
ions. The most popular of these techniques are “devil’s advocacy” and “dialectic inquiry.” Devil’s advocacy means that a single group member or a subgroup is assigned the role of the devil’s advocate, which has the task of criticizing as substantially as possible a proposal made by the group. Dialectical inquiry differs from devil’s advocacy in that, after a proposal has been made, the opposite faction in the group not only criticizes this proposal but also comes up with a complete counterproposal, and a dialectical debate between the two factions emerges about both proposals.

Dialectical decision techniques have been shown to enhance the accuracy of individual judgments as well as the quality of group decisions, particularly in strategic decision making (e.g., Schweiger, Sandberg, & Ragan, 1986; Schweiger, Sandberg, & Rechner, 1989; Schwenk, 1982; for a meta-analysis, see Schwenk, 1990). Thus, it seems possible to capture at least some of the beneficial effects of authentic dissent by mimicking dissent through dialectical techniques. This raises the question of how the beneficial effects of contrived dissent (dialectical techniques) compare with those of authentic dissent reported in the previous sections.

Unfortunately, only very few studies so far have directly compared the effects of authentic dissent and dialectical techniques. Nemeth, Brown, and Rogers (2001) confronted their participants with a dissenting opinion that presumably came either from an authentic minority or from a devil’s advocate; in a control condition no dissent occurred. Of these two forms of dissent, only authentic dissent significantly increased the number of issue relevant thoughts generated by the participants. Similarly, in a study by Nemeth, Connell, et al. (2001), quantity and quality of solutions were affected only by authentic dissent, not by a devil’s advocate, and these effects were independent of whether the devil’s advocate was said to truly believe in the position advocated or whether the other group members expected this person to argue against her true conviction. Nemeth, Brown, and Rogers (2001) came up with an even more striking result: Whereas authentic dissent increased divergent thinking (thoughts in support of vs. opposed to one’s own judgment were balanced) compared with the control condition, contrived dissent increased cognitive convergence (dominance of thoughts in favor of one’s own judgment).

One of our own studies also revealed a superiority of authentic dissent over contrived dissent, but with slightly more favorable results for the latter. Schulz-Hardt et al. (2002) used the group information search paradigm previously described: In three-person groups, managers discussed an investment decision case. Half of the groups had homogeneous prediscussion preferences (authentic consent), whereas the other half consisted of a majority and a minority faction (authentic dissent). In each condition, half of the groups used the devil’s advocacy procedure (with the role of the devil’s advocate being randomly assigned), whereas the other half received no such instructions. The main dependent variable was the confirmation bias in the group information search. Whereas groups lacking both types of dissent selectively searched for information in favor of the alternative
preferred in the group (a convergent search strategy), both types of dissent facilitated the consideration of information that was in support of the opposite alternative (e.g., a more divergent information search). However, authentic dissent had a much stronger effect than contrived dissent.

It would be premature to interpret the partially divergent results of these studies with regard to contrived dissent as the dependent variables were different (thought generation vs. information search) and as Nemeth and her colleagues collected data at the individual level, whereas Schulz-Hardt et al. (2002) compared authentic and contrived dissent at the group level. However, the latter difference offers an interesting (although yet completely untested) possibility: In the Schulz-Hardt et al. study, all of the group members (including the devil’s advocate) contributed to the results. In contrast, Nemeth, Brown, and Rogers (2001) measured only responses of those group members who were not the devil’s advocate. Thus, the results (being more favorable for devil’s advocacy in the Schulz-Hardt et al. study than in those of Nemeth, Brown, and Rogers study) would interlock smoothly if the devil’s advocates especially benefited from devil’s advocacy. This, of course, would be a substantial difference between contrived dissent and authentic dissent, since in the latter case the ones who are exposed to minority dissent (rather than advocating it themselves) seem to benefit more.

Whereas such considerations are speculative, the results of the few comparative studies are consistent in demonstrating that contrived dissent is less effective than authentic dissent in stimulating divergent thinking, creativity, and performance. Consequently, dialectical techniques are an option if authentic dissent is not available (or is considered to be too expensive—see also the final section), but if organizations have a real choice between designing heterogeneous teams with regard to members’ prediscussion opinions or using dialectical decision techniques, the former seems to be more promising than the latter.

CONCLUSION

Dissent, Creativity, and Performance: What Have We Learned So Far?

As outlined in the previous sections, conflict need not always be negative and dysfunctional. More specifically, if task-related conflict results from dissenting opinions being voiced, this type of conflict can be beneficial to both individual and collective creativity and performance. We have shown that dissent in general (i.e., independent of the type of dissent) has an activating effect by intensifying individual information processing and group discussion. Furthermore, exposure to minority and majority dissent has been shown to result in partially different consequences for individual information processing: In cases of unidirectional influence, majority dissent induces convergent thinking toward the majority, whereas...
minority dissent leads to divergent thinking toward all sides of an issue. As a consequence, majority dissent stimulates individual performance if the majority position is correct and is directly applicable. In contrast, minority dissent facilitates performance independent of the correctness of the minority position and independent of whether this position can be directly applied as a solution to a problem. Furthermore, minority dissent rather than majority dissent stimulates creativity and the detection of novel problem solutions. In interacting groups, both types of influence are necessarily intertwined. Group interaction seems to leave minority dissent effects on the majority largely unaffected but seems to change the nature of majority dissent effects on the minority: If the minority resists the majority influence, convergent information processing toward its own position rather than the majority position seems to be the consequence. At the group level, the net effect of both types of dissent is less bias (toward common, supportive information) and, thus, more divergence in group information exchange and information search. Both the higher discussion intensity and the higher divergence brought about by dissent facilitate the detection of new, superior solutions by the group.

While having focused on the positive effects of dissent on creativity and performance, we do not want to conceal that dissent also has costs that have to be taken into account: For example, making a decision takes longer if dissent is given (Brodbeck et al., 2002; Parks & Nelson, 1999). Furthermore, divergence of opinions in a group can lower group cohesiveness (Terborg, Castore, & DeNinno, 1976) and slow down the implementation of a common decision (Hambrick, Cho, & Chen, 1996). However, many of these problems should diminish if our recommendations from the third section are put into practice. For example, dissent should not reduce group cohesiveness if all members have internalized a critical norm, so that dissent simply means adherence to this norm. For some negative side effects of dissent still present, other chapters in this book show how to successfully deal with them (e.g., chapters 3 and 5).

Taken together, dissent has so far been shown to have facilitative effects on individual as well as collective creativity and performance. Hence, rather than suspect that something might be wrong if we experience dissent, we should habitually become suspicious about dissent being absent. At least if the primary aim is to either come up with the best solution possible or generate novel ideas of high quality and quantity, consent and harmony can be dangerous, whereas dissent will most likely prove helpful.

*Dissent, Creativity, and Performance: What Might We Learn in the Future?*

As we have outlined, solid evidence about facilitative effects of dissent on individual- and group-level creativity and performance has accumulated particularly in the last 20 years of research, and significant progress
in understanding how these effects are brought about has been made. Nevertheless, important theoretical and practical issues regarding these facilitative effects of dissent are still poorly understood. We finish our chapter by outlining some important theoretical and practical questions for future research in this area. We start with theoretical issues and then turn to more practical questions concerning the effective design of and facilitating conditions for dissent effects in organizations.

Mediators of the Differential Minority Versus Majority Dissent Effects. As we have previously outlined, minority dissent induces divergent thinking, whereas majority dissent leads to convergent thinking. What we do not yet know is how minority versus majority dissent brings about these different information-processing styles. Nemeth (1986) discussed two possible explanations: On the one hand, majority dissent should induce more stress among the recipients than minority dissent does. Because high stress leads to a focussing of attention, the recipients of majority dissent exhibit convergent processing (focus on one perspective, namely that of the majority). In contrast, the moderate stress induced by minorities should stimulate a widened focus of attention, that is, divergent processing. On the other hand, people exposed to dissent should immediately assume that a majority is right and a minority is wrong. Therefore, people exposed to majority dissent focus on the presumed truth, namely the majority perspective. In contrast, if people experience that a minority consistently advocates a dissenting opinion, they ask themselves how someone can be so sure about something that is so wrong—which should stimulate an open reappraisal of the situation. However, as of yet no considerable attempts have been made to empirically test any of these two hypothesized mediations or any other explanations—so this obviously is a central topic in need of investigation.

The Role of Behavioral Styles. If minority dissent induces divergent thinking among the majority members by making them wonder how someone can be so sure about something that must be wrong, then the premise of this is that the minority is consistent in advocating its dissenting opinion. In other words, divergent thinking induced by minority dissent requires or is at least substantially facilitated by consistency over time. Interestingly, the behavioral style of the minority is a central variable in another theory of minority influence, namely conversion theory (Moscovici, 1980), and consistency has been shown to be the most important feature of successful minorities. Since research on this theory is only very loosely related to creativity and performance, we have not discussed it in this chapter. In sharp contrast to that, research on convergent versus divergent thinking induced by majorities versus minorities has largely ignored the role of consistency or other behavioral styles of the minority (for an exception, see Nemeth et al., 1990). As a consequence, we do not know whether minorities have to exhibit some consistency in order to induce divergent
thinking, or whether simply presenting a dissenting minority opinion is sufficient to induce this processing style. We also do not know whether other behavioral styles of the minority (e.g., flexibility) are beneficial to triggering this effect. However, knowledge on such effective behavioral styles would help us to design dissent effectively in organizations.

**Differentiating between Different Forms of Exposition to Dissent.** As previously outlined, the distinction between different sources of dissent (minority vs. majority) is central to dissent research. In contrast, another distinction has hardly been systematically investigated yet, namely that between different forms of exposition to dissent. In dissent research, very different forms of exposition to dissent are used. Sometimes (e.g., Nemeth & Rogers, 1996), people receive only abstract information about how opinions are distributed in their population (e.g., they hear that 18% of their reference group has an opposing opinion to their own) or in a particular group (e.g., one of the five persons actually performing the experimental task disagrees with them). In other studies (e.g., Levine & Russo, 1995), the participants receive similar information as in the latter case, and additionally they anticipate that they will have a subsequent interaction (e.g., a group discussion) with these other persons. Again, in other studies (e.g., Nemeth, Brown, & Rogers, 2001), people are actually confronted with the persons expressing this dissent and interact with them. At the moment, all of these different expositions to dissent are treated as if they were the same or, at least, differences between them did not have to be considered. However, type of exposition to dissent might bring about substantially different dissent effects. For example, Mojzisch, Schulz-Hardt, Kerschreiter, and Frey (2007) directly compared the first two of the aforementioned types of exposition. One of their findings was that people who were just given feedback about two other persons’ decisions and learned that these persons favored a different alternative than they did (majority dissent) exhibited an information search strategy focussing on the majority position. In contrast, if they expected to interact with this majority, their information search focussed on their own position. Hence, the anticipation of interaction with a majority may induce self-defensive processes that are lacking if no such interaction is anticipated (see also the differences between dissent effects in previous sections). Systematically exploring such differential effects of different expositions to dissent would not only contribute to our theoretical understanding of dissent effects but also help us to find out how people should be exposed to dissent in organizations in order to maximize positive effects on creativity and performance.

**How to Improve the Effects of Contrived Dissent.** As we have argued, authentic dissent cannot always be realized, and even if it can be realized, it can also have costs in terms of low group cohesiveness or slow implementation of solutions found by a group. Thus, using contrived dissent
(e.g., dialectical decision techniques) can be an alternative in such situations. Unfortunately, as we have shown, the facilitative effect of contrived dissent on creativity and performance seems to be lower than the corresponding effect of authentic dissent. Given that this finding generalizes across different task types—which also has to be systematically investigated in the future—we have to find out what we can do to improve the effects of contrived dissent. One possibility is that making effective use of techniques such as devil’s advocacy or dialectical inquiry is not as self-evident as has been assumed so far—groups might need some training or time of experience before the full effect of such techniques pays off. In a recent study, Greitemeyer, Schulz-Hardt, Brodbeck, and Frey (2006) found a dialectical procedure (a so-called “advocacy system”) to facilitate the exchange of unshared information in groups and thereby debias group discussion. However, this effect became evident only in the third and, even more so, the fourth trial (which was the final one). Similarly, Schweiger, Sandberg, and Rechner (1989) found two dialectical techniques to work better in the second compared with the first trial. So exploring such effects of training or experience could prove fruitful to further research on contrived dissent.

The aforementioned topics represent areas of creativity- and performance-related dissent research that have as yet hardly been investigated. This, of course, does not mean that the topics having been more in the focus of empirical research (reported in the previous sections) are understood well enough to not require further research. For example, some facilitators of the relation between dissent and beneficial outcomes have already been identified, and all of these moderators (unanimity decision rule, participation, dialectical leadership style, and critical norms) are relevant to and can be influenced by organizations. Although this constitutes a fruitful basis for organizational design measures, a whole number of possible moderating variables are still relevant to organizations and are awaiting solid empirical investigation. For example, Ng and Van Dyne (2001) showed that individualistic and collectivistic orientations affect reactions to minority influence. Since organizational culture is often linked to such individual value orientations among their members (by both influencing them and being influenced by them), it could be a relevant moderator of facilitative effects of dissent on creativity and performance. Furthermore, people in organizations are not exposed to single moderators at a time but rather deal with the simultaneous interplay of all moderators we have reported so far (and also of additional ones we have not reported). Thus, we need to learn how these moderators interact with each other in affecting dissent effects on creativity and performance. For example, does a critical norm substitute for the effects of dialectical leadership? Or can dialectical leadership only be effective if critical norms are prevalent to some extent?

In sum, research on dissent effects on individual as well as group creativity and performance has made encouraging progress, particularly over
the last 20 years. Nevertheless, it is still a long way to go to a comprehensive understanding of how dissent works and how it can be utilized in organizations. We hope that this chapter will be successful in giving some ideas and some inspiration for the next steps on this way.
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A growing body of research in organizational psychology has, in recent years, addressed the interplay among conflict, group composition (social category and informational diversity), and the effectiveness of organizational teams. This chapter will review and compare dispersion theories of group composition (e.g., heterogeneity) and alignment theories (e.g., fault-line theory) as they explain group conflict (task conflict, relationship conflict, and process conflict). We do this by reviewing the typology of conflict types and focus, in addition to task and relationship conflict, on process conflict in workgroups. We then distinguish between dispersion theories of group composition (e.g., heterogeneity) and alignment theories (e.g., faultlines). We also delineate between the bases of group composition; that is, we distinguish diversity and alignment based on social category characteristics (e.g., race, gender, and age) and information-based characteristics (e.g., work experience and education). We propose that a better understanding of the various types of group diversity possible in teams and the links to
conflict will help clarify past inconsistencies and provide theoretical guidance to future research. We conclude by discussing three future directions for research: (a) faultline activation within groups, (b) group culture as an important context variable that influences the group composition–conflict relationships, and (c) faultline measurement issues.

Conflict Types

Reviews of group composition research have noted conflict as a main group process that is affected by the diversity of group members (cf. Lau & Murnighan, 1998; Pelled, 1996; Williams & O’Reilly, 1998). Research on organizational conflict has focused mainly on two types of conflict related to group composition, relationship and task conflict (Amason, 1996; Jehn, Northcraft, & Neale, 1999; Kabanoff, 1991; Kramer, 1991; Pelled, 1996). These are based on, and subsume, past typologies of conflict that delineate cognitive/emotional and substantive/affective aspects (for a thorough review of the history and evolution of conflict typologies, see Jehn & Bendersky, 2003).

Relationship conflicts are disagreements and incompatibilities among group members about issues that are not task related but that focus on personal issues. Relationship conflicts frequently reported are about social events, gossip, clothing preferences, political views, and hobbies (Jehn, 1997). This type of conflict often is associated with animosity and annoyance among individuals within a group (Amason, 1996; Amason & Schweiger, 1997; Pelled, 1996). Relationship conflicts can cause extreme negative process problems such as lack of coordination, cooperation, and cohesion (Brewer, 1995, 1996; Labianca, Brass, & Gray, 1998). These conflicts deplete energy and effort that could be expended toward task completion and consolidation around mutual goals (Amason & Mooney, 1999; Northcraft, Polzer, Neale, & Kramer, 1995). It has been shown that relationship conflict has negative effects and is responsible for outcomes such as increased turnover, high rates of absenteeism, decreased satisfaction, low levels of perceived performance, poor objective performance, lack of creativity, and low commitment (Amason, 1996; Baron, 1991; cf. De Dreu & Weingart, 2003; Jehn, 1995; Jehn, Chadwick, & Thatcher, 1997; Pelled, 1996; Simons & Peterson, 2000).

Task conflicts are disagreements among group members’ ideas and opinions about the task being performed, such as disagreements regarding an organization’s current strategic position or determining the correct data to include in a report. Task conflict, which is focused on content-related issues, can enhance performance quality (Jehn et al., 1999). For example, critical debate among members and open discussion regarding task issues can increase group performance because members are more likely to offer and evaluate various solutions, thus reaching optimal decisions and outcomes (Amason, 1996; Cosier & Rose, 1977; Schweiger, Sandberg, & Rechner, 1989). However, conflict in any form can create an
uncomfortable environment, decreasing individuals’ perceptions of teamwork and their satisfaction (Amason & Schweiger, 1997). In fact, a recent review by De Dreu and Weingart (2003) indicated that the positive effects of task conflict are the exception rather than the rule.

There are many group-related activities, some having to do with the actual task and others having to do with the process of doing the task or delegating resources and duties. Therefore, recent works (e.g., Behfar, Mannix, Peterson, & Trochin, 2005; Jehn & Mannix, 2001) examined process conflict as a separate conflict type compared with task conflict. Process conflicts are about logistical and delegation issues such as how task accomplishment should proceed in the work unit, who is responsible for what and how things should be delegated (Jehn, 1997; Kramer, 1991). Jehn (1997) delineated between task and process conflict based on findings of an ethnographic study of work groups. While process conflict may seem closely related to task conflict in that the issues are related to task strategy and accomplishment, process conflict operates more like relationship conflict in its connection to performance and satisfaction in groups. Who does something often includes discussion about values and abilities that can feel personal, especially when related to material and human resources. Process conflict remains the least examined and understood of the three types of conflict; however, we believe that it is a critical process in workgroups and suggest that more studies on intragroup conflict include process conflict, in addition to task and relationship conflict. We base our main discussion of diversity on these three types of conflict; however, later in the chapter, we propose that future research should examine a more comprehensive typology of conflict as well as different profiles of workgroup conflict that may be influenced by the diversity of group members.

CONTRASTING DISPERSION AND ALIGNMENT THEORIES

We separate theories of group composition into two types: theories of dispersion and theories of alignment. This, we believe, will assist theoreticians and researchers in being able to better specify the differences in conceptualizations of group composition that influence workgroup conflict.

Overview of Dispersion Theories of Group Composition

Group composition research based on dispersion theories focuses on how individual characteristics are distributed within a group (McGrath, 1998; Milliken & Martins, 1996; Moreland & Levine, 1992). For example, heterogeneity (or group diversity) research examines the dispersion of individual demographic characteristics and the influence this has on a number of outcomes. Dispersion models have predicted group processes such as conflict through mechanisms explained by self-categorization the-
ory, social identity theory, the similarity attraction paradigm, and a cognitive resource perspective. Self-categorization theory posits that individuals classify themselves and others into familiar categories in order to make predictions about subsequent interactions. These categorization groupings (e.g., female or engineer) are also used in defining an individual’s social identity (Turner, 1987). Individuals categorize themselves and others into in-groups and out-groups and then base part of their social identity on the characteristics of their in-group (Tajfel & Turner, 1986). These categorization processes are likely to give rise to stereotypes, prejudice, and out-group discrimination that can further lead to conflict (e.g., Jehn et al., 1999; Pelled, Eisenhardt, & Xin, 1999). The similarity attraction paradigm argues that people are attracted to others who are similar to themselves (Byrne, 1971). Diversity researchers have used the similarity attraction paradigm to describe how demographic characteristics provide a means of determining similarity, leading to communication that is more frequent and a desire to remain in the group (Lincoln & Miller, 1979). In addition, the similarity attraction paradigm also suggests that individuals will apply negative assumptions to those with whom they are dissimilar (Byrne, 1971). Finally, a cognitive resource perspective suggests that diversity facilitates a more complex problem-solving process, that is, a higher quality of decision making from different experiences and perspectives that group members bring to their team (Gruenfeld, Mannix, Williams, & Neale, 1996).

While dispersion theories of group composition base predictions of group processes and outcomes on the degree to which members are different based on demographic characteristics (e.g., race, gender, and tenure), they fall short of taking into account the interdependence among multiple forms of diversity. The heterogeneity concept captures the degree to which a group differs on only one demographic characteristic (e.g., male) while often ignoring other demographic characteristics (e.g., Asian; McGrath, 1998). Even when dispersion researchers take into account more than one demographic characteristic by examining social category diversity, thus combining the effects of age, gender, and race diversity, for instance, they use an additive model and aggregate the effects of the single-characteristic dispersion model (for an exception, see Alexander, Nuchols, Bloom, & Lee, 1995). Although these aggregate dispersion models are able to tell you the degree to which a group is demographically different on race and gender and age, these models are not able to reflect adequately the degree of interdependence between these characteristics. For example, we are unable to tell if all the Asians in a group are also women. This limitation is overcome in alignment-based theories.

Overview of Alignment Theories of Group Composition

In contrast to dispersion theories, alignment theories of group composition take into account the simultaneous alignment of multiple demographic
characteristics across members. One such alignment theory is faultline theory. Faultlines are defined as hypothetical dividing lines that split a group into relatively homogeneous subgroups based on the group members’ demographic alignment along one or more attributes (adapted from Lau & Murnighan, 1998). While the original theory specifically discusses demographic alignments made up of characteristics such as age, sex, race, and job tenure or status (Lau & Murnighan, 1998, p. 326), other non-demographic characteristics (e.g., personality and values) can also contribute to active subgroup formation within a larger group. Alignment theories base predictions of group processes on the reasoning that the compositional dynamics of multiple attributes (e.g., alignment and coalition formation) has a greater effect on process than separate demographic characteristics (e.g., Lau & Murnighan, 1998; Thatcher, Jehn, & Zanutto, 2003). For example, Hambrick, Li, Xin, and Tsui (2001) argued that “compositional gaps” that occur along multiple demographic dimensions (e.g., age and education) may accentuate distinct managerial coalitions and influence group functioning of international joint ventures. Thus, the effects of diversity are likely to be a complex function of aligned demographic characteristics, and we need a more sophisticated consideration of demographic alignment to understand its potential effects (Lau & Murnighan, 1998).

In Table 6.1, we present four theoretical sources of work that we consider the main set of alignment theories from organizational, sociological, and social psychological literatures: group faultlines (e.g., Lau & Murnighan, 1998), factional groups (Hambrick et al., 2001; Li & Hambrick, 2005), multi-form heterogeneity (Blau, 1977; Kanter, 1977), and cross-categorization (e.g., Brewer, 2000; Hewstone, Rubin, & Willis, 2002). For each of these theories we discuss the focal unit regarding composition (e.g., demographics and identity) and the forms of group composition discussed by the theory that relate to dispersion or alignment.

Alignment Theories in Organizational and Sociological Research. Faultline theory proposes that the compositional dynamics of multiple attributes and their alignment has a greater effect on group processes and outcomes than separate demographic characteristics (e.g., Lau & Murnighan, 1998; Thatcher et al., 2003). For instance, Cramton and Hinds (2004) theorized about how the alignment of compositional diversity and geographic distribution creates tension between subgroups emerging from faultlines. In a study of the formation of breakaway organizations, Dyck and Starke (1999) found that faultlines were strengthened with increased competition between the breakaway group and the status quo supporters.

In the second perspective (factional groups; Table 6.1), Hambrick et al. (2001; Li & Hambrick, 2005) argued that “compositional gaps” that occur along multiple demographic dimensions (e.g., age and values) in factional groups may accentuate managerial coalitions and influence group functioning and effectiveness of international joint ventures. A compositional
gap is the difference between managerial coalitions on one or more dimensions that are of potential importance to the group’s functioning. It separates a group into two distinctly different factions where a faction is relatively homogeneous, or tightly clustered around its own central tendency (Hambrick et al., 2001; Li & Hambrick, 2005). Studies of international joint venture (IJV) management groups showed that subgroups forming within groups based on demographics are inherently coalitional and are likely to reduce identification with the whole team and negatively impact group functioning and IJV effectiveness (Earley & Mosakowski, 2000; Hambrick et al., 2001).

Thirdly, the multiform heterogeneity literature is deeply rooted in sociological tradition and has stressed the importance of focusing on the multiple parameters of social structure (e.g., sex and race; Table 6.1). Multiform heterogeneity refers to overlapping groups and subgroups generated by differences in sex, race, national background, and religion (Blau, 1977). Highly correlated parameters strengthen in-group bonds and reinforce group barriers, whereas low correlation between them indicates the intersection of parameters, which promotes group integration. We now contrast these approaches with the main social psychological approach.

### Table 6.1
Comparing Theoretical Bases of Dispersion and Alignment

<table>
<thead>
<tr>
<th>Theoretical basis</th>
<th>Group faultlines</th>
<th>Factional groups</th>
<th>Multiform heterogeneity</th>
<th>Cross-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disciplinary foundation focal unit</td>
<td>Organizational behavior “Demographic characteristics”</td>
<td>Organizational behavior “Demographic dimensions”</td>
<td>Sociology “Parameters of social structure”</td>
<td>Social psychological “Social identity”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group Composition</th>
<th>Dispersion: similarity</th>
<th>Homogeneous</th>
<th>Demographically similar</th>
<th>Inclusive: all parameters same</th>
<th>Inclusive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dispersion: difference</td>
<td>Heterogeneous</td>
<td>Demographically dissimilar</td>
<td>Exclusive: all parameters different</td>
<td>Exclusive</td>
<td></td>
</tr>
<tr>
<td>Alignment: high</td>
<td>Faultlines</td>
<td>Factional groups/compositional gaps</td>
<td>Consolidated: high correlation</td>
<td>Convergent</td>
<td></td>
</tr>
<tr>
<td>Alignment: low</td>
<td>Weak/medium faultlines</td>
<td>Weak factional groups/homogeneous factions</td>
<td>Low correlation</td>
<td>Cross-categorization</td>
<td></td>
</tr>
</tbody>
</table>
Alignment Theories in Social Psychological Research. The question of multiple group membership has been a long-standing and pervasive problem in social psychology and much research has been done within the cross-categorization paradigm. Cross-categorization typically refers to the crossing of two dichotomous social dimensions, resulting in four groups (double in-group, two mixed groups, and double out-groups; Migdal, Hewstone, & Mullen, 1998). In other words, cross-categorization is based on horizontal crosscutting categories, where “others” can be simultaneously classified as in-group or out-group members on multiple dimensions (Hewstone et al., 2002). When categories are crosscut, they partially overlap. “Take, for example, gender and age; instead of considering only females versus males or young versus elderly, in crossed categorization situations perceivers attend to both of these dimensions and respond to composite groups such as young females, young males, elderly females and elderly males. In terms of in-group/out-group relations, we have four groups that are similar and different from the perceiver in distinct ways. If our perceiver is a young female, then other young females are double in-group members, young males and elderly females are partial group members and elderly males are double out-group members” (Crisp, Hewstone, & Rubin, 2001, p. 76). Crosscutting identities are like multiple identities that can be either formal (e.g., committees and work groups) or informal (e.g., common-interest groups and demographic characteristics).

Within the group context, the effects of cross-categorization depend on the extent to which categories are inclusive (all members are similar) or exclusive (all members are different) and convergent or crosscutting (Brewer, 2000). The two later possibilities perhaps, are the most interesting for our discussion of alignment and we compare the faultline and cross-categorization approaches in the following text and Table 6.2. According to the cross-categorization paradigm, the more the two bases

<table>
<thead>
<tr>
<th>TABLE 6.2</th>
<th>Comparing Faultline and Cross-Categorization Approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Focal unit</strong></td>
<td><strong>Faultlines</strong></td>
</tr>
<tr>
<td>Social dimension</td>
<td>Demographic characteristics</td>
</tr>
<tr>
<td>Nature of categories</td>
<td>Potential and active identities</td>
</tr>
<tr>
<td>Number of characteristics considered</td>
<td>Social Informational</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Numerous</td>
</tr>
<tr>
<td></td>
<td>Individual and team-level</td>
</tr>
</tbody>
</table>
of categorization are convergent (e.g., in-group/out-group distinctions on one category overlap perfectly with in-group/out-group distinction on a second category, e.g., as if gender and nationality perfectly align), the stronger the intergroup bias will be. Brewer (2000) provided an example of convergence for a first two-group categorization (A and B) and a second two-group categorization (1 and 2). If these groups converge, then all members of group A are also members of group 1, while all members of group B are also members of group 2 (a strong faultline), and strong intergroup differentiation and intergroup bias will be expected. In the crosscutting categorization, membership in A versus B and membership in 1 versus 2 is orthogonal (Brewer, 2000). Individuals may fall into any one of four classifications based on the overlapping categories: A1, A2, B1, B2 (a moderate or weak faultline condition). The basic assumption of cross-categorization is that overlapping memberships reduce the psychological distance between in-groups and out-groups. Overall, cross-cutting social identities contribute to cooperative intergroup contact by increasing intracategory differentiation and decreasing perceived intergroup differences (Ensari & Miller, 2001; Major, Quinton, McCoy, & Schmader, 2000).

Demographic attributes are often correlated with nested identities (e.g., White male senior executives) and with each other (e.g., female and ethnic minority maids), thus reinforcing the salience of attributes (Ashforth & Johnson, 2001). While faultline literature has considered both potential (focusing on objective characteristics of alignment) and active identities (perceived differences across subgroups formed by faultlines), cross-categorization literature often considers only active identities (see Table 6.2). For instance, Haslam and Ellemers (2005) suggested that group members who share a certain identity perceive themselves less differently than do members who do not share the identity. In general, alignment theories in social psychology have focused more on identity salience and paid less emphasis to objective demographic categories.

Another difference between alignment theories in organizational and social psychology is that while both cross-categorization and faultline hypotheses predict increased intergroup bias when multiple categories perfectly align, cross-categorization falls short in taking into account the nature of these categories (Table 6.2; Eurich-Fulcer & Schofield, 1995). In contrast, some research on faultlines delineated between social category and informational characteristics and predicted either positive or negative effects based on the nature of the faultlines (see the next section). Furthermore, social psychological studies that have gone beyond single in-group/out-group categorization have still used individual-level attitudes and behaviors to test intergroup-level theory. Faultlines studies, in contrast, consider not only individual-, but also group-level outcomes in an intergroup context (Table 6.2). Thus, although the ideas of the multiple identity complexity and alignment have entered the theoretical realm in social psychology (e.g., Brewer & Pierce, 2005; Roccas & Brewer, 2002), conceptualizations and operationalizations to understand such alignments
and how they relate to conflict in groups has been limited. This is what we specifically address in the model presented in the remainder of this chapter by incorporating aspects of the dispersion and alignment theories reviewed to predict the various types of conflict. We now consider specifically the nature of the dispersed or aligned characteristics of group members; that is, the social category or informational diversity within the group.

Social Category Diversity and Informational Diversity

Research on the implications of diversity has been mixed. Negative effects of diversity have been attributed to conflict that arises from perceived differences among team members (e.g., Tsui, Egan, & Xin, 1995), which interferes with performance (e.g., Pelled, 1996). Positive effects of diversity have been explained using the argument of cognitive resource diversity suggesting that the breadth of perspectives that diverse group members embrace enhances performance (e.g., Ancona & Caldwell, 1992; Gruenfeld et al., 1996). These competing theoretical arguments, along with inconsistent empirical results, have led to a lack of consensus regarding a valid conceptual framework for understanding diversity.

One response to this has been for researchers to classify diversity variables based on similar attributes, such as social category diversity and informational diversity (Jehn et al., 1997; Jehn et al., 1999; Milliken & Martins, 1996; Polzer, Milton, & Swann, 2002). Social category characteristics (also described as “relations oriented;” Jackson, Joshi, & Erhardt, 2003) are observable attributes, such as racial/ethnic background, nationality, sex, and age, that are likely to induce responses such as in-group biases and conflict (Cummings, Zhou, & Oldham, 1993; Jehn et al., 1997; Jehn et al., 1999). Informational characteristics are underlying attributes of individuals (e.g., work experience and education) which, although not immediately detectable, are important in the completion of a task (Jehn et al., 1997; Jehn et al., 1999; Thatcher & Jehn, 1998; Tsui, Egan, & O’Reilly, 1992). Researchers suggested that these two types of diversity may differentially impact group processes due to their job relatedness (Pelled et al., 1999; Webber & Donahue, 2001). Jehn and colleagues (Jehn et al., 1997; Jehn et al., 1999) found empirical evidence that social category heterogeneity resulted in increased relationship conflict and informational heterogeneity was positively associated with task conflict. As other researchers argued (Rink & Ellemers, 2006; Van Knippenberg, De Dreu, & Homan, 2004), we believe that the distinction between social category and information diversity incorporates previous distinctions of visible versus nonvisible diversity (Tsui & Gutek, 1999) and surface-level diversity versus deep-level diversity (Harrison, Price, Gavin, & Florey, 2002; Mohammed & Angell, 2004; Phillips & Loyd, 2005). Social category diversity (or heterogeneity) is dispersion across members of a group on social category characteristics that are easily observed by others and
used for categorization purposes. While social category heterogeneity may not be relevant to a given task, it does shape people’s perceptions and behaviors through mechanisms of categorization and prejudice (Pelled, 1996).

Informational heterogeneity refers to the differences in knowledge bases and perspectives that members of a group possess (Jehn et al., 1999). A cognitive resource perspective suggests that diversity will have positive implications on workgroup outcomes because the group will have access to a wider array of views, skills, and information (Grunfeld et al., 1996). Educational background, functional background, and industry experience are linked to the set of skills one employs when undertaking a task. For example, different functional backgrounds suggest that an extended resource pool exists based on nonoverlapping knowledge and expertise from which a team can draw to solve problems (Bunderson, 2003; Lovelace, Shapiro, & Weingart, 2001). However, various backgrounds can also lead to a fundamentally different understanding of what is to be completed for the task. For example, an individual with a philosophy background may perceive the format of a memo very differently than someone with an engineering background. Integrating these skill differences is important if members are to work together effectively as a unit. In addition, they are less visible and, therefore, less prone to interpersonal prejudice and stereotyping than social category demographic characteristics.

**Social Category Versus Informational Faultlines**

The rationale described for distinguishing between social category and informational heterogeneity can be applied to faultlines as well. In fact, we believe this is necessary given the inconsistencies found in the few studies that have examined faultlines and conflict. For instance, all of the published empirical papers to date examining the effect of faultiness on conflict (Lau & Murnighan, 2005; Li & Hambrick, 2005; Thatcher et al., 2003) predicted that faultlines will increase conflict per Lau and Murnighan’s (1998) original theory. However, the results are mixed. In fact, both Thatcher et al. (2003) and Lau and Murnighan (2005) found that faultlines actually decreased relationship conflict. Only Li and Hambrick (2005) found the proposed positive relationship between faultlines and relationship conflict; and none of these articles found an association with task conflict. We propose that distinguishing between the bases of faultlines will result in more accurate predictions of group processes such as conflict and will therefore improve the explanatory power of models of group diversity. Thus, social category faultlines are hypothetical dividing lines that split a group into subgroups based on social category demographic characteristics (e.g., age, race, and gender). Informational faultlines are hypothetical dividing lines that create subgroups based on
informational demographic characteristics (e.g., work experience or tenure). This extended Lau and Murninghan’s (1998) original conceptualization of faultlines as it differentiated between the effects of different bases for subgroup formation (alignments along informational or social category characteristics) on group processes.

Whereas Lau and Murninghan (1998) based the idea of faultlines on social identity, self-categorization, and coalition theories, we feel that a cognitive resource perspective should be added when conceptualizing informational-based faultlines. A cognitive resource perspective suggests that diversity in job-related or informational characteristics (e.g., tenure or education) offers greater cognitive resources to the group than others (Tziner & Eden, 1985). We believe that the nature of the faultline subgroups is crucial to the future functioning of groups. Subgroups formed along social category characteristics such as race, gender, or age may set in motion mechanisms such as stereotyping and prejudice (Messick & Mackie, 1989). Subgroups that form based on informational faultlines, on the other hand, are more likely to result in a detached information perspective, which increases flexibility of group members’ thoughts (De Dreu & West, 2001; Nemeth, 1986) and facilitates effective pooling of information and integrating of alternative perspectives (Gruenfeld et al., 1996). Such informational splits can operate in workgroups as “healthy divides” that stimulate effective decision-making processes (Gibson & Vermeulen, 2003) effectively utilizing the teams’ cognitive resources. In the following section, we further explain the differences that social category and informational diversity and faultlines have on the various types of workgroup conflict.

A MODEL COMPARING THE EFFECTS OF HETEROGENEITY AND FAULTLINES ON CONFLICT

To show the differences between dispersion and alignment theories of group composition, we present a model delineating the mechanisms by which social category and informational heterogeneity and faultlines influence the various types of conflict. Table 6.3 provides a summary of our propositions presented in the following section.

Social Category Heterogeneity, Faultlines, and Relationship Conflict

Dispersion theories predict that groups heterogeneous on social category characteristics are likely to experience frustration, discomfort, hostility, and anxiety that can result in higher levels of relationship conflict (Jehn, 1997; Tajfel & Turner, 1986). For example, studies have shown that diverse social category characteristics increase relationship conflict within groups (Alagna, Reddy, & Collins, 1982; Jehn et al., 1997; Pelled,
Specifically, Jehn et al. (1997), in a study of project teams, examined individual demographic differences and found that members in visibly diverse groups experienced more relationship conflicts than members in groups that were visibly similar. Moreover, messages may suffer distortion (Asante & Davis, 1985; Cox, 1993) with the potential to cause conflict because attempts to share viewpoints across demographic boundaries may be thwarted. Heterogeneity on the dimensions of sex and ethnicity has also been found to be related to more interpersonal tension, lower levels of friendliness, and lower levels of satisfaction (Alagna et al., 1982; O’Reilly, Caldwell, & Barnett, 1989; Pfeffer & O’Reilly, 1987; Riordan & Shore, 1997; Tsui, Egan, & O’Reilly, 1992; Wagner, Pfeffer, & O’Reilly, 1984; Wharton & Baron, 1987; Wiersema & Bird, 1993).

Alignment theories suggest that strong subgroupings can lead to political issues and covert relationship conflict within the group (Lau &
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TABLE 6.3

<table>
<thead>
<tr>
<th>Group Composition</th>
<th>Conflict</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposition 1:</td>
<td></td>
</tr>
<tr>
<td>Social Category Heterogeneity</td>
<td>high RC\textsuperscript{1}</td>
</tr>
<tr>
<td>Social Category Faultline</td>
<td>high RC\textsuperscript{2}</td>
</tr>
<tr>
<td>Proposition 2:</td>
<td></td>
</tr>
<tr>
<td>Social Category Heterogeneity</td>
<td>low TC</td>
</tr>
<tr>
<td>Proposition 3:</td>
<td></td>
</tr>
<tr>
<td>Social Category Faultline</td>
<td>high TC</td>
</tr>
<tr>
<td>Proposition 4:</td>
<td></td>
</tr>
<tr>
<td>Social Category Heterogeneity</td>
<td>high PC</td>
</tr>
<tr>
<td>Social Category Faultline</td>
<td>high PC</td>
</tr>
<tr>
<td>Proposition 5:</td>
<td></td>
</tr>
<tr>
<td>Informational Heterogeneity</td>
<td>high RC</td>
</tr>
<tr>
<td>Proposition 6:</td>
<td></td>
</tr>
<tr>
<td>Informational Faultline</td>
<td>low RC</td>
</tr>
<tr>
<td>Proposition 7:</td>
<td></td>
</tr>
<tr>
<td>Informational Heterogeneity</td>
<td>high TC</td>
</tr>
<tr>
<td>Informational Faultline</td>
<td>high TC</td>
</tr>
<tr>
<td>Proposition 8:</td>
<td></td>
</tr>
<tr>
<td>Informational Heterogeneity</td>
<td>high PC</td>
</tr>
<tr>
<td>Proposition 9:</td>
<td></td>
</tr>
<tr>
<td>Informational Faultline</td>
<td>low PC</td>
</tr>
</tbody>
</table>

\textsuperscript{1}RC = Relationship Conflict; TC = Task Conflict; PC = Process Conflict.

\textsuperscript{2}Variables in bold reflect that the effects of Faultlines will be stronger than the effects of Heterogeneity.
Murnighan, 1998). Based on coalition theory (Caplow, 1956; Komorita & Kravitz, 1983; Murnighan, 1978), we suggest that if social category demographic attributes align, similar members will interact with each other more often and, therefore, will be likely to form coalitions (Pool, 1976; Stevenson, Pearce, & Porter, 1985). Furthermore, the existence of coalitions based on social categories is likely to amplify the salience of in-group/out-group membership causing strain and polarization between subgroups (Hogg, Turner, & Davidson, 1990). The “us versus them” mentality of subgroups formed based on social category faultlines makes it easy for one subgroup to blame the other subgroup for mistakes (Hogg, 1996). It also leads to power differentials allowing a subgroup to dominate discussion and prevent the participation of others (Gillespie, Brett, & Weingart, 2000; Johnson & Johnson, 1994). Tension and personal attacks within a group resulting from these processes can cause further frustration among group members (e.g., Amason & Schweiger, 1994; Jehn, 1994). These group processes are likely to intensify relationship conflict.

Based on the preceding discussion, both social category heterogeneity and social category faultlines will likely result in high levels of relationship conflict; however, we expect that social category faultlines will have stronger effects on relationship conflict than will social category heterogeneity. From the cross-categorization perspective (e.g., Brewer, 2000; Hewstone et al., 2002; Vanbeselaere, 2000), we suggest that members in such heterogeneous groups may possess crosscutting social identities which contribute to cooperative contact by reducing bias toward out-group members, whereas members in groups with strong social category faultlines will have no overlap between in-group and out-group membership and, thus, no bias reduction (Ensari & Miller, 2001). We believe that members in groups with social category faultlines may exhibit stronger intragroup bias due to additional identification with subgroups. This intergroup bias may encourage more negative stereotyping and animosity among individuals in groups with social category faultlines than among those in groups heterogeneous on social category characteristics. Thus,

- **Proposition 1:** While individuals in groups with high levels of social category heterogeneity and social category faultlines will both experience high levels of intragroup relationship conflict, social category faultlines will have a stronger effect on relationship conflict than will social category heterogeneity.

*Social Category Heterogeneity, Faultlines, and Task Conflict*

Social category membership provides a particularly salient basis for categorizing members into in-groups and out-groups based on personal characteristics that may promote hostile interactions among members of
heterogeneous groups (Jehn et al., 1999; Pelled et al., 1999)—this is the personal-based relationship conflict discussed in proposition 1. However, we propose that the process as it relates to task conflict is less direct, given that the characteristics that people differ on are not obviously task related (Jackson et al., 2003; Pelled, 1996). Rather than open and direct hostilities based on prejudices and stereotypes, we believe the effect on task conflict is more passive. Members of social categorically diverse groups may dislike and distance members who belong to other social categories (Byrne, 1971). Individuals who feel that they are distant may also feel alienated and withhold task-related contributions to the group (Milliken & Martins, 1996), or they may not take seriously task-related comments of group members who belong to other social categories. For example, researchers found that members of diverse groups in age and race communicated less frequently and more formally than members of homogeneous groups regarding the task (Hoffman, 1985; Zenger & Lawrence, 1989). Moreover, the processes through which people seek and attain confirmation of their thoughts and feelings about the self (self-verification; Swann, Polzer, Seyle, & Ko, 2004) may be impaired when members feel alienated and isolated. Swann et al. (2004) further proposed that divergent thinking, a precondition for task conflict to arise, may not occur when members cannot verify their personal views. We suggest that members of groups that are heterogeneous on social category characteristics, therefore, will experience low levels of task conflict.

- **Proposition 2:** Individuals in groups with high levels of social category heterogeneity will experience low levels of intragroup task conflict.

When groups have social category faultlines, on the other hand, members of emerging subgroups might more freely express the divergent opinions as they feel support from their subgroup members (Lau & Murnighan, 1998) and verification of their self-views (Swann et al., 2004). Also, they may have a strong tendency toward conformity to the opinion, idea, or perspective favored by their own subgroup (Baron, Kerr, & Miller, 1993) and a need to distinguish their views from the other subgroup’s (Brewer, 2000; Hogg et al., 1990). These processes may cause group members to exhibit intense polarization around ideas and thoughts across subgroups (Ancona, 1990). We further argue that in common-goal groups with social category faultlines, subgroup members are likely to voice support for their particular position or opinion as they strive to integrate these opinions into their view of the group tasks. Thus, in groups with strong social category faultlines, we propose that there will be high levels of task conflict due to polarization around divergent opinions.

- **Proposition 3:** Individuals in groups with strong social category faultlines will experience high levels of intragroup task conflict.
Social Category Heterogeneity, Faultlines and Process Conflict

Dispersion theories suggest that members of groups that are heterogeneous on social category characteristics may face “interpretive barriers” resulting from members’ different language systems, life experiences, or values acquired from varying socialization experiences (Dougherty, 1992). These differences are likely to emphasize the differences in conventions for social interaction and shape views about how one should approach a task (Jehn et al., 1999). For example, female members may rely on conventions that are typical to their particular networks of relationships to interpret actions needed to proceed with work, whereas male members may use interpretations representative of their own conventions (Von Glinow, Shapiro, & Brett, 2004). The two interpretive systems may not necessarily coincide, and differing interpretations of what actions to take to get work done may affect a group’s ability to coordinate task progress (Behfar et al., 2005). This is likely to promote disagreements over procedural and administrative features of the task and result in process conflict (Jehn & Chatman, 2000; Jehn et al., 1999).

Similarly, alignment theories propose that members across subgroups formed by social category faultlines might also have different “thought worlds” (Dougherty, 1987) and different interpretations about how work should be done in a group. Members of such groups may further feel that their priorities and work approaches are not aligned within a group, and thus, they may spend more time “staking out” territory and viciously arguing who does what, when, and how (Behfar et al., 2005). A faultline that breaks a group into subgroups may inhibit boundary-spanning activities, creating distinct subgroup networks and leading to less coordination of interdependent but differentiated subgroups within a group (e.g., Edmondson, 1999; Miles & Perreault, 1976). Under these circumstances, developing a shared approach to task accomplishment in groups with strong social category faultlines will be difficult and process conflict will be likely to surface.

Groups with high levels of social category heterogeneity and groups with strong social category faultlines are both predicted to experience high levels of process conflict; however, we expect faultlines to have stronger effects than heterogeneity. Members of groups with strong social category faultlines may support certain ways of doing work favored by their respective subgroups, at the same time displaying prejudice and intolerance toward opinions of members of another subgroup. Heterogeneous groups, in turn, may have a number of divergent viewpoints but without support from others, individuals may not vigorously compete and argue their points of view. Thus, while heterogeneous groups and groups with strong social category faultlines will both experience challenges in coordinating their tasks, groups with strong faultlines will disagree over process-related issues in a more competitive way than will heterogeneous groups. This leads us to
• Proposition 4: While individuals in groups with high levels of social category heterogeneity and social category faultlines will both experience high levels of intragroup process conflict, social category faultlines will have a stronger effect on process conflict than will social category heterogeneity.

Informational Heterogeneity, Faultlines, and Relationship Conflict

We propose that informational heterogeneity will increase relationship conflict. In groups with a high dispersion of informational characteristics, it is necessary to communicate with people different from yourself. As with social category characteristics, different experiences and socialization backgrounds can elicit stereotypes (Pelled, 1996). For example, you often hear of people saying, “All accountants are picky.” In Strauss’ (1964) classic case study of cross-functional interactions, resentment and annoyance characterized communication between engineers and purchasing agents. Just as social category (or visible) types of heterogeneity such as gender and race can trigger relationship conflict, group heterogeneity with respect to functional background, tenure, and other less visible characteristics can also incite relationship conflict (Pelled, 1996).

• Proposition 5: Individuals in groups with high levels of informational heterogeneity will experience high levels of intragroup relationship conflict.

However, given expectancy effects emerging from alignment we propose the opposite relationship between informational faultlines and relationship conflict (informational faultlines will decrease relationship conflict—see Table 6.3). Unlike social category characteristics, attributes that make up information-based heterogeneity and faultlines are less visible and less prone to interpersonal prejudice and stereotyping. However, because they are directly applicable to the work context, they play an important role in developing expectations about behaviors of others in the workplace. Expectancy-violation theory, in part, suggests that the violations of category-based expectations (or the experience of unexpectedness) may influence affective reactions and promote negative evaluations of out-group members (Bettencourt, Dill, Greathouse, Charlton, & Mulholland, 1997). Therefore, because members of informationally heterogeneous groups can be simultaneously classified as in-group or out-group members based on multiple dimensions (Hewstone et al., 2002), they may construct inconsistent expectations leading to violations and, thus, negative affect. In contrast, in groups with informational faultlines, the fact that members of another subgroup have different functional backgrounds would be consistent with the fact that they also have different levels of education and work experiences. Because of subgroup formation, members are aware of
their differences and expect to be different along informational lines. This elicits less uncertain and ambiguous environments in which members are more likely to accept their informational differences and cooperate (Rink & Ellemers, 2006). As such, they may exert more effort toward regulating task-focused group processes rather than fighting over relationship-related issues.

- Proposition 6: Individuals in groups with strong informational faultlines will experience low levels of intragroup relationship conflict.

**Informational Heterogeneity, Faultlines, and Task Conflict**

Members of *informationally heterogeneous* groups are assumed to have different training and socialization experiences (Lovelace et al., 2001; Mortensen & Hinds, 2001). Research further suggested that debates and disagreements about group tasks often arise from differences in knowledge and experiences (Tziner & Eden, 1985; Wittenbaum & Stasser, 1996). The presence of different perspectives is likely to manifest itself as intragroup task conflict (Pelled et al., 1999). As such, group members in informationally heterogeneous groups will engage in debate about divergent viewpoints and discuss their disagreements over group tasks (Jehn et al., 1997). For example, Pelled (1996) found that functional background and educational diversity were related to conflicts that focused on the task or content of ideas.

In the case of *informational faultlines*, subgroup members align along informational characteristics and tend to exhibit similar viewpoints within each subgroup and display different opinions across subgroups. This is due to different approaches to problem solving caused by differences in training and experiences (Bantel & Jackson, 1989; Gruenfeld et al., 1996; Pelled, 1996). Literature on minority influence suggests that information sharing in diverse groups depends on the extent to which group members are provided with social support (cf. Allen & Levine, 1971; Bragg & Allen, 1972). When a group has strong informational faultlines, its members may find support and validation for their knowledge (e.g., opinions, assumptions, and information) in their subgroups due to mutual liking, shared experiences, and perceived similarity of aligned members (Phillips, Mannix, Neale, & Gruenfeld, 2004). In groups with strong informational faultlines, members may freely express their ideas and actively engage in open discussion of divergent perspectives across subgroups because they have support from within their own subgroup (Lau & Murnighan, 1998; Phillips, 2003; Swann et al., 2004). We therefore argue that individuals in such groups will experience high levels of conflict over task-related issues.

We expect informational faultlines to be a better predictor of intragroup task conflict than informational heterogeneity. Based on interindivudual–intergroup discontinuity research (e.g., Insko et al., 1998; Schopler, Insko,
Graetz, Drigotas, & Smith, 1991; Wildschut, Insko, & Gaertner, 2002), we argue that members in groups with informational faultlines may disagree over various ideas or perspectives in a more confident and convincing way than do individuals in informationally heterogeneous groups. Interindividual–intergroup discontinuity is the tendency of intergroup relations to be more competitive and less cooperative than interindividual relations (Insko et al., 1998; Schopler et al., 1991). Heterogeneous groups may have a number of divergent viewpoints but without support from others, individuals may not actively share their point of view (Wit & Kerr, 2002). This is consistent with past work showing that individual (minority) influence can be attributed to the individual's personality and easily disregarded while influence from more than one person (even if deviant) is seen as more credible and reliable (Wood, Lundgren, Ouellette, Busceme, & Blackstone, 1994). Thus, we propose that these subgroup-supported divergent opinions enter into the discussion and are strongly supported by the subgroup and just as strongly opposed by the opposing subgroup. Groups with strong informational faultlines may have more intense conflicts over tasks because each subgroup rallys around one particular point of view (Lau & Murnighan, 2005). These subgroup differences and intrasubgroup alignment may encourage more intense discussion and debate over task-related issues in groups with informational faultlines than in informationally heterogeneous groups.

Proposition 7: While individuals in groups with high levels of informational heterogeneity and informational faultlines will both experience high levels of intragroup task conflict, informational faultlines will have a stronger effect on task conflict than will informational heterogeneity.

Informational Heterogeneity, Faultlines, and Process Conflict

Dispersion theories suggest that members of informationally heterogeneous groups tend to rely on working methods particular to their backgrounds (Bantel & Jackson, 1989; Gruenfeld et al., 1996) and display different views about how one should approach a task (Jehn et al., 1999). Members’ differing expertise and a broad array of information, knowledge, and skills add to the variety of opinions about how to do the work. This affects a group’s ability to coordinate task progress (Behfar et al., 2005) and often results in disagreements over procedural issues (Jehn et al., 1999). For instance, research has demonstrated that heterogeneous groups on informational characteristics experienced more difficulty defining how to proceed with their task than did homogeneous groups (Jehn, 1997; Watson, Kumar, & Michaelson, 1993).

Proposition 8: Individuals in groups with high levels of informational heterogeneity will experience high levels of intragroup process conflict.
We propose the opposite relationship between informational faultlines and process conflict (informational faultlines will decrease process conflict—see Table 6.3). Alignment theories suggest that members across subgroups formed by informational faultlines are aware of their differences and expect to be different along informational lines. Although they might have different beliefs about how work should be done in a group, members of such groups are likely to be effective in dealing with logistical problems. When there are consistent expectations, there is less confusion about who is responsible for what and how task accomplishment should proceed in the work unit. This certainty allows members to accept their expected informational differences (Rink & Ellemers, 2006) and exert more effort toward coordinating task accomplishment.

- **Proposition 9:** Individual in groups with strong informational faultlines will experience low levels of intragroup process conflict.

In sum, we again refer the reader to Table 6.3, which summarizes our propositions about social category and informational heterogeneity and faultlines on task, relationship, and process conflict. However, it is not as straightforward as this table suggests given that both demographic dispersion and alignment can occur simultaneously. In addition, informational and social category characteristics co-occur in individuals and thus in groups. To integrate the dispersion and alignment concepts in groups, for instance, we must consider the effects of having a social categorically diverse (dispersed) yet informationally aligned group such that subgroups occur along educational and functional lines but may crosscut across gender and race (social category). Will this type of group experience high levels of both task conflict (attributed to informationally based faultlines) and relationship conflict (attributed to social-categorical dispersion) or will one type of group composition dominate the other with regard to its effects on group conflict? For example, the group may capitalize on informationally based faultlines and experience high levels of task conflict and low levels of relationship conflict. To make it even more complicated, different demographic characteristics within a type of faultline may differentially contribute to group dynamics as group context may lead to reliance on one faultline base. For example, group norms about competence and recognition may encourage seniority-salient faultlines, whereas norms supporting diversity may be more likely to promote gender- or race-salient faultlines. We discuss this and other future research directions below.

**FUTURE RESEARCH DIRECTIONS**

The ways that faultlines affect various types of conflict within groups and organizations are only beginning to be investigated. There are a number of future research directions that can be pursued to further our knowledge of this relationship. Future research on faultlines should investigate...
issues of faultline measurement such as whether faultline distance (the level of divergence between two subgroups) should be evaluated in addition to faultline strength (the degree to which each subgroup is relatively homogeneous), potential moderators such as group identity and task type, and issues of context such as virtual teams. This work may also be extended by considering additional conflict types (e.g., creative conflict and political conflict; Jehn & Conlon, 1999) and examining conflict profiles (e.g., proportional composition of conflict types within a group; see Jehn & Chatman, 2000). Rather than try to describe all of our thoughts for future research for the faultlines–conflict relationships, we will focus on describing three such promising areas in detail: faultline activation, group/organizational culture, and measurement challenges.

Faultline Activation

Similar to the geological concept of faults in the Earth’s crust, faultlines in groups can be inactive and go unnoticed without any changes in group processes for years (Lau & Murnighan, 1998). Although faultlines are dormant, they can become active, causing the group to split into subgroups. While potential faultlines are often based on the objective demographics of group members, active faultlines exist when the members perceive and behave as if they are two separate groups. Current research on faultlines has generally focused on potential faultlines by assuming that demographic (e.g., gender and race) or contextual (e.g., physical distance and organizational member) characteristics represent sources of identification for individuals in groups (e.g., Li & Hambrick, 2005; Thatcher et al., 2003). There are two potential areas for future investigation. One is to determine whether the demographic and contextual characteristics used in previous research are relevant attributes that trigger faultline activation. A second potential area is to determine whether other attributes are more likely to trigger faultlines (e.g., parental status or love of baseball). Finally, we might examine the extent to which faultline activation is more likely to occur over time rather than in a single moment of time.

The degree to which demographic characteristics act as triggers for faultline activation is related to research on identity saliency. According to Lau and Murnighan (1998), faultlines can lead to salient subgroups that then become a basis for social identification and categorization. Once group members start identifying themselves with a particular subgroup, the negative outcomes of categorization (e.g., negative stereotyping and prejudice) are likely to lead to coalition formation and conflict (Thatcher & Jehn, 1998). However, because individuals have multiple identities, the salience of a particular identity depends on the context in which individuals operate (Hogg & Terry, 2000). For example, a group of three men and three women has a potential faultline based on gender. If all six individuals view their genders as salient identities, then there is an active faultline.
However, not all potential faultline situations are activated; that is, while the demographics of the group members suggest the potential for faultlines, the members may never actually feel or behave as separate groups leading to little or no animosity across subgroups.

When individuals have salient identities, they are more likely to think of themselves along the lines of that particular identity. For example, if gender is a salient identity to a female worker, then she is more likely to perceive workplace issues from the point of view of a female. Thus, one possible approach to understanding faultline activation is to examine identity saliency as a moderator of potential faultiness and conflict. However, even if the salience of gender is not initially important to the group members, the potential faultline may develop into an active faultline. For instance, if this group is tasked to review a sexual harassment initiative, the potential faultline may become activated as the male subgroup and female subgroup view this initiative from opposing angles.

Another approach to investigating faultlines would be to ask group members if any issues or identities are the cause of faultline activation. For example, something as trivial as the love for baseball could create a perceived in-group and out-group within the larger group. All problems or issues that this group then faces could then be perceived through the in-group/out-group lens. It will be interesting to see whether the nature of faultline activation is more often a result of demographic/contextual characteristics or whether it is based on relatively innocuous differences. If, in fact, trivial differences are important in activating faultlines, then managers may be able to counteract this by proactively engaging in some group identification efforts.

A third approach is to view faultline activation as a longitudinal process. Characteristics that are visible and have had historic social implications for role behavior (e.g., gender) may be the impetus for initial faultline development. Based on evolutionary psychology, gender is the most influential difference between humans because it appeared earliest in human society (Kurzban, Tooby, & Cosmides, 2001). People easily registered the differences in gender and developed cognitive adaptations to encode the gender dimension preferentially. As members get to know one another, other characteristics (e.g., race and age) may solidify the faultlines if the characteristics align with gender faultlines. Finally, we would expect that nonvisible groupings (e.g., organizational tenure and educational background), where aligned, would continue to support subgroup alignment. Viewing faultline activation as a longitudinal process suggests that interventions may occur at various points in time to reduce the strength of faultline alignment.

Group and Organizational Culture

Another future direction we discuss is the role that group and organizational cultures play on the relationship between faultlines and conflict.
Understanding group and organizational culture is an important avenue for future research because these cultures may determine whether faultlines become active as well as influence the dimensions on which faultlines may become activated. The essential core of culture consists of traditional ideas, their attached values, and the extent to which a group accepts these ideas and values (Kroeber & Kluckhohn, 1963). There are different levels of analysis from which to study culture, as culture can exist at societal, national, and regional levels (DiMaggio & Powell, 1983). Within organizations, culture can exist at an organizational, business unit, department, or group level (Chatman & Jehn, 1994; Mannix, Thatcher, & Jehn, 2001).

Group culture is defined as the extent to which group members have consensus on values, norms, and appropriate behaviors related to work (adapted from Chatman & Jehn, 1994; Mannix et al., 2001; Rousseau, 1990). Group culture can reflect preferred ways to perform individual and group tasks such as being innovative, task oriented, or career oriented (Jehn, 1994; Jehn et al., 1997; O'Reilly, Chatman, & Caldwell, 1991). Two primary concerns become relevant when researchers conceptualize group culture: (a) the extent to which members care about the group culture (culture strength) and (b) the extent to which these cultures differ across content (culture content; Flynn & Chatman, 2001; Mannix et al., 2001). The norms and behaviors supported by group cultures vary widely across groups in an organization (Bettenhausen & Murnighan, 1991; Jehn, 1994). Thus, it would be interesting to examine how different group cultures (e.g., values about career advancement or diversity initiatives) shape the way in which group faultlines affect performance. In fact, past research on diversity suggests that strong group cultures may be “a powerful way for managers to use informational and social influence processes to encourage solidarity rather than divisiveness” (Williams & O'Reilly, 1998). Similarly, we might expect that group cultures that value career advancement and diversity might suppress faultline activation.

Organizational culture can be defined as a common set of shared meanings or understandings about an organization (Reichers & Schneider, 1990). As in our discussion of group culture, the impact of organizational culture comes from the content and the strength of the shared meanings. Previous research has found that organizational culture affects group-level actions (O'Reilly, Williams, & Barsade, 1998; Thomas & Ely, 1996). O’Reilly et al. (1998) found that organizational cultures that supported ethnic diversity reported positive effects on performance. Similarly, Thomas and Ely (1996) found that organizations that have cultures in which diversity is viewed as an opportunity to learn rather than as a legal requirement tend to perform better. Thus, as in the case with group cultures, we might expect that organizational cultures supporting career advancement and diversity might suppress faultline activation. Finally, we argue that it is not merely the content or strength of the organizational culture that influences group-level relationships; it is the resulting impact
of shared group culture and organizational culture (cultural consistency) that influences the relationship between group faultlines and conflict. We believe that cultural consistency is important because it can create extremely positive effects (in the case where the group and organizational cultures align) or extremely negative effects (in the case where group and organizational cultures do not align). Thus, we would expect that in culturally consistent environments, faultline activation would be suppressed whereas in culturally inconsistent environments, faultlines are not only more likely to be activated but the resulting activation will create more negative types of conflict.

Measurement Challenges

Recently, a few attempts to measure faultlines have been made. Shaw (2004) developed an SPSS-based program to measure internal and cross-subgroup alignments along categorical attributes for up to six-member groups. Gibson and Vermeulen (2003) proposed a measure of subgroup strength to capture overlapping demographics among members of a group. Thatcher et al. (2003) and Bezrukova, Jehn, Zanutto, and Thatcher (2005) described the measures of faultline strength and distance that have a number of advantages: They simultaneously allow continuous and categorical variables, can fit an unlimited number of attributes, can handle groups of unlimited size, and are flexible enough to allow for different weights of the attributes. Zanutto, Bezrukova, and Jehn (2005) described an SAS-based code, which should make faultline calculations accessible and facilitate more empirical research. However, there continue to be challenges in developing the faultline measure.

One of the first challenges is being able to measure actual faultlines as well as potential faultlines. One solution is to develop a measure that asks group members to report on the dimensions on which subgroups exist. The potential dimensions may differ for every group subjecting this form of measurement to bias and error. In addition, it may be more meaningful to then focus on the strength of the faultline (is the split very strong) rather than the nature of the faultline (e.g., gender or race). A second challenge is determining the best approach for rescaling faultline dimensions so that they have the same meaning. For example, what does one difference in race equal to in terms of years? Past measurements have looked at the standard deviation of continuous variables in order to calculate “equal difference,” but other approaches may be equally compelling.

CONCLUSIONS

This chapter was intended to uncover the nuances of group composition that play a critical role in influencing intragroup conflict in organizational
workgroups by contrasting group composition theories of dispersion and alignment. We proposed that a particular alignment across group members and the resulting demographically motivated subgroups are what make a difference in predicting the various types of conflict, more so than the dispersion, or heterogeneity, of demographic characteristics. This alignment may not necessarily cause dysfunctional processes, as has been suggested (e.g., Lau & Murnighan, 1998; Thatcher, et al., 2003), but rather it may promote effective decision-making processes via the various types of conflict. Consequently, we theorized about the nature of alignment, and specifically about the type of diversity responsible for the alignment (social category vs. information based), which determines to what degree members of a group will experience task, relationship, or process conflict (or a combination of the three). The delineation of the processes behind social category and information-based splits as related to conflict should help managers to handle effectively the dynamics of diverse groups and researchers to further the specification of the complex processes resulting from various profiles of group composition.
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In recent years, scholars and practitioners alike have shown a great interest in understanding various negative acts in the workplace. These negative acts include behaviors such as making offensive remarks, threatening others, isolating an individual so he or she has difficulty working, harshly criticizing others, making obscene gestures, giving someone the “silent treatment,” failing to transmit information, physical assault, and theft from other employees, among others. Scholars have recognized that despite the seemingly endless list of negative acts, these behaviors possess many commonalities. As such, constructs such as workplace aggression—e.g., behaviors by individuals to harm others with whom they work (Neuman & Baron, 1996)—have been proposed to encompass a wide array of negative acts at work. Workplace aggression and its relationship with conflict at work is the focus of this chapter.

A review of the recent literature on workplace aggression reveals that there is little grounding within the organizational conflict literature (for notable exceptions, see Andersson & Pearson, 1999; Aquino, 2000; Keashly & Nowell, 2003; Zapf & Gross, 2001). This is unfortunate because decades of research and theory on conflict and conflict resolution can offer valuable insights into this emerging body of research. What has emerged in recent years are two parallel literatures that often address similar questions about antecedents, processes, and outcomes of negative interpersonal
relations at work. We argue that one could learn a great deal from greater cross-fertilization between these areas of research.

The purpose of this chapter is to review the nature of workplace aggression, to explore its overlap with conflict in organizations, and to provide several avenues for future inquiry based upon insights that can be gleaned from the integration of these two literatures. We begin with a review of construct definitions from the literature on the “dark side of the workplace” (e.g., workplace aggression and related constructs), highlighting their similarities and differences. We then examine the extant literature on the antecedents and consequences of workplace aggression. Following this, we detail commonalities and distinctions between the literatures on workplace aggression and conflict, and based upon this review, we conclude with several challenges for future inquiry on workplace aggression and conflict.

DEFINING WORKPLACE AGGRESSION AND RELATED CONSTRUCTS

A large number of constructs that capture an array of aggressive, deviant, counterproductive, hostile, abusive, bullying, harassing, and/or uncivil actions at work have been proposed over the past 10–15 years. This construct proliferation has led to a confusing state of affairs in which many scholars are studying virtually identical employee behaviors but are using different terminology (Spector & Fox, 2005). This is not unusual for new constructs in the organizational sciences. As noted by Reichers and Schneider (1990), new fields of research must go through a first stage of introducing and elaborating upon constructs, as well as developing measures and exploring correlates. The second stage is characterized by researchers evaluating and augmenting the body of knowledge, including the investigation of mediators and moderators. Research on workplace aggression and related constructs is currently at this stage. Much of the published research has focused upon correlates, yet research on more complex questions is beginning to emerge. Reichers and Schneider (1990) noted that it is only during the third stage that scholars begin to use a common set of terminology and consolidate the existing research findings. One goal of the current chapter is to help move scholarship on workplace aggression to the next stage.

In an attempt to distinguish clearly between the “dark side of the workplace” constructs, we provide definitions for many of the most frequently studied constructs in this literature (see Table 7.1). We also summarize distinctions between these constructs across several dimensions (see Table 7.2). Several excellent reviews devoted to these constructs and the ways in which they differ exist (see Bennett & Robinson, 2003; Fox & Spector, 2005; Kidwell & Martin, 2005; O’Leary-Kelly, Duffy, & Griffin, 2000; Robinson & Greenberg, 1998); thus, we only briefly describe these distinctions and refer readers to these sources for additional detail. However, none of the prior construct reviews included conflict at work. This is an important
### Table 7.1 Definitions of “Dark Side of the Workplace” Constructs

<table>
<thead>
<tr>
<th>Construct label</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workplace Aggression</td>
<td>Any form of behavior directed by one or more persons in a workplace toward the goal of harming one or more others in that workplace (or the entire organization), whether or not this aggressive behavior is perceived or evidenced by the intended targets (Neuman &amp; Baron, 2005, p. 18; see also Greenberg &amp; Baron, 1996).</td>
</tr>
<tr>
<td>Counterproductive Work Behavior</td>
<td>Voluntary behaviors of organizational members that are intended to harm or prevent the organization and its stakeholders (e.g., clients, coworkers, customers, and supervisors).</td>
</tr>
<tr>
<td>Employee Deviance</td>
<td>Voluntary behavior by members of an organization that violates significant organizational norms and is intended to harm the organization or its stakeholders (Robinson &amp; Bennett, 1995, p. 566; see also Bennett &amp; Robinson, 2000).</td>
</tr>
<tr>
<td>Revenge</td>
<td>An action in response to some perceived harm or wrongdoing by another party that is intended to inflict damage, injury, discomfort, or punishment on the party judged responsible (Aquino, Tripp, &amp; Bies, 2001, p. 53; see also Bies, Tripp, &amp; Kramer, 1997).</td>
</tr>
<tr>
<td>Organizational Retaliatory Behavior</td>
<td>A subset of negative workplace behaviors used to punish the organization and its representatives in response to perceived unfairness (Skarlicki &amp; Folger, 1997, p. 435; see also Folger &amp; Skarlicki, 2005; Skarlicki, Folger, &amp; Tesluk, 1999).</td>
</tr>
<tr>
<td>Workplace Violence</td>
<td>Workplace violence refers only to instances of aggression involving direct physical assaults (Neuman &amp; Baron, 1998, p. 393; see also Baron &amp; Neuman, 1996; LeBlanc &amp; Barling, 2005; LeBlanc &amp; Kelloway, 2002).</td>
</tr>
<tr>
<td>Workplace Bullying</td>
<td>A person is bullied when he or she feels repeatedly subjected to negative acts in the workplace, acts that the victim may find it difficult to defend themselves against (Einarsen, Raknes, &amp; Matthiesen, 1994, p. 383; see also Hoel, Rayner, &amp; Cooper, 1999; Leaman, 1996).</td>
</tr>
<tr>
<td>Emotional Abuse</td>
<td>Repeated hostile verbal and nonverbal behaviors directed at one or more individuals over a period of time such that the target feels helpless and isolated (Keashly &amp; Harvey, 2005, p. 205; see also Keashly, 1998; Keashly, Jagatic, &amp; Trott, 2003; Keashly, Trott, &amp; Maclean, 1994).</td>
</tr>
<tr>
<td>Workplace Incivility</td>
<td>Low-intensity deviant behavior with ambiguous intent to harm the target, in violation of workplace norms for mutual respect (Andersen &amp; Parsons, 1999, p. 457; see also Cortina, Magley, Williams, &amp; Langhout, 2001).</td>
</tr>
<tr>
<td>Conflict</td>
<td>The process that begins when one party perceives that the other has negatively affected, or is about to negatively affect, something that the former cares about (Thomas, 1992, p. 653).</td>
</tr>
</tbody>
</table>

Three features shared by definitions of conflict: (a) Interdependence among parties, (b) perception by at least one of the parties that there is some form of opposition or incompatibility among the goals of the parties, and (c) some form of interaction between the parties (Putnam & Pode, 1987).
<table>
<thead>
<tr>
<th>Construct label</th>
<th>Nature of behavior</th>
<th>Nature of actor</th>
<th>Nature of target</th>
<th>Actor–Target power differential</th>
<th>Motive</th>
<th>Duration of behavior</th>
<th>Violation of norms</th>
<th>Outcome(s) of behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workplace Aggression</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider at any level</td>
<td>Individual, org. (as a social collective), or stakeholders</td>
<td>None required</td>
<td>Intent to harm target</td>
<td>Episodic</td>
<td>Not required</td>
<td>Negative outcomes for targets</td>
</tr>
<tr>
<td>Counterproductive Work Behavior</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider at any level</td>
<td>Individual, org., or stakeholders</td>
<td>None required</td>
<td>Intent to harm target or purposeful action that resulted in harm</td>
<td>Episodic</td>
<td>Not required</td>
<td>Negative outcomes for targets and org.</td>
</tr>
<tr>
<td>Employee Deviance</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider at any level</td>
<td>Individual, org., or stakeholders</td>
<td>None required</td>
<td>Intent to harm target or purposeful action that resulted in harm</td>
<td>Episodic</td>
<td>Required</td>
<td>Negative outcomes for targets, but may have positive consequences</td>
</tr>
<tr>
<td>Revenge</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider at any level</td>
<td>Individual, org., or stakeholders</td>
<td>None required</td>
<td>Intent to harm target</td>
<td>Episodic</td>
<td>Not required</td>
<td>Negative outcomes for targets, but may have positive consequences</td>
</tr>
<tr>
<td>Organizational Retaliatory Behavior</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider at any level</td>
<td>Individual, org., or stakeholders</td>
<td>None required</td>
<td>Intent to harm target</td>
<td>Episodic</td>
<td>Not required</td>
<td>Negative outcomes for targets, but may have positive consequences</td>
</tr>
<tr>
<td>Workplace Violence</td>
<td>Physical and severe behaviors only</td>
<td>Anyone</td>
<td>Anyone</td>
<td>None required</td>
<td>Harm to target must be inflicted, not merely intended</td>
<td>Episodic</td>
<td>Not required</td>
<td>Negative outcomes for targets</td>
</tr>
<tr>
<td>Workplace Bullying</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider at any level</td>
<td>Individual only</td>
<td>Required—may be formal or informal power</td>
<td>No intent to harm required (target's perspective)</td>
<td>Persistent/ long term</td>
<td>Not required</td>
<td>Negative outcomes for targets</td>
</tr>
<tr>
<td>Emotional Abuse</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider at any level</td>
<td>Individual only</td>
<td>Required—may be formal or informal power</td>
<td>No intent to harm required (target's perspective)</td>
<td>Persistent/ long term</td>
<td>Not required, but a standard of conduct violated Required</td>
<td>Negative outcomes for targets</td>
</tr>
<tr>
<td>Workplace Incivility</td>
<td>Mild severity only; physical contact excluded</td>
<td>Org. insider at any level</td>
<td>Individual only</td>
<td>None required</td>
<td>Ambiguous intent to harm (target's perspective)</td>
<td>Episodic</td>
<td>Required</td>
<td>Negative outcomes for targets</td>
</tr>
<tr>
<td>Abusive Supervision</td>
<td>Full range of behaviors &amp; severity</td>
<td>Org. insider and must be target's superior</td>
<td>Individual only</td>
<td>Required—formal position power</td>
<td>No intent to harm required (target's perspective)</td>
<td>Sustained</td>
<td>Not required</td>
<td>Negative outcomes for targets</td>
</tr>
<tr>
<td>Conflict</td>
<td>Full range of behaviors &amp; severity</td>
<td>Anyone</td>
<td>Anyone</td>
<td>None required</td>
<td>No intent to harm required</td>
<td>May be episodic or sustained</td>
<td>Not required</td>
<td>May have positive or negative outcomes for each party</td>
</tr>
</tbody>
</table>

Note: These construct characteristics are summarized based upon the publications referenced in Table 7.1.
omission; thus, we include “conflict” in Table 7.1 and Table 7.2. Throughout the remaining sections of this chapter, we elaborate upon insights that can be gained by integrating scholarship on aggression and conflict.  

**Conceptual Distinctions between “Dark Side of the Workplace” Constructs**

The first dimension described in Table 7.2 is the *nature of the behavior* and is based on Buss’ (1961) typology of aggression and Robinson and Bennett’s (1995) distinction between minor versus serious acts. Specifically, aggressive acts can be (a) physical versus verbal (e.g., physical assault vs. verbal insults), (b) actively enacted versus passively withheld (e.g., lying to harm someone vs. passively withholding needed information), and (c) directly administered to target versus indirectly administered through others or through something the target values (e.g., yelling in someone’s face vs. spreading rumors or failing to support the target’s ideas; Buss, 1961). Robinson and Bennett (1995) demonstrated that acts of employee deviance vary from relatively minor (e.g., spreading rumors) to severe (e.g., physical assault). As seen in Table 7.2, most of the constructs include behaviors that span the full range of possible acts, including physical, verbal, active, passive, direct, indirect, minor, and severe. However, this is not the case for abusive supervision, emotional abuse, and incivility, which specifically exclude physical contact. Workplace bullying does not specifically exclude physical contact but it is rare. With regard to severity, incivility focuses upon mild acts only, while violence focuses primarily upon physical and severe acts.

The next three columns in Table 7.2 distinguish between each of the constructs in terms of the actor, the target, and the relationship between them. The *nature of the actor* details whether the actor is located within or outside of the organization, and whether he/she has a relationship with the target. Most of the constructs include acts committed by any organizational member, while abusive supervision requires that the actor be the target’s superior (Tepper, 2000), and workplace violence can be enacted by perpetrators inside or outside the organization (LeBlanc & Barling, 2005). The *nature of the target* is based, in part, on Robinson and Bennett’s (1995) discovery of an interpersonal versus organizational dimension along which deviant acts vary, yet also recognizes that targets can include stakeholders of the organization (e.g., customers and suppliers). The constructs can be grouped into two main categories on this dimension (see Table 7.2): those that focus  

---

1 There are other “dark side” constructs that have been discussed in the literature but are not covered in the current review (e.g., organizational misbehavior, organizationally motivated aggression, antisocial behavior, dysfunctional behavior, social undermining, and victimization). We focus upon behavioral constructs that have appeared with high frequency in journals relevant to I/O psychology. Readers should refer to construct reviews and edited volumes for additional detail (e.g., Bennett & Robinson, 2003; Fox & Spector, 2005; Griffin & Lopez, 2005; Kidwell & Martin, 2005; O’Leary-Kelly, Duffy, & Griffin, 2000; Robinson & Greenberg, 1998).
on actors engaging in negative acts that target individuals, the organization as a whole, or stakeholders; and those that are studied from targets’ perspectives and thus include only individual targets in the definitions. Workplace aggression includes organization-targeted acts, yet these acts must be directed against the organization as a social collective because it is not possible to aggress against an inanimate object (Neuman & Baron, 2005). The power differential between the actor and the target indicates whether the construct definition stipulates that there is a difference in power (formal or informal) between them. Although most of the constructs do not require power differentials, abusive supervision requires that the actor have formal position power over the target, and both bullying and emotional abuse require that targets have difficulty defending themselves against the actor, even if the actor holds no formal power over them.

The motive for the behavior describes whether the behavior is driven by an underlying motive, particularly “intent to harm.” Constructs studied from the target’s perspective exclude intent because it is difficult for targets to know the actor’s actual intent, and there are practical constraints on including it (e.g., if bullying definitions included actor intent, no grievances or legal remedies could be pursued unless the bully admitted intent to harm). In contrast, workplace aggression, organizational retaliatory behavior, and revenge require that the actor intend to harm the target. Counterproductive work behavior (CWB) and deviance include both behaviors intended to harm and purposeful (nonaccidental) behaviors that inadvertently result in harm.

The final three columns describe details regarding the behaviors that constitute each of the constructs and their outcomes. Duration of the behavior indicates whether the behaviors must persist across time or if they may be episodic in nature. Workplace bullying and emotional abuse involve persistent negative acts, and abusive supervision has been described as “sustained” negative acts (Tepper, 2000), while the other constructs in Table 7.2 can be episodic. Violation of norms indicates whether the construct definition requires that significant organizational norms be violated. Only employee deviance and workplace incivility require that organizational norms be violated. Finally, outcomes of the behavior describes whether the construct stipulates a particular outcome as a result of the behavior, and if so, the nature of that outcome. Most of the constructs have negative effects for targets, but employee deviance (Kidwell & Martin, 2005; Warren, 2003), revenge (Bies & Tripp, 2005), and retaliatory behaviors (Folger & Skarlicki, 2005) can have positive consequences as well (e.g., sanctioning). CWB by definition is contrary to organizations’ legitimate interests (Sackett, 2002), and therefore is presumed to have negative consequences for individuals and for the organization as a whole.
alizations. Thus, there is strong empirical overlap between these constructs such that scholars seem to be studying a highly similar set of behaviors in most cases but just relying on different conceptual definitions and labels, as numerous examples show. Spector and Fox (2005) demonstrated how the three measures of employee deviance, workplace aggression, and retaliatory behavior have several, virtually identical items. Also, measures of “mild” constructs (e.g., incivility; Cortina, Magley, Williams, & Langhout, 2001) contain items that are highly similar to the “mild” items in measures that assess a full range of acts (e.g., workplace aggression; Glomb, 2001; Neuman & Keashly, 2003). There are also cases where the construct of interest has been operationalized by borrowing items or entire scales from similar constructs (e.g., Robinson & O’Leary-Kelly’s, 1998, antisocial behavior measure used to assess aggression; Douglas & Martinko, 2001). Furthermore, some constructs have intent to harm as part of their definitions, yet we are not aware of any research that has assessed intent as part of these constructs’ measures. Intent is implied conceptually but not assessed empirically. Similarly, deviance and incivility include norm violation as part of their definition, yet their measures do not actually assess whether the behaviors violate norms, and are thus more likely to be measuring CWB than deviance. The empirical overlap between constructs, and the implications of this overlap are even more apparent because research has demonstrated nearly identical correlates across constructs.

Current Focus upon Workplace Aggression

We adopt Neuman and Baron’s (2005) conceptualization of workplace aggression (or simply aggression) as a construct that encompasses most negative interpersonal acts at work that are described in various “dark side” constructs. It has the advantage of including all possible acts that intend to harm others in the workplace, these acts can be enacted by any organizational member and be experienced by any other organizational member (or social collective), and there is no necessity for target–actor power differentials, norm violations, or sustained negative acts to qualify as aggression. Another advantage of focusing on workplace aggression is that aggression does not impose a value judgment regarding the outcomes of such behaviors for the organization, whereas CWB does. Yet another advantage is that it does not require that organizational norms be violated, yet deviance does. The workplace aggression construct can be (and has been) studied equally well from the perspectives of targets or actors (e.g., Baron, Neuman, & Geddes, 1999; Glomb, 2002), which is not the case of either CWB or deviance because they are studied from the actor’s perspective. Workplace aggression encompasses revenge, organizational retaliatory behaviors, and workplace violence; it also encompasses bullying, emotional abuse, abusive supervision, and in many cases, workplace incivility. CWB and employee deviance include acts that are not part of workplace aggression (e.g., noninterpersonal
acts), but CWB and deviance also include many acts that are interpersonally aggressive (Neuman & Baron, 2005).

Two controversial and related issues—the intent to harm and the interpersonal nature of the construct—must be confronted in defining workplace aggression. Intent to harm is part of the definition, yet many well-intentioned behaviors inadvertently cause harm (Neuman & Baron, 2005). In this regard, we follow the broader social scientific literature on human aggression that includes intent to harm in the definition of aggression, thereby excluding acts that accidentally harm others but including intentional acts of harm that are not successfully carried out (e.g., Anderson & Bushman, 2002). We acknowledge that this remains a source of debate because it fails to recognize the divergent perspectives and goals of the actors involved (Felson & Tedeschi, 1993; Mummendry & Otten, 1993), and suggest that when workplace aggression is studied from the target's perspective, intent may be conceptually implied without being empirically assessed.

The definition of workplace aggression that we adopt is also interpersonal in nature (Anderson & Bushman, 2002), and excludes acts intended to harm inanimate objects. It is possible for employees to intend to harm the organization as a social collective that represents many individuals or upper management (Neuman & Baron, 2005). In contrast, when the goal is to research acts not directed toward any other individual or social group (e.g., unethical decision making, lying about hours worked, putting forth minimal effort, or breaking equipment), it is more appropriate to study these acts under the rubric of CWB or employee deviance.

In sum, workplace aggression is an overarching construct for being able to explore the dark side of employees' interpersonal relations. We return to Table 7.1 and Table 7.2 to explore the overlap between workplace aggression and conflict in the sections below, but we first review the extant empirical literature on workplace aggression.

**EMPIRICAL RESEARCH ON WORKPLACE AGGRESSION**

The empirical research on workplace aggression and related constructs has emerged along two distinct paths: examinations of (a) the predictors of enacting aggression and (b) the outcomes of experiencing aggression. Several recent studies have now moved beyond examining correlates and focused on mediated or moderated models of the antecedents and/or consequences of aggression. A summary of the key findings in each of these areas follows.

*Predictors of Enacting Workplace Aggression*

Research has highlighted several situational factors and individual difference variables that predict propensity to enact workplace aggression. With regard to situational predictors, some antecedents reflect features of
the job or organizational context, whereas others are more appropriately considered as employees’ responses to the social context (cf. Neuman & Baron, 1998). Specifically, job and organizational context factors that predict enacting aggression include job-related stressors (Chen & Spector, 1992; Fox & Spector, 1999; Miles, Borman, Spector, & Fox, 2002; Spector & Fox, 2005), organizational change (Baron & Neuman, 1996), absence of charismatic leadership (Hepworth & Towler, 2004), poor leader–member exchange relationship quality (Townsend, Phillips, & Elkins, 2000), workplace surveillance (Greenberg & Barling, 1999), and organizational or group norms that support aggression (Glomb & Liao, 2003; Robinson & O’Leary-Kelly, 1998). There is also some evidence that levels of violence in the larger community predict workplace aggression (Dietz, Robinson, Folger, Baron, & Schulz, 2003). Predictors of aggression that reflect employees’ responses to their social context include perceptions of injustice (Greenberg & Barling, 1999; Skarlicki & Folger, 1997; Skarlicki, Folger, & Tesluk, 1999), state negative emotions (Fitness, 2000; Fox, Spector, & Miles, 2001; Glomb, 2002; Lee & Allen, 2002; Spector & Fox, 2005), and having been the target of aggression (Glomb, 2001; Raver, 2004).

Individual difference variables that predict engaging in aggression include dispositional hostility (trait anger; Douglas & Martinko, 2001; Hepworth & Towler, 2004), type A personality (Baron et al., 1999; Holmes & Will, 1985), attributional style (Douglas & Martinko, 2001; Martinko & Zellars, 1998), negative affectivity (Skarlicki et al., 1999), lack of self-control (Hepworth & Towler, 2004), history of enacting aggression (Greenberg & Barling, 1999; Jockin, Arvey, & McGue, 2001), positive attitudes toward revenge (Douglas & Martinko, 2001), and substance and/or alcohol abuse (Greenberg & Barling, 1999; Jockin et al., 2001). Measures to assess employees’ propensity to engage in aggression (James, McIntyre, Glisson, Green, & Patton, 2005), revenge (Sommers, Schell, & Vodanovich, 2002), and CWB (Lanyon & Goodstein, 2004) have also been validated.

Research has begun to explore interactions among these predictors of aggression. For example, Skarlicki and Folger (1997) showed interactions among distributive, procedural, and interactional justice that predicted retaliation, which were further qualified by negative affectivity and agreeableness (Skarlicki et al., 1999). Greenberg and Barling (1999) found that situational (e.g., procedural justice) and individual (e.g., alcohol consumption) factors interacted to predict aggression against coworkers and subordinates (see Colbert, Mount, Harter, Witt, & Barrick, 2004). Research also showed some support for the notion that control over the environment moderates the effects of job stressors on CWB (Fox, Spector, & Miles, 2001). Inness, Barling, and Turner (2005) recently investigated both individual difference and situational predictors of aggression in people working two jobs. They showed that situational variables (e.g., interactional justice and abusive supervision) explained proportionally more of the variance in enacting aggression at each job than did individual differences (e.g., self-esteem and history of aggression). The context-specific nature of these
findings is consistent with results from a recent meta-analysis on the antecedents of workplace aggression (Hershcovis et al., 2007).

Only a few studies have explored more basic psychological processes involved in workplace aggression incidents. Bradfield and Aquino (1999) proposed and found attributions of blame as antecedents to enacting revenge, as mediated by revenge cognitions; offense severity influenced blame attributions. Aquino, Tripp, and Bies (2001) also found that blame was an antecedent to revenge, but the relationship was moderated by the victim–offender relative and absolute status. Finally, Fox et al. (2001) proposed a tested an integrative model in which state negative affect mediated the effects of justice perceptions on interpersonal and organizational CWB.

Outcomes of Experiencing Workplace Aggression

Research from the target’s perspective has demonstrated that experiencing workplace aggression is associated with psychological outcomes, physiological outcomes, negative job attitudes, and negative work-related behaviors (for reviews, see Keashly & Harvey, 2005; Spector & Bruk-Lee, chapter 9, this volume). Psychological outcomes associated with experiencing aggression include depression (Tepper, 2000); anxiety (Keashly, Trott, & MacLean, 1994; Tepper, 2000); stress, helplessness, and frustration (Ashforth, 1997); low self-esteem (Ashforth 1997; Vartia, 1996); emotional exhaustion (Tepper, 2000); poor general psychological well-being (Cortina et al., 2001; LeBlanc & Kelloway, 2002; Mikkelsen & Einarsen, 2001; Zapf, Knorz, & Kulla, 1996); fear (Barling, Rogers, & Kelloway, 2001); and low life satisfaction (Tepper, 2000). Physiological outcomes include somatic complaints (Duffy, Ganster, & Pagon, 2002; Mikkelsen & Einarsen, 2001), low overall health satisfaction (Cortina et al., 2001), and poor psychosomatic well-being (LeBlanc & Kelloway, 2002). Negative job attitudes include low job satisfaction (Cortina et al., 2001; Keashly et al., 1994; Tepper, 2000), low commitment to the organization (Ashforth, 1997; Duffy et al., 2002; LeBlanc & Kelloway, 2002; Tepper, 2000), perceptions of injustice (Tepper, 2000; Zellars et al., 2002), and low job involvement (Ashforth, 1997). Research on behavioral outcomes has shown that targets of aggression report greater intentions to leave the organization (Ashforth, 1997; Cortina et al., 2001; Keashly et al., 1994; Keashly, Harvey, & Hunter, 1997; Leymann, 1996; Rayner & Hoel, 1997; Tepper, 2000) and are likely to engage in problem drinking (Richman, Rospenda, Flaherty, & Freels, 2001; Richman et al., 1999; Rospenda, Richman, Wislar, & Flaherty, 2000). Evidence regarding other behaviors associated with aggression is starting to emerge, and there is evidence that targets of aggression engage in counterproductive work behaviors (Duffy et al., 2002; Raver, 2004) and have high levels of work–family conflict (Raver, 2004; Tepper, 2000).

Evidence on moderators and mediators of these outcomes of aggression is emerging. For example, Duffy et al. (2002) assessed experiences of aggression and social support from supervisors and coworkers, to determine whether
social support buffers the negative effects of aggression. They found that receiving support and aggression from the same source (e.g., supervisors) actually made negative outcomes more likely. Tepper (2000) demonstrated that justice perceptions mediate the relationship between abusive supervision and negative personal outcomes; these negative personal outcomes were accentuated when targets had low job mobility. Finally, Raver (2004) proposed and tested a more comprehensive model of behaviors associated with experiencing aggression, including interpersonal justice perceptions and state negative affect as mediators, and job characteristics, target characteristics, and perpetrator characteristics as moderators of the effects.

Now that we have delineated the conceptual and empirical nature of the “dark side of the workplace constructs,” explained our current focus upon workplace aggression, and detailed the current status of empirical research on workplace aggression, we turn to a consideration of the overlap between workplace aggression and conflict in organizations.

DEFINING CONFLICT AND EXPLORING ITS RELATIONSHIP WITH WORKPLACE AGGRESSION

In their review, Putnam and Poole (1987) concluded that there are three shared aspects of most conflict definitions: (a) interdependence among parties, (b) perception by at least one of the parties that there is some degree of opposition or incompatibility among the goals of the parties, and (c) some form of interaction between the parties. Thomas (1992) integrated these features into a synthesized definition of conflict, which we adopt in this chapter: “The process that begins when one party perceives that the other has negatively affected, or is about to negatively affect, something that he or she cares about” (p. 653).

Several similarities and distinctions are apparent based upon the definitions of workplace aggression and conflict (Table 7.1) and the distinctions detailed in Table 7.2. With regard to similarities, both conflict and aggression involve an interaction between two or more parties who are interdependent in some way. Also, both constructs refer to a situation where at least one party perceives he or she is at odds with the other. As such, conflict and aggression may be unilateral, bilateral, or multilateral. In addition, both aggression and conflict can be manifest through the enactment of a wide variety of different behaviors. Finally, in organizational settings, the parties involved in conflict and aggression are similar; one party is typically an organizational member at any level, and the other party is an individual, the organization, or a stakeholder. With regard to differences between workplace aggression and conflict, aggression conceptually entails intent to harm, whereas conflict does not. In addition, aggression entails negative actions that the target is motivated to avoid, whereas conflict may be task oriented with no relationship-oriented conflict involved. Finally, aggression may be enacted as a discrete action or it...
may be enacted as part of an ongoing exchange, whereas conflict typically implies a *process* of exchanges between parties.

In sum, *conflict* is a broader term that encompasses workplace aggression. In other words, workplace aggression may be construed as a particular form of conflict at work. However, not all conflict involves aggression. If workplace aggression is indeed a form of conflict at work, it is possible to draw from theoretical, methodological, and practical insights from the organizational conflict literature to inform and advance our knowledge of workplace aggression.²³

**WHY THE DISCONNECT? EXPLORING THE DISTINCTIONS BETWEEN THE WORKPLACE AGGRESSION AND CONFLICT LITERATURES**

If workplace aggression is a form of conflict at work, why has there been so little cross-fertilization between these areas of research? Why is there not greater representation of workplace aggression research within journals (e.g., *International Journal of Conflict Management*) and professional associations (e.g., International Association for Conflict Management; Conflict Division of the Academy of Management) devoted to conflict? In this section, we begin to explore some of the reasons behind the disconnect between workplace aggression and conflict in organizations.

**Nature of Outcomes**

The literature on workplace aggression emerged largely in the early 1990s in response to increasing concerns regarding employee violence and several widely publicized incidents of workplace homicides (e.g., U.S. Postal Service). Violence is a severe and infrequent form of workplace aggression; yet

² Note that aggression is not the same thing as an escalated conflict. Aggression can exist without escalation. For example, an individual might engage in an act of aggression without any provocation or escalatory sequences (e.g., *predatory aggression* rather than *dispute-related aggression*; Felson & Tedeschi, 1993). Escalation can also exist without aggression. For example, a negotiation party might begin to use more severe tactics such as threats to get what he wants (e.g., time pressure or pursuing alternative deals), yet there may be no interpersonal ill will or intent to harm the other party. Thus, while escalation and aggression are related, and there are many cases where escalatory conflict spirals do result in aggression (for additional detail, see Pruitt, chapter 8, this volume), these constructs are not identical.

³ We do not intend to imply that all studies on workplace aggression are studies of organizational conflict. As noted by Bies and Tripp (2005), the term *conflict* may be too broad of a label for the specific phenomena that scholars in this area are investigating. We agree that it can be useful to maintain narrower construct labels to more clearly define the construct of interest. However, we believe that studies of workplace aggression fit within the domain of organizational conflict and that scholars in both areas would benefit from greater attention to insights that can be gained through greater cross-fertilization.
as research in this domain proceeded, it became clear that less severe forms of aggression occur far more regularly at work. Scholars drew from research and theory on human aggression in many domains (e.g., social psychology, family violence, and criminology) and began to explore the factors that predict workplace aggression (Barling, 1996; Baron & Neuman, 1996; Neuman & Baron, 1996). A second stream of literature that developed simultaneously, predominantly in Europe, focused on workplace bullying (or mobbing) and its negative consequences for employees who are subjected to aggressive acts over a period of time (Einarsen et al., 1994; Leymann, 1996). These include posttraumatic stress disorder, job loss, and even permanent exclusion from the job market (e.g., Davenport, Schwartz, & Elliott, 2002; Leymann, 1996). Because these studies show that experiencing aggression has negative effects, there have been few discussions of how workplace aggression may have positive outcomes. A few authors have argued that although aggression may harm the direct target, there may be second-order positive effects for others in the social context or for the organization (e.g., Bies & Tripp, 2005; Bies, Tripp, & Kramer, 1997; Warren, 2003). Still, most research on workplace aggression continues to focus on negative outcomes.

In contrast, conflict can produce positive benefits and there has been a strong emphasis upon constructive aspects of conflict in organizations (De Dreu & Van de Vliert, 1997). Managers and practitioners have long been encouraged to stimulate “functional” conflict in their organizations, such as task-related debates and discussions to motivate change (e.g., Robbins, 1978). Although it is recognized that conflict can have negative outcomes, particularly if based upon personality disagreements (discussed in more detail in the following section), one of the most important recent contributions of the conflict literature has been to enhance understanding of the conditions under which conflict exerts positive outcomes (e.g., De Dreu, 1997; Jehn, 1995; Jehn & Mannix, 2001).

**Task Versus Relationship Focus**

One distinction between the conflict and aggression literatures deals with the nature of the incompatibility between the parties. Conflict scholars distinguish between conflicts about people’s relationships (i.e., relationship conflict) and conflicts about the task (i.e., task conflicts; Amason, 1996; De Dreu & Weingart, 2003; Jehn, 1995, 1997; Pinkley, 1990; Wall & Nolan, 1986). Relationship conflict has been proposed to be negative for the parties and the group context in which they occur, whereas task conflict can stimulate a productive and innovative group and thus have positive consequences. The positive effects of task conflict have been questioned in a recent meta-analysis (De Dreu & Weingart, 2003), yet the available evidence supports the distinction between task- and relationship-based conflict.

In contrast, aggression involves the intent to harm another party, which the other party is motivated to avoid, and thus aggression is a form of
relationship conflict by definition. In practice, however, workplace aggression may not always appear to be a relationship conflict because people can harm others through indirect forms of aggression (Buss, 1961), such as by openly disagreeing with their ideas, critiquing their work, or trying to block their goal progress. Thus, what may appear to be a task conflict on the surface may actually mask aggressive behavior. We return to this issue when considering future research questions.

Focus upon Cognition Versus Affect

The aggression literature has long emphasized emotions as both antecedents to and consequences of aggression, and as processes that mediate a range of outcomes associated with experiencing aggression. In particular, anger has long been a core focus in aggression research (Anderson & Bushman, 2002; Fitness, 2000; Glomb, 2002), so much so that aggression has been considered as a fundamental part of the experience of anger (Rubin, 1986), and trait anger (hostility) has consistently been shown to predict workplace aggression (Douglas & Martinko, 2001; Hershcovis et al., 2007). Attention to cognitions in workplace aggression has focused largely upon perceptions of injustice (e.g., Skarlicki & Folger, 1997; Skarlicki et al., 1999). Much less research has addressed other cognitions such as attributions, beliefs, intent, goals, or blame (for exceptions, see Aquino, Tripp, & Bies, 2001; Bradfield & Aquino, 1999).

The opposite is true in attempts to understand conflict and conflict resolution, where research has benefited from an emphasis on cognition and there has been less of an emphasis upon emotions. Within the cognitive tradition, negotiations are viewed as a cognitive decision-making task in which negotiators construct mental representations of the conflict situation, issues and their opponents (Neale & Bazerman, 1991; Thompson, 1990). Based within this tradition, there has been a strong emphasis upon cognitive constructs including heuristics and cognitive biases (e.g., Bazerman, 1998), conflict frames (e.g., Pinkley, 1990), mental models (e.g., Bazerman, Curhan, Moore, & Valley, 2000), and metaphors (Gelfand & McCusker, 2002), among others. Indeed, this emphasis upon cognitions during conflicts has been cited as one of the key factors essential for deciphering the “black box” of conflict processes (Dirks & Parks, 2003). However, emotions are emerging more prominently in recent studies of interpersonal conflict (e.g., Van Kleef, De Dreu, & Manstead, 2004).

Dynamic Versus Static Perspectives on Social Exchange

With few exceptions (Glomb, 2001, 2002), the conceptual and empirical literatures on workplace aggression depict people as either perpetrators or targets of aggression (Fox & Spector, 2005). Not surprisingly, there has also been virtually no empirical attention on how dyadic aggression spirals make one party a
perpetrator at one moment, yet a target at the next moment (for theory on this, see Andersson & Pearson, 1999). This simplistic division of people as either actors or targets ignores the evidence from the broader literature on human aggression showing that aggression most frequently emerges from ongoing social exchanges (e.g., dispute-related aggression; Felson & Tedeschi, 1993).

In contrast, research and theory on conflict and conflict resolution have long recognized the existence of dynamic exchanges between parties. For example, negotiation research commonly adopts methodologies for studying exchanges of offers and counteroffers as they occur throughout negotiations or disputes. Conflict studies from a communication perspective have explored how conflicts are perpetuated through dialogue between parties. Research on conflict escalation has also evidenced this tendency toward dynamic perspectives (Pruitt, chapter 8, this volume).

Level of Analysis and Methodological Techniques

Research on workplace aggression has predominantly been conducted at the individual level, despite the existence of more than one party in aggressive exchanges, and emerging evidence that aggression is a meaningful group-level construct without outcomes that are masked by an exclusive individual-level focus (cf. Glomb & Liao, 2003; Glomb et al., 1997; Raver & Gelfand, 2005; Robinson & O’Leary-Kelly, 1998). Although aggression research implicitly refers to another party involved in the incident, there have been few attempts to involve a second party to understand dyadic processes, much less group processes. We thus know little about how multiple parties’ perspectives and roles may be influencing the dynamics of aggression, or about how the social context influences aggression.

In contrast, research on conflict has been conducted at the interpersonal, dyadic, group, intergroup, organizational, interorganizational, and cross-national levels. Conflict research methodologies are extremely diverse, including dyadic negotiation experiments, surveys of team conflict, discourse analysis, and case studies of interorganizational conflicts. One factor that distinguishes these methods from aggression research is the emphasis on assessing dyadic or group processes. For example, there is a large amount of research on group outcomes of task and relationship conflict, yet no comparable body of work on aggression at the group level exists. Conflict research has often recognized that the behaviors of one person in isolation of the social context in which he/she operates is not sufficient to understand the conflict at hand.

Summary

Although workplace aggression is conceptually a form of conflict at work, a substantial empirical divide remains between the constructs. We argue, however, that this discussion regarding the divide between the
constructs actually provides several insights regarding opportunities for future research, especially on workplace aggression.

TOWARD A RAPPORT? OPPORTUNITIES FOR RESEARCH ON WORKPLACE AGGRESSION AND CONFLICT

Several recommendations for workplace aggression research have appeared in earlier reviews, and we reiterate the need to establish common terminology and measures for studying workplace aggression (Bies & Tripp, 2005; Neuman & Baron, 2005; Spector & Fox, 2005) and to improve survey methodologies for studying aggression while also preserving participants’ anonymity (Fox & Spector, 2002; Spector & Fox, 2005). Nonetheless, our current focus is to discuss opportunities for research that derive specifically from parallels between the conflict and aggression literatures. We identify several avenues for research on workplace aggression below.

Greater Attention to Cognitive Constructs

There are several ways in which cognitive constructs can be integrated into the study of workplace aggression and we focus on attributions, cognitive biases, and conflict frames.

Cognitive Appraisals: Harm, Intent and Blame. Appraisals of whether one was harmed, whether the harm was inflicted intentionally, and who might be to blame are fundamental considerations in social psychological theorizing about conflict and aggression (Alicke, 2000; Allred, 2000; Baron, 1990; Festinger, Abel, & Sarat, 1980; Schlenker, Britt, Pennington, Murphy, & Doherty, 1994). These cognitive appraisal processes have also been detailed in theoretical models of workplace aggression (e.g., Bies et al., 1997; Folger & Skarlicki, 1998; Martinko, Gundlach, & Douglas, 2002; Martinko & Zellars, 1998; Neuman & Baron, 1996, 2005), and calls for research on cognitive appraisals appeared in early literature reviews (Neuman & Baron, 1998). It is surprising, therefore, that empirical assessments of experienced harm and perceived intent are virtually nonexistent in workplace aggression research, and only a few have studies assessed blame (e.g., Aquino et al., 2001; Bradfield & Aquino, 1999). Attributional ambiguity is the norm when one experiences a personal affront, and it is critical to determine one’s understanding of why something occurred because appraisals determine subsequent behaviors (Allred, 2000).

In their model of blame, Tedechsi and Felson (1994) proposed that targets first determine whether the actor intended to cause them harm. If intended harm is perceived, the target then makes a judgment regarding whether the intent was justifiable (e.g., whether harm could not have been avoided); if the harm was not perceived as justifiable, blame would then be attributed. An alternative path toward attributing blame occurs when the target perceives that the actor should have foreseen that their actions
would cause harm. If the target determines that the harm was foreseeable, blame will be attributed even if intent was not seen.

Within the workplace aggression literature, Bies, Tripp, and colleagues (Aquino et al., 2001; Bies & Tripp, 2005; Bies et al., 1997) argued that the process of establishing blame is critical to the sense-making process that determines whether revenge will be enacted for a perceived transgression. They noted further that blame attributions can become biased through several mechanisms such as overattributing negative acts to other’s internal dispositions rather than situational features, rumination about the negative acts, and using self-serving perceptions of the nature of the exchange between parties (Bies et al., 1997).

In sum, theoretical models within the conflict and the aggression literatures suggest that attention to such cognitive processes is critical for a more comprehensive understanding of the mechanisms through which people choose to enact aggression. Future research on workplace aggression that includes the cognitive appraisals of actors engaging in aggressive acts, and those of targets who must appraise the situation before enacting a response, is critical in this regard.

Cognitive Biases. One important advance in the cognitive tradition in negotiation in recent years has been the study of judgment biases that negotiators rely upon due to limited information processing capabilities (Bazerman, 1998; Bazerman & Carroll, 1987; Thompson, 1990). Although such heuristics are efficient, they also lead to systematically biased information processing, which can impair dispute resolution. These cognitive biases include fixed pie perceptions of negotiations (e.g., the belief that what is good for me must be bad for you; Thompson & Hastie, 1990), a devaluation of partners’ concessions (Ross & Stillenger, 1991), and self-serving or egocentric perceptions of the conflict (Thompson & Loewenstein, 1992; Babcock & Loewenstein, 1997), among others (for a review, see Bazerman et al., 2000). These biases prevent negotiation partners from seeing integrative solutions and as such, maintain conflict.

Cognitive biases have not yet been studied in the realm of workplace aggression, and we believe that this could be a fruitful avenue of inquiry. For example, with regard to self-serving biases, there is substantial evidence that people have overly inflated views of themselves, which limit the likelihood of dispute resolution (De Dreu, Nauta, & Van de Vliert, 1995; Loewenstein, Issacharoff, Camerer, & Babcock, 1993). With regard to workplace aggression, self-serving biases may be one underlying reason why ambiguous personal affronts are often perceived as intentional (e.g., I don’t deserve this type of treatment; You must be jealous). Fixed pie perceptions may also prevent the de-escalation of dispute-related aggression spirals—such as if both parties perceive that their interests are equal and opposite and they have absolutely nothing in common, it may be difficult or impossible to find an integrative solution. The devaluation of concessions may be another mechanism underlying the inability to de-escalate...
aggression spirals. For example, if one party attempts to forgive the other (Bradfield & Aquino, 1999) or talk rationally about the issue, the other party will likely devalue the concession and be suspicious of the “real” motives behind the action. Thus, the study of cognitive biases could provide aggression scholars with a better understanding of the “black box” of processes that predict spirals of aggression and also provide the basis for practical interventions to help reduce such biases.

Conflict Frames. One component of cognitive appraisal deals with how parties frame the conflicts in which they are involved. Conflict frames reflect the underlying nature of the conflict, reflect who is involved, and reflect what their concerns are. Pinkley (1990) identified three frames through which disputants conceptualize a conflict situation: (a) relationship versus task—such as the degree to which disputants focus on the ongoing relationship versus material aspects of a dispute, (b) emotional versus intellectual—such as the extent to which disputants focus upon affective components versus objective actions and behaviors that occur, and (c) cooperate versus win—such as whether disputants view both parties as responsible and aim to maximize benefits to both parties vs. their own gain, even at the expense of their partner. Pinkley and Northcraft (1994) demonstrated that these frames differentially predict negotiation outcomes. We suggest that conflict frames will also explain how people react to perceived injustices and whether they respond with aggression. For instance, examination of cooperate versus win frames may help understand why only some targets of aggression retaliate. Also, disputants with relationship versus task frames may be equally likely to enact aggression after a triggering event, yet may choose different aggressive acts (e.g., interpersonal aggression for relationship frames, organizational aggression for task frames).

Dynamic Social Interactionist Perspectives on Aggression

As previously noted, there has been little recognition in the organizational literature that aggressive episodes emerge as part of a social interaction in which one might be a target of aggression at one moment, and a perpetrator of aggression at the next. One theoretical exception to this is Andersson and Pearson’s (1999) model, which adopted a social interactionist perspective (Felson & Tedeschi, 1993; Tedeschi & Felson, 1994) to explain the escalation of workplace aggression from minor acts of incivility, to coercive actions (e.g., actions taken with the intent of harming another person), to more severe acts of aggression and violence. They argued that minor incivilities are often exchanged between colleagues, resulting in interactional injustice, negative affect, and desire for reciprocation. Subsequently, reciprocation may lead to a “tipping point” if one’s social identity is damaged, at which point coercive actions begin and quickly escalate. They also argued that incivility spirals between two people might spawn secondary incivility...
spirals among others in the workplace, thereby creating organizations characterized by such negative exchanges. This theory is important because it portrays the dynamic nature of workplace aggression, suggests mechanisms through which aggressive norms develop throughout work groups, and illustrates the foundations of aggression within relatively minor social conflicts or uncivil exchanges at work. Two avenues for future inquiry stem from this perspective, namely investigations of conflict resolution strategies and multiparty investigations of aggression.

Conflict Resolution Strategies. Research on conflict resolution strategies used by targets of aggression is one avenue for future research based on a dynamic social interactionist perspective. For example, Zapf and Gross (2001) found that workplace bullying began with conflictual exchanges, which escalated to the point where victims could no longer defend themselves. To resolve the conflict, targets most frequently began with a collaborative strategy, which is typically recommended as the most effective strategy for long-term conflict resolution (Thomas, 1992), yet it was ultimately ineffective. Targets then began to use a range of different conflict resolution strategies, eventually settling on avoidance as the preferred strategy because they chose to leave the organization. Similarly, Aquino (2000) argued that victims might unwittingly contribute to their own victimization by using ineffective conflict resolution techniques, particularly by using avoidance and accommodating strategies. Interestingly, the use of the accommodating and collaborating styles was even more ineffective for those low in status (Aquino, 2000). These findings corroborated Keashly and Nowell’s (2003) argument that a collaborating strategy may be particularly ineffective when in a low-power situation and that low-power individuals in prolonged affective conflicts may be most likely to use accommodating and avoiding strategies, which may inadvertently maintain their victim status.

Further research is needed to better understand the strategies that are effective for preventing future aggression, particularly given the existing evidence that the best way for targets of bullying to stop the aggression has been to leave their jobs (Zapf & Gross, 2001). To provide useful information to organizations about how to deal with bullying, researchers need to identify conflict resolution strategies that de-escalate aggression. Insights from practitioners who deal with relationship conflicts (notably marital or family problems) may be helpful.

Multi-Party Investigations of Workplace Aggression. Existing research on target’s reports of the processes involved in aggressive exchanges provides an important beginning, but it is not possible to garner a comprehensive perspective on the nature of the aggression through targets’ reports alone. Targets often portray perpetrators as having hostile or abusive personalities, and even if correct, it is likely that perceptual biases (such as those previously described) influenced the target’s reports of the other party’s actions. For example, Ayoko, Callan, and Härtel (2003) found
that more than half of the employees surveyed in a governmental agency perceived their supervisors as bullies. While this may be the case, we see only one side of the story from targets’ reports. At the dyadic or group levels, research investigating aggression from multiple parties’ perspectives as part of an ongoing exchange would be most useful.

In particular, longitudinal research that adopts a multiparty perspective on aggressive exchanges and that assesses members’ personality characteristics would help explain the development of aggression. For example, it is possible to administer personality measures to work group members, followed by a longitudinal study in which each group member is asked to keep a diary of his or her perceptions of all “conflict-related” events that occur in the group. Alternatively, surveys that assess group members’ experiences and observations of aggression in their group could be administered on a regular basis over time. Given the high frequency of aggressive acts that employees report (Baron & Neuman, 1996; Raver, 2004; Salin, 2001), it is likely that aggressive exchanges will naturally emerge during the period of the study. Project groups would be an excellent setting, since they make it possible to examine the emergence of aggression among previously unacquainted members, and personality can be assessed prior to any interactions. Social network approaches to multiparty perspectives on aggression (e.g., Mouttapa, Valente, Gallagher, Rohrbach, & Unger, 2004) would also be beneficial. Research on marital relationships has shown the benefits that can be derived from multiparty investigations of conflict and aggression. Such research has provided support for the escalating nature of conflict and aggression (Fincham & Beach, 1999; Murphy & O’Leary, 1989), and it might offer an established methodology for understanding the process of interpersonal relationships (e.g., Gottman & Krokoff, 1989).

Attention to the Overlap Between Task and Relational Issues in Aggression

Greater empirical attention to the distinction between task and relationship issues is needed in both conflict and aggression research. A recent meta-analysis demonstrated that task conflict is associated with negative team performance and low team member satisfaction (De Dreu & Weingart, 2003), despite arguments to the contrary (e.g., Jehn, 1995, 1997). This is one place where the aggression literature may be useful for informing conflict research. Specifically, aggression may be enacted indirectly by harshly critiquing one’s work or by placing obstacles in the way of others’ goal attainment (Buss, 1961). However, as most frequently operationalized, this would qualify as a task conflict even if the motive behind it is aggressive. Moreover, people who are disadvantaged or insulted by a task-related disagreement may see the act as intended to harm them and blame the other party, regardless of the other party’s actual motive. As previously described, perceived intent and blame justify aggressive
acts of revenge (Bies et al., 1997), and aggressive exchanges are relationship conflicts by definition. By paying greater attention to the perceived motives behind conflicts (based upon targets’ attributions), it may be possible to gain a clearer picture of the conditions under which task conflict will lead to positive outcomes.

Workplace Aggression at Higher Levels of Analysis

Despite the conflict literature’s strong emphasis on group or team contexts, research on workplace aggression in groups is only beginning to emerge. The evidence thus far reveals that group contexts influence individuals’ levels of aggression enacted and that they also make the negative effects of experiencing aggression even more detrimental. With regard to enacting aggression, individuals’ levels of aggression are influenced by the levels enacted by group members (Robinson & O’Leary-Kelly, 1998), even after controlling for individual differences known to influence aggression (Glomb & Liao, 2003). With regard to experiences of aggression, research on sexual harassment, a type of aggressive behavior at work (e.g., Barling et al., 2001; Neuman & Baron, 1996; O’Leary-Kelly, Paetzold, & Griffin, 2000), explored individual and group outcomes. Glomb et al. (1997) argued that sexual harassment is an organizational stressor that may be either discretionary (e.g., transmitted to individuals differentially) or ambient (e.g., pervade a group and be potentially available to all group members; Hackman, 1992). They introduced the construct ambient sexual harassment (ASH), a group-level phenomenon reflecting the general or ambient level of sexual harassment in a work group, and they demonstrated that ASH predicts negative personal outcomes for group members, even after controlling for individual experiences of harassment. Raver and Gelfand (2005) demonstrated that ASH was associated with team-level outcomes including high levels of conflict, low levels of cohesion, and poor team financial performance. They also provided a multilevel theoretical model, which outlined several group- and organizational-level antecedents, processes, and consequences of ASH.

Based upon this evidence on how interdependent work contexts influence the levels and outcomes of aggression, future research must continue to investigate the nature and outcomes of workplace aggression within dyads and larger groups (e.g., units and organizations). In doing so, one important question is how aggression emerges as a construct that characterizes the group as a whole. Future research should explore the ambient and shared nature of workplace aggression and the mechanisms through which information about aggression is communicated, understood, and observed in work groups. Consistent with Raver and Gelfand’s (2005) model, research is also needed to explore the group- and organizational-level performance outcomes associated with experiences of workplace aggression, as well as cross-level relationships and moderators.
Expanding the Range of Emotions and Integrating with Cognition

In reviewing research on emotions, Kumar (1989) concluded that different emotions have different effects on conflict resolution, such that anger/hostility tends to encourage aggressive actions, anxiety/threat tends to encourage withdrawal approaches, and positive emotions encourage helpfulness and cooperative conflict resolution approaches. Within the aggression literature, perhaps due to consistent link between anger and aggression (Hershcovis et al., 2007), much attention has been focused on anger as an antecedent to aggression, with considerably less attention to other emotions (for exceptions, see Fox et al., 2001; Miles et al., 2002). Yet anger is by no means the only possible emotional antecedent to aggression. For example, having a coworker point out one’s error to a supervisor might result in anxiety or shame, rather than or in addition to anger, which may result in indirect or passive forms of aggression such as withdrawing support toward that coworker (cf., Folger & Skarlicki, 2005). Different emotions are associated with different behavioral responses (Kumar, 1989), thus future research must systematically examine a broader range of emotions in aggressive exchanges, along with their associated behavioral intentions and behaviors. It is also important to integrate research on emotions with the emphasis upon cognitive appraisals (previously described) such that theoretical models that include both cognitive and emotional appraisals are advanced and tested.

Aggression in Cross-Cultural and Diverse Contexts

There is no question that cross-cultural research has become an essential part of the conflict and negotiation literature, where cross-national investigations have revealed how the cultural context influences negotiators’ biases, goals, communication, and outcomes, among other factors (Gelfand & Brett, 2004; Gelfand & Dyer, 2000). Conflict research has also been sensitive to within cultural diversity, including investigations of how group diversity influences the nature of conflict in groups, and subsequent outcomes (for a review, see Dirks & Parks, 2003). In contrast, workplace aggression research has not evidenced much attention to how aggression is influenced by cross-cultural and within-cultural diversity. This is an important avenue for future research.

Cross-Cultural Differences in Aggression. National culture is likely to influence the reasons for aggression and the forms aggression takes. Commonly cited triggers for aggression include goal obstruction; violation of rules, norms, or promises; and status or power derogation (Bies & Tripp, 2005). Given that norms and the emphasis upon status vary considerably across nations (Gelfand, Nishii, & Raver, 2006; Schwartz, 1994), triggers based upon norm violations and insults to one’s status should vary...
cross-culturally. The nature of aggressive acts is also likely to differ due to cultural constraints on the appropriateness of various behaviors, and aggression against “different” people may be more likely in nations with norms that constrain variability (Gelfand, Nishii, & Raver, 2006). Initial evidence on cross-cultural differences in aggression is emerging (Blader, Chang, & Tyler, 2001; Bond, 2004), but much more is needed.

One form of workplace aggression that has been studied a great deal outside of North America is workplace bullying (Einarsen, Hoel, Zapf, & Cooper, 2003). Unfortunately, many North American scholars have failed to attend to workplace bullying research in their literature reviews (for a notable exception, see Keashly & Jagatic, 2003). We strongly urge scholars to draw from international research on the phenomenon of interest, rather than limiting reviews to North American studies. In addition, an important avenue for future inquiry is to pursue a cross-national study on workplace bullying. To date, it has been difficult to compare studies from different nations due to a lack of agreement about the terminology, measures, and criteria for determining whether bullying has occurred (Neuman & Keashly, 2003). Studying multiple nations in one study would permit comparisons and answer important questions about cross-cultural differences in the antecedents, nature, and consequences of workplace aggression.

Within-Cultural Diversity and Aggression. Workplace aggression research has also largely neglected the study of within-cultural diversity, particularly with regard to who becomes the target and what forms of aggression individuals from different demographic groups (e.g., gender, race, age, and nationality) experience. Theory and research on stigma has long recognized that individuals who are different from others in the context can become stigmatized and, thus, experience derogation, social isolation, or abuse because of their “spoiled identities” (Goffman, 1963). Recent evidence suggested that individuals who are demographically dissimilar are likely to enact deviant behaviors (Liao, Joshi, & Chuang, 2004), but we are not aware of research that has drawn from theory on stigma to predict whether demographically dissimilar group members will become targets of aggression. Relational demography research on this would be beneficial.

There has also been a surprising lack of attention to how many employees experience forms of workplace aggression in conjunction based upon their identity group memberships (e.g., race and gender; Tajfel, 1982; Tajfel & Turner, 1979). Specifically, although sexual and ethnic harassment are forms of workplace aggression (Barling et al., 2001; Neuman & Baron, 1996; O’Leary-Kelly, Paetzold, & Griffin, 2000), they have been studied in isolation, rather than in conjunction with each other or with generalized aggression (for exceptions, see Barling et al., 2001; Raver & Nishii, 2006). Research on multiple forms of aggression in conjunction is needed; our paucity of knowledge about the additive or interactive effects of different forms of aggression is of particular concern given the fact that workplace diversity is very much a reality and that many women and racial/ethnic
minorities are subjected to sexual harassment and/or ethnic harassment in addition to other forms of workplace aggression.

It is well-established that males are more physically aggressive than females (Hyde, 2005), but physical forms of aggression at work are rare (Baron & Neuman, 1996); hence, most studies on workplace aggression have found few gender differences in the enactment of workplace aggression (Hershcovis et al., 2007). If future research is to explore differences in workplace aggression across gender (and racial) groups, it is important to also examine when these differences occur and which psychological mechanisms explain the differences. For example, emerging theory suggests that women are more likely than men to have relational self-construals (RSC) activated in relational contexts (e.g., negotiation) and that RSC activation can encourage subtle forms of aggression if one’s attempts to establish a positive relationship with a partner are thwarted (Gelfand, Major, Raver, Nishii, & O’Brien, 2006). Research that explores this and other reasons for when and why demographic group differences in workplace aggression emerge will be a valuable addition.

Methodological Sophistications

One final avenue for future inquiry is for scholars to expand the range of methodologies used to study workplace aggression. To date, the range of methodologies has been limited, with most research using cross-sectional surveys of the correlates of experiencing (e.g., Cortina et al., 2001; LeBlanc & Kelloway, 2002) or enacting (e.g., Aquino et al., 2001; Fox et al., 2001) aggression, surveys with predictors and outcomes at two points in time (e.g., Tepper, 2000), or surveys assessing retrospective accounts of aggression (e.g., Bradfield & Aquino, 1999). Employee surveys at one or two points in time have been advantageous for studying this phenomenon that is difficult to replicate in the lab; however, this methodology should not be the only tool in our toolkit. The study of workplace aggression has advanced to the point where multiple methodologies are needed to allow us to triangulate upon theoretically grounded results.

Investigations using alternative methodologies would advance research on workplace aggression, including (a) experimental studies that prioritize testing causal theories, (b) scenario studies that permit tests of causality while still pertaining to the work context, (c) longitudinal studies that assess the dynamic development of aggression across time from multiple parties' perspectives, and (d) qualitative studies that explore uncharted territory on workplace aggression. Although ethical considerations limit the use of aggression in experiments, it may be possible to use confederates to implement minor aggressive acts such as giving dirty looks, purposefully withholding information, or speaking in a rude manner. Adapting experimental methodologies from the conflict resolution literature (e.g., multi-issue negotiation scenarios) is another way to explore the emergence
of aggression in a more controlled laboratory environment where each party’s cognitions, emotions, and behaviors can be readily assessed. Scenario studies are one alternative to experiments, which maintain internal validity for causal theory testing while having a focus upon workplace-based situations and also reducing ethical concerns. Policy capturing, a type of scenario study that uses a within-subjects design to assess judgments regarding different scenarios (e.g., Rotundo & Sackett, 2002), would be useful for evaluating how situational features influence target’s appraisal of aggressive situations at work. As previously described, longitudinal research is critical; if we continue to rely on cross-sectional designs for research on workplace aggression, discerning the sequence through which conflict spirals out of control to become aggression and even violence will remain beyond our grasp. Finally, qualitative methods such as open-ended diaries or interviews would be helpful, particularly for exploring issues that have not been previously investigated (e.g., mechanisms through which aggressive norms get communicated in groups and group members’ different interpretations of the same aggressive acts in their group). Ideally, scholars will begin to use several of these methods to triangulate upon their research questions of interest.

CONCLUSION

The aim of this chapter has been to demonstrate the nature of workplace aggression and its overlap with conflict in organizations, and to provide several avenues for future inquiry based upon insights that can be gleaned from the integration of these two literatures. In doing so, we have seen how research and theorizing on conflict and conflict resolution has reached a more mature stage than that of workplace aggression and how our understanding of workplace aggression would benefit from a greater appreciation of insights from the literature on conflict and conflict resolution. Doing so, we believe, will help move research on workplace aggression to the third stage of the construct life cycle (Reichers & Schneider, 1990).

REFERENCES


Escalation occurs when a party to a conflict first uses a contentious (aggressive) tactic or employs heavier contentious tactics than before. (Parties to a conflict may be individuals, small groups, departments, or entire organizations.) Escalation must be distinguished from conflict, which is a state of mind involving a perceived divergence of interest, a perceived difference of opinion, or a feeling of annoyance about another party’s actions (Pruitt & Kim, 2004). Escalation is one way of dealing with conflict. There are other ways, including problem solving, yielding, and inaction (Pruitt & Kim, 2004).

Some scholars (e.g., Walton, 1969) talk about “escalation of relationships,” in which there is increased antagonism between parties. However, I will call this “deterioration” of relationships and speak of “distressed” rather than “escalated” relationships. Escalation and deterioration of relationships are intimately related, as will be seen in a later section.

Escalation in organizations can take many forms, some quite subtle. Buss’s (1961) three-dimensional typology of aggression (physical verbal, direct indirect, active passive) is a useful way of sorting out these varieties, a modification of which as seen in Table 8.1.

Unlike escalation in other settings (e.g., marriage and international relations), escalation within organizations is generally frowned on by powerful higher ups, who are likely to punish it, especially if it is directed at them. Hence, escalation will commonly take either legitimate forms or forms that cannot easily be traced to their source. This means that passive and indirect approaches are often seen in organizations (Neuman
For example, Geddes (1994) found that subordinates who were given negative feedback reported that they had engaged in avoidance, slowdowns, and sabotage but not physical aggression. Greenberg (1990) found that across the board pay reductions often led to theft.

This chapter will first discuss the impact of escalation on individuals and organizations. Then, it will turn to escalation sequences, in which progressively heavier tactics are used over time. Escalation usually takes

<table>
<thead>
<tr>
<th>Physical</th>
<th>Active</th>
<th>Direct</th>
<th>Indirect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Homicide</td>
<td>Theft</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Assault</td>
<td>Sabotage</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Angry displays</td>
<td>Defacing property</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Obscene gestures</td>
<td>Consuming needed resources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unfriendly, cold behavior</td>
<td>Hiding needed resources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Firing an employee</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prosecuting strikers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Violence against strikers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Passive</td>
<td>Going on strike</td>
<td>Delaying work to make target</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quitting</td>
<td>look bad</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chronic lateness</td>
<td>Failing to protect target’s welfare</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Work slowdown</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Failing to help</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Failing to transmit memos</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Avoiding target</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Failing to provide a raise</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Locking out employees</td>
<td></td>
</tr>
<tr>
<td>Verbal</td>
<td>Active</td>
<td>Threats</td>
<td>Taking company to court</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yelling</td>
<td>Filing a grievance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Insults and sarcasm</td>
<td>Whistle blowing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Angry displays</td>
<td>Denouncing organization to the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hostile comments</td>
<td>press</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Using derogatory tone of voice</td>
<td>Transmitting damaging</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Criticism or blame</td>
<td>information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative performance evaluation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Passive</td>
<td>Failing to return phone calls</td>
<td>Failing to transmit information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Giving target the silent treatment</td>
<td>Failing to warn of impending</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Refusing target’s requests</td>
<td>damage</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Damning with faint praise</td>
<td>Failing to defend target</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Failing to refer clients to target</td>
</tr>
</tbody>
</table>

*Modified from Neuman and Baron (1997, p. 40)
the form of retaliation, a contentious response to annoyance from another party. Hence, a long section will be devoted to the conditions that affect the likelihood and extent of this phenomenon. That section will be followed by a discussion of the structural changes that occur if escalation becomes a persistent part of the relationship between two parties. The penultimate section will suggest some methods for avoiding or coping with severe escalation. At the end of the chapter, some suggestions for future research on escalation will be made.

**IMpACT OF ESCalATION**

Escalation sometimes has positive consequences for individuals and organizations. Selective escalation helps reveal the relative importance to each party of the issues in the conflict, thus promoting the development of logrolling solutions. In addition, the shock value of escalation can encourage information gathering, problem solving, rethinking of faulty activities or policies, and hence, needed social change (Bies, Tripp, & Kramer, 1997; Skarlicki & Folger, 2004). Furthermore, the fear of escalation can keep managers in line (Bies et al., 1997).

However, escalation (especially severe escalation) is often harmful to organizations. Many of the behaviors listed in Table 8.1 are directly harmful, for example, work slowdown, theft, and sabotage. Escalation can also lead to ill feeling and breakdown in working relationships. Escalation tends to crowd out problem solving by encouraging strategic rather than integrative thinking, by producing hostility to the other party’s welfare, and by impeding creative thinking (Carnevale & Probst, 1998). This encourages one-sided, win–lose decisions that fail to balance the multiple interests that must be served for good organizational functioning (Brett, Shapiro, & Lytle, 1998). In addition, fear of escalation can cause conflict avoidance: important issues are swept under the rug. This is especially likely to occur in workgroups where people are interdependent and trust is low (Tjosvold, Leung, & Johnson, 2000). Prior escalation can encourage such fear.

**ESCALATION SEQUENCES**

There are two types of escalation sequences: unilateral and bilateral. In unilateral sequences, only one party escalates. A trivial example is when the chair of a meeting that has gone astray first suggests “Let’s get back to the topic,” then demands “Come on guys, talk about the topic,” and finally gets angry and bangs a fist on the table. The organizational change consultant who finds resistance to his or her recommendations may reach a higher level of escalation. At first, he or she calls meetings and puts pressure on employees, then issues threats, and finally complains to upper management.
In a laboratory experiment on unilateral escalation sequences, Mikolic, Parker, and Pruitt (1997) studied reactions to persistent annoyance by having confederates of the experimenter withhold supplies needed by the participants to complete a project. The data were based on a content analysis of telephone message to the confederates. Most participants tried to get the supplies by means of the following orderly progression of tactics: requests, demands, angry statements, threats, harassment, and abuse. Participants stopped escalating at different points along this progression. Some made only requests; others requests and then demands; still others, requests, then demands, then angry statements, and so on. Groups, on the whole, escalated farther than individuals—following the same orderly progression of tactics.

In bilateral escalation sequences, the parties escalate in tandem. An example can be seen in Ury, Brett, and Goldberg’s (1988) description of the labor-management conflict at a Kentucky coalmine, in the period between 1978 and 1980.

(In this two-year period) the miners had engaged in twenty-seven wildcat strikes. Management had responded by firing miners and taking the union to court for a breach of contract. In the end, 115 miners had gone to jail for a night. This not only failed to stop the strikes but led to a wave of bomb threats, sabotage, and theft. Miners started bringing guns in their cars when they came to work. (p. 101)

Bilateral escalation sequences usually develop through conflict spirals entailing repeated retaliation and counterretaliation, or defense and counterdefense. Thus, an employee might criticize a management policy, provoking disciplinary action such as failure to receive a raise. Annoyed by this treatment, he or she might then talk to the press, being fired as a result.

RETAI Liatory Escalation

The most common type of escalation involves retaliation aimed at punishing an annoying other. An “actor” punishes an apparent “offender.” The actor may be responding to annoyance to self or to another party with whom the actor identifies.

The two kinds of escalation sequences described earlier often involve retaliation. Unilateral escalation in response to persistent annoyance, such as was seen in the Mikolic et al. (1997) study, involves an increasingly harsh series of retaliatory actions by the actor. Bilateral escalation often involves alternating retaliatory moves: A retaliates in response to annoyance from B, then B retaliates in response to A’s retaliation, and so on.

The motivation for retaliation can be one or more of the following (partly based on Skarlicki & Folger, 2004): as an expression of anger, to deter further annoyance from the offender, to show the offender or a third
party that one is not weak, to serve the cause of justice, or to prop up social norms. Often, there is an element of evening up the score. The actor feels "one down" because of the offender's prior action and seeks to restore his or her status, sense of power, or material well-being by responding aggressively.

The rest of this section will discuss conditions that enhance or diminish the likelihood and extent of retaliation. Conditions that encourage retaliation are assumed to make escalation sequences more likely and more extensive, while those that discourage retaliation are assumed to have the opposite effect. Some conditions involve the actor’s attributions and perceptions. Others involve temporary features of the situation, characteristics of the actor, the actor’s relationship with the offender, and the nature of the community in which actor and offender are embedded.

Attributions of Responsibility

Retaliation is more likely and more extensive if the offender is seen as responsible for the annoyance, that is, as taking action that was “both controllable and intentional, without significant mitigating circumstances” (Martinko & Zellars, 1998). Evidence for this effect comes from a study of marriage by Bradbury & Fincham (1992) in which people who saw their spouses as responsible for a problem in their marriage were especially likely to make hostile and rejecting comments when they discussed that problem with their spouses. Attributions of responsibility were also prominent in student explanations of incidents in which they “decided to get even” with someone at work (Bies & Tripp, 1996).

Allred (1999) added to these findings the plausible hypothesis that retaliation is more likely if the offender does not see him- or herself as responsible for the annoyance. If the offender accepted this responsibility, he or she would probably apologize or make amends, which should ward off retaliation by the actor.

In attributing responsibility to an offender, actors often overlook the possibility that the offender is retaliating for something the actor did previously. They retaliate further on the mistaken assumption that the offender started the fight. This self-serving assumption makes it easier for actors to retaliate because they fault the offender entirely rather than faulting themselves or the two of them jointly.

If a conflict spiral ensues and this misattribution continues, the phenomenon is sometimes called “biased punctuation” (Bies et al., 1997; Kramer, 2004) An objective observer would see the escalation sequence as A→O→A→O→A→A (where A is the actor’s contentious behavior, O is the offender’s contentious behavior, and the arrows denote causation). But the actor punctuates the sequence differently, (A,O→A,O→A,O→A), seeing the offender as the originator of each turn in the spiral and ignoring his or her own input. This justifies what the actor is doing and may well be
the driving force behind the escalation. If the offender also engages in biased punctuation (A→O,A→O,A→O,A)—as often happens—there are two driving forces, and the escalation sequence is likely to be more severe and to last longer than would otherwise be the case.

**Perceptions of Illegitimacy**

Retaliation is also more likely and more extensive if the offender is seen as acting illegitimately, that is, as disregarding rules, breaking promises, or violating fairness norms (Bies et al., 1997). There is a rich research tradition concerning the violation of fairness (also called justice) norms.

A distinction can be made between three kinds of fairness norms: distributive justice (one’s outcomes are commensurate with one’s merit or effort), procedural justice (decision making about one’s outcomes is consistent, unbiased, accurate, and correctable), and interactional justice (one’s views are solicited, one’s outcomes are honestly explained, and one is treated sensitively and with respect). Violations of each kind of fairness norm have been shown to produce retaliation (distributive justice; Adams, 1965; procedural justice; Lind & Tyler, 1988; interactional justice; Greenberg, 1990; Lind, 1999).

In a study that looked at the three kinds of fairness norms together, Skarlicki and Folger (1997) asked factory workers about their company’s policies in all three realms and about their coworkers’ retaliatory behavior in the form of damaging equipment, wasting time or materials, calling in sick when well, spreading rumors, and the like. Retaliation was most pronounced in companies that were seen as violating all three kinds of norm. However, companies that were seen as according their workers either procedural or interactional justice were able to violate the norm of distributive justice with relative impunity.

**Temporary Features of the Situation That Affect the State of the Actor**

Retaliation is sometimes encouraged by a cognitive deficit that erodes attention to standards of conduct or the capacity to think ahead. Sources of such a deficit include stress, fatigue, and cognitive overload (Baron, 2004). Time pressure can also produce such a deficit, as shown in an experiment by Yovetitch and Rusbult (1994). Participants were asked how they would act in various situations where a person they knew engaged in annoying behavior (e.g., a romantic partner saying during an argument “I’d be better off without you”). Those who were given little time to respond were more likely to endorse a harsh response, such as yelling at or refusing to talk to the offender, than those who were given ample time.

Heavy alcohol consumption (three or more drinks) has a related effect by focusing attention on the annoyance and away from the little voice that
tells one that retaliation may be illegitimate or may get one into trouble (Steele & Josephs, 1990; Taylor & Leonard, 1983). Indeed, alcohol has such a profound effect on retaliation that it contributed to 64% of the homicides in Philadelphia between 1948 and 1952 (Wolfgang & Strohm, 1956).

Anger from a prior unrelated annoyance can make people irritable and prone to retaliate (Berkowitz, Cochran, & Embree, 1981; Pederson, Gonzales, & Miller, 2000), a phenomenon sometimes called “displaced aggression.” For example, “after a severe ‘dressing-down’ by a supervisor concerning one issue, an individual may aggress strongly against a coworker who offers mild criticism on a totally unrelated matter” (Baron, 2004, p. 40).

Autonomic arousal also promotes retaliatory behavior. In an experiment on this effect (Zillmann, Katcher, & Milavsky, 1972), participants were either provoked or not provoked by a confederate and then either aroused by strenuous physical exercise or not so aroused. When they eventually had an opportunity to retaliate by giving electric shocks to the confederate, the combination of provocation and arousal produced a disproportionate level of shock. Similar effects have been found for arousal produced by injection of a stimulant, loud noise, and competitive activity (Baron, 1977).

By contrast, recent pleasurable experiences, such as humor or mildly erotic stimulation, have been shown to diminish retaliatory behavior. Thus, Baron (1976) annoyed male motorists by having the car ahead of them fail to start up when a traffic light turned green. At the same time, a female confederate crossed the road in plain view of the motorist. When the confederate was dressed normally, 90% of the motorists retaliated against the car ahead by blowing their horn. However, when she was dressed as a clown (humor) or in “a very brief and revealing outfit” (mildly erotic stimulation), only about half of them did so. It may be that the latter two conditions put the motorists in a good mood, which was incompatible with an aggressive response. There are other possible explanations for these findings, but more highly controlled laboratory experiments have confirmed that nonhostile forms of humor (Baron & Ball, 1974) and mildly erotic stimulation (Baron & Bell, 1977) discourage retaliation.

Aggressive cues (anything that reminds people of aggression) tend to encourage retaliation and hence escalation. These include aggressive people (models), aggressive words, and aggressive objects. This effect partly explains how a “culture of aggression” is perpetuated in an organization. Aggressive cues encourage aggression, which provides more aggressive cues.

More research is needed on the impact of a delay after experiencing annoyance. Some scholars (e.g., Baron, 2004; Berkowitz, 1993) argue that a delay produces dysphoric rumination that encourages retaliation while others (e.g., Walton, 1969) contend that a delay allows a cooling off period, which diminishes retaliation.
Actor Characteristics

Individual Differences. Overall, men retaliate more heavily than women do, especially in the physical realm (Eagly & Steffen, 1986; Martinko & Zellars, 1998). However, there is some evidence that women are more annoyed by perceived unfairness, so there may be a special exception in this case. In the unilateral escalation study described earlier (Mikolic et al., 1997), women viewed the confederates who deprived them of the resources as more unfair and escalated further in their comments to these confederates than did men.

Research also suggests a number of personality characteristics that are related to the tendency to retaliate. One example is the hostile attribution bias—a tendency to assume that annoying behavior from others is done with hostile intent. Dodge and associates (Dodge & Coie, 1987; Dodge & Crick, 1990) showed that this bias is predictive of retaliatory behavior. For example, in the Dodge and Coie (1987) study, teachers put primary school boys into three categories: often initiating aggression, often retaliating aggressively, or neither. Unlike the other two groups, the retaliators were found to see hostile intent in videotaped incidents of accidental annoyance.

Type A individuals—people who are hard driving, competitive, and time urgent—have also been shown to engaged in more retaliation than type B individuals—people who are easy going (Baron, Neuman, & Geddes, 1999; Carver & Glass, 1978). In the Carver and Glass (1978) experiment, undergraduates were first insulted about their progress on a puzzle and then had a chance to shock the insulter. Type A individuals employed more shock than did type B individuals.

Folklore to the contrary, no relationship has been found between low self-esteem and readiness to retaliate (Baumeister, Smart, & Boden, 1996). However, certain kinds of people with high self-esteem show that tendency—those whose self-esteem is unstable so that they occasionally experience periods of self-doubt (Kernis, Grannemann, & Barclay, 1989) and those with narcissistic (inflated and grandiose) views of themselves (Bushman & Baumeister, 1998). In the Bushman and Baumeister (1998) study, undergraduates at various levels of measured narcissism were given strikingly unfavorable evaluations of essays they had written and then had a chance to blast the evaluator with noise. Those who were higher in narcissism gave louder and, hence, more punitive blasts, an effect that was not found when positive evaluations of the essays were given. The mechanism for both these effects is probably one of ego threat. People with unstable high self-esteem and narcissists suffer especially uncomfortable self-doubts when others assert superiority over them or put them down. Hence, they lash out to protect their self-esteem.

Two personality traits—high need for social approval (Dengerink, 1976) and empathy with others (Rusbult, Verette, Whitney, Slovik, & Lipkus, 1991)—encourage underreaction and, hence, reduce the extent of escalation.
Group Characteristics. Personality effects such as those just described are important in interpersonal interaction, but they tend to wash out in intergroup and interorganizational settings, where several people with different personalities make collective decisions. In such settings, group characteristics are much more important.

As mentioned earlier, groups tend to escalate farther in response to persistent annoyance than do individuals (Mikolic et al., 1997). In addition, some kinds of groups are more prone to escalation than others. For example a culture of honor, requiring retaliation in the face of personal slights, is seen in some parts of the world. Strong evidence of this cultural trait has been found for White men from the U.S. South (Nisbett & Cohen, 1996). Such cultures are also found in U.S. inner cities (Anderson, 1999) and in many prisons (Toch, 1969).

Group mobilization is often an antecedent of escalation. Mobilization means that group members become aware of their common identity and grievances and develop group solidarity. Leaders typically emerge in the process of mobilization. Gurr (1996) found that mobilization often occurs when ethnic groups come into conflict. The early days of unionization followed a similar path, with workers becoming mobilized in workplace after workplace. Mobilized groups are particularly prone to retaliate when their group is attacked or one or more members of their group are harmed.

Relationships Between the Parties

Retaliation, and hence escalation, is less severe to the extent that there are bonds between the actor and the defender. The bonds in question include kinship, friendship, common group identity, perceived similarity, positive attitudes, and dependence. The importance of friendship was shown by Ransford (1968) in a survey of African Americans immediately after the first Watts riots. Respondents who reported having social contact with Whites were much less likely to say that they were willing to use violence to get African American rights than those who did not report such contact. The importance of dependence was shown in a laboratory experiment on negotiation by Ben-Yoav and Pruitt (1984). Participants who were dependent on the other negotiator for future cooperation were less likely to employ contentious tactics than those who were not so dependent.

The opposite side of this coin is that the absence of bonds makes retaliation, and hence escalation, more severe. Thus, in a survey of Israeli citizens, Struch and Schwartz (1989) found that respondents who saw ultraorthodox Jews as very different in behavior and appearance from their own group were especially likely to endorse punitive actions to keep the ultraorthodox in line.

The effect of bonds is often masked by the fact that bonds encourage interaction, which encourages conflict. But the existence of bonds means that this conflict is more likely to be handled by problem solving and
less likely to escalate. This paradox was seen in an experiment on two-
person groups by Back (1951). High group solidarity (e.g., strong bonds) was
created in three different ways: increasing the attraction between group
members, enhancing the importance of the group task, and heightening
the prestige of the group in the experimenter’s eyes. A fourth condition
involved low group solidarity. When the groups discussed a controversial
topic, the highly solidary groups argued more vigorously than the less
solidary group, but they also made a greater effort to reach agreement.

Negative attitudes, hostility, and disrespect tend to encourage retali-
ation and hence escalation. Research on marital functioning suggested that
this effect is mediated by distrust, leading to a tendency to see the other
as responsible for unpleasant events and hence as deserving retaliation.
For example, Bradbury and Fincham (1992) found that in distressed mar-
rriages, wives tended to blame their husbands for their marital problems—
to see the spouse as “behaving intentionally and with selfish motivation”
(p. 620). This blame was related, in turn, to “negative reciprocity” in con-
versations—responding to the husband’s hostile and rejecting remarks
with similar remarks.

In sound marriages, on the other hand, one finds “accommodation,”
where annoyance from the partner produces mild reactions because the
partner’s behavior is assumed to be inadvertent or due to mitigating cir-
cumstances (Bradbury & Fincham, 1992; Rusbult et al., 1991). In a related
questionnaire study of dating couples (Murray & Holmes, 1997), positive
images of the partner were associated with avoidance of conflict spirals.

Characteristics of the Broader Community

Individuals are imbedded in workgroups, workgroups in departments,
departments in organizations, and organizations in states or countries.
At every level, there is a broader community that can influence the way
conflict is handled and how much escalation there will be. For example,
outside support in a controversy—approval from members of the broader
community—tends to encourage an unwillingness to concede and a read-
iness to fight back, leading to escalation (Pruitt & Kim, 2004).

Community members can also discourage or try to reverse escalation,
and this is particularly common within organizations. Communities
often maintain and enforce conflict-limiting norms aimed at reducing the
harshness of tactics used by community members. Indeed, Gurr (1996)
argued, on the basis of many case studies of ethno-political conflict, that
weakened enforcement of such norms often leads to revolts by ethnic
minorities who have strong, shared grievances.

Communities may also provide third-party services, both formal and
informal, to help solve conflicts that might otherwise escalate. Some orga-
nizations have ombudsmen (Kolb, 1989) or outside consultants (Walton,
1969) to provide such services. Superiors have traditionally not been much
interested in serving as mediators (Kolb & Sheppard, 1985), though this may be changing as executives attend the many conflict management workshops available today, they are often well placed to mediate. As organizations become more complex and decentralized, emergent mediators are becoming more common, that is, people who “operate at the boundaries between different parts of the organization” and talk informally to both sides in a controversy (Kolb, 1989, p. 107).

Community structure is also important. Heavily escalated reactions to annoyance from other groups are much less likely when there are crosscutting, as opposed to overlapping, bonds (Coleman, 1957). In a heavily crosscutting structure, important members of most subgroups have bonds with members of most other subgroups. In a heavily overlapping structure, subgroup members are only bonded to other members of their own subgroup. When conflict arises between two groups in a heavily crosscutting community, group members who are bonded to members of the other group will be reluctant to escalate. They will also try to dampen the conflict by urging moderation, criticizing leaders who are seeking to incite intergroup hostility, refuting inflammatory rumors, and trying to mediate the conflict. In heavily overlapping communities, such individuals are not available, and escalation is much more likely.

The importance of crosscutting for preventing severe escalation was seen in a study by Varshney (2002). Three Indian cities that experienced repeated and severe Hindu–Muslim conflict over a 45-year period were compared with three matched cities that did not experience much conflict. The latter cities contained strong civic associations—trade unions, political parties, professional associations, business groups—that embraced members of both ethnic groups, while the former did not. Furthermore, whenever signs of conflict arose, members of these associations became active in combating escalation.

Common group membership is an especially important bond in organizations. It motivates problem solving because of the desire to preserve the common group and it facilitates communication, which makes problem solving possible. Likert’s (1961) “linking pin” approach to organizational decision making is an example of a crosscutting structure. Critical members of each department (the linking pins) become members of an interdepartmental (crosscutting) committee with decision-making powers.

STRUCTURAL CHANGES AND PERSISTENT ESCALATION

Most escalation dissipates over time. However, heavy escalation sometimes persists, continuing month after month or reasserting itself regularly whenever there is minor conflict. Persistent, heavily escalated conflict is sometimes called “intractable conflict” (Coleman, 2000).

Two main dynamics underlie intractable conflict. Conflict spirals account in part for this phenomenon, with the parties alternating, ad infinitum, in
reacting harshly to each other’s unacceptable behavior. However, the main source of intractable conflict lies in structural changes—enduring transformations to the parties, their relationship, and/or the surrounding community—that result from heavy escalation and encourage further heavy escalation (Pruitt & Kim, 2004). What happens is that some of the conditions that were discussed in the prior section are exacerbated by heavy escalation and do not return to their former state (Pruitt & Kim, 2004; Pruitt & Olczak, 1995).

An example of a structural change is that escalation can encourage group mobilization on one or both sides of a conflict. People become more identified with their group, solidarity increases, and militant leaders gain a wider audience, urging hostile action against the opposing group. The result is more escalation, and more persistent escalation because such transformations are not easily reversed.

Another example is the deterioration of relationships that often accompanies escalation. Negative attitudes and perceptions, hostility and distrust set in, and bonds between the parties are destroyed. The antagonists stop identifying with each other, drop their membership in common groups, and sever their dependence on each other. Communication between them breaks down. Again, such transformations tend to endure, which encourages persistent escalation.

When the parties to a conflict are groups, the destruction of bonds is called “community polarization”—a movement away from crosscutting structure and toward overlapping structure (Pruitt & Kim, 2004). As escalation continues, community polarization often deepens, with formerly neutral individuals and groups taking sides with one or the other antagonist. Potential mediators disappear, norms that protect each side from the other’s aggression are viewed as outdated, and the antagonists find increasing social support for escalated behavior against each other. Communities often have difficulty finding their way back from such heavy polarization, and escalation becomes a permanent feature of the landscape.

Perhaps the most ominous kind of structural change in intergroup conflict is the development of militant subgroups that have an agenda of defeating or destroying the opponent. An example would be the revival of the Irish Republican Army (IRA) in 1970, which occurred after a series of clashes between nationalists and unionists in Northern Ireland. This group of about 500 men developed the goal of ejecting the British government from Northern Ireland and used guerrilla tactics in an effort to accomplish this goal. Similar groups were organized on the other side of the conflict. The result was a heavily escalated conflict that lasted for more than 25 years and in which more than 3,700 people were killed out of a population of 1.5 million (Moloney, 2002).

A similar but less lethal structural change occurred in 1970 on the author’s campus after a clash between students and campus police (Pruitt & Gahagan, 1974; Pruitt & Kim, 2004). A strike committee of about 400 students was organized. The goals of this committee were to close down the
campus and thereby force the administration to make a number of concessions including abolishing ROTC and stopping military-funded research. In addition to urging students to stop attending classes, the strike committee occupied the administration building and turned on the fire hoses. The administration responded by suspending students and summoning the city police onto the campus. At one point, a crowd of students who emerged from a strike committee “war council” began throwing ice and stones at the police, who charged into the crowd injuring and arresting a number of students. Organization of the strike committee produced a heavily escalated conflict that persisted for only a few weeks. However, the basic dynamics were similar to those that produced the much longer conflict in Northern Ireland.

AVOIDING AND COPING WITH SEVERE ESCALATION

Conflict is not the culprit. It is a normal part of organizational life, resulting from the division of labor and differences in specialties. Nor is escalation, per se, the culprit. Mild escalation helps the parties identify critical issues and motivates them to engage in problem solving and accept needed change. Rather, the culprit is severe escalation that disrupts organizational functioning, dries up creativity, and produces structural changes that keep escalation going.

The fear of severe escalation sometimes motivates people to avoid talking about conflicts. This is unfortunate. Nontrivial conflicts need to be brought out into the open and resolved through win-win agreements (Tjosvold & Fang, 2005). Such agreements are beneficial to the organization as a whole as well as to the units involved in the agreement. But how can conflict be confronted without sparking injurious escalation? A partial answer can be derived from some of the principles mentioned earlier and some new principles.

When conflict is brewing, it is important to avoid conditions that encourage escalation. For example, cognitive deficits should be avoided—everybody should get enough sleep, heavy alcohol consumption should be prohibited. In addition, people should be kept in a good mood, and aggression-prone individuals should be screened out. Aggressive cues should also be avoided. Treaties should not be negotiated in rooms that are decorated with murals of the Trojan War.

When it is necessary to take actions that annoy people (e.g., criticism, discipline, and discharge of popular employees), one should strive for legitimacy and the basic elements of fairness. People should be rewarded in accordance with their merit. Fair procedures should be used, involving careful fact gathering, consistent criteria, unbiased decision making, and avenues for appeal. The people impacted by the actions should have a chance to defend themselves, and the decisions should be fully explained in a way that shows respect for and sensitivity to the target of the action.
If an employee must be punished, it is essential to clearly link the punishment to the offender’s actions. Otherwise, biased punctuation may set in, with the offender viewing the episode as starting with an arbitrary administrative action rather than with his or her own misdeeds.

It is also important to organize for effective conflict management. Ury et al. (1988) suggested that if there is tension between two groups, negotiators should be appointed in both groups, and mediators should be chosen from the broader community. These people should be trained in their roles and should get to know each other. This will allow the organization to move quickly when escalation is looming to prevent the development of conflict spirals and structural changes. Organizations often fail to reward people for serving as mediators (Kolb, 1989), but it is important to do so if escalation is to be avoided. Organizing for conflict management also involves building crosscutting bonds. Cross-departmental lunches, company picnics, and the like are a good idea, but cross-departmental groups that meet regularly and have some real power are likely to be more effective.

Another approach to tension between two groups is to run problem-solving workshops (Fisher, 1997; Kelman, 1992). This involves (a) locating second-level people in each group who are interested in resolving the conflict and (b) involving them in meetings to analyze what has happened and develop plans for alleviating the situation. Sometimes there is a “reentry problem,” such that these individuals are reabsorbed into the old escalation-prone system when they return to their home base. If so, it may be possible to run a workshop involving the entire home base, using the large-group intervention methods developed by Bunker and Alban (1997).

Timing is critical when structural changes are imminent and conflicts threaten to spiral out of control (Pruitt & Kim, 2004). Thus, Varshney (2002) argued that, when conflict is looming, community leaders must move fast to quell rumors about atrocities and to silence militant factional leaders. Strategic apology is also sometimes useful (Ohbuchi, Kameda, & Agarie, 1989). In the conflict on the author’s campus, the strike committee was organized a few days after campus police beat two students in full view of hundreds of others. The result was severe escalation and weeks of turmoil. This escalation might well have been avoided if the university president had immediately apologized for the beatings and disciplined the offending police officers (Pruitt & Kim, 2004).

If directly involved in a conflict spiral, one should avoid retaliation because that will perpetuate the spiral. But it is also important to avoid conceding, as that rewards the adversary’s aggressive behavior (Brett et al., 1998). Instead, some form of problem solving makes most sense.

If intractable conflict develops despite efforts at conflict management, third parties need to be alert for a “ripe” moment in which both sides see themselves as in a stalemate or are suffering enough to consider changing their approaches (Pruitt, 2005; Zartman, 1989, 2000). Alternatively,
if third parties are powerful, they may create a ripe moment by putting pressure on both sides to stop the escalation (Fisher & Keashly, 1990). When a ripe moment arises, it may be possible to arrange for the parties to discuss their differences directly. If that is not possible, third parties can serve as intermediaries to reassure each side of the other’s readiness to de-escalate and to help both sides develop ideas for solving the basic problems (Pruitt, 2003; Pruitt & Kim, 2004). Another approach at the point of ripeness is to persuade one party to take a unilateral conciliatory initiative to enhance the other party’s trust (Osgood, 1962; Pruitt & Kim, 2004). Ripeness theory has been developed in the context of international conflict and civil war, but it seems fully applicable to organizational settings.

If all else fails, it is sometimes possible to reduce the parties’ interdependence so that they no longer have to deal with each other. Individuals can be transferred or fired, counterpart workgroups can be shuffled, or departments can report to a different supervisor.

GAPS IN THEORY AND RESEARCH

Theory and research on escalation are not as well developed as in many other subfields of social science. Hence, it is especially important to identify gaps in this body of knowledge. Three kinds of gaps will be addressed: gaps in empirical research, gaps in theory, and gaps in knowledge about how to apply escalation theory to organizations.

Gaps in Empirical Research

In writing this chapter, I tried where possible to draw on well-designed, empirical research. Doing so was not a problem in the section on retaliatory escalation, which is mainly based on psychological studies of aggression, perceived fairness, and marital dysfunction. However, I had to rely on untested theory in most of the rest of the chapter. That theory has its roots in case material and practitioner experience and is by no means idle speculation. However, it needs to be tested with well-designed empirical studies.

The following are some of the most pressing empirical challenges:

1. *Examining* the impact of group mobilization and its elements (ingroup identity, recognition of common grievances, group solidarity, and the emergence of leadership) on retaliation for annoyance to the group or its members
2. *Testing* the hypothesis that crosscutting (as opposed to overlapping) bonds between groups discourage the escalation of community conflict. Varshney’s (2002) study of Hindu–Muslim conflict in three
matched pairs of Indian cities made an excellent beginning at testing this hypothesis. However, his sample of cases should be expanded and statistical methods should be used. It is also important to gather more process information in order to understand how crosscutting bonds produce this effect, if indeed they do.

3. **Assessing** whether the conditions that encourage retaliation (e.g., attribution of responsibility, autonomic arousal, highly unstable self-esteem, group mobilization, and crosscutting) also encourage unilateral and bilateral escalation sequences. In looking at bilateral escalation sequences, or conflict spirals, such studies should compare three circumstances: the presence of these conditions on both sides of the conflict, their presence on only one side, and their presence on neither side.

4. **Testing** the assumption that escalation-induced structural changes (e.g., heightened hostility and distrust, community polarization, and the development of militant subgroups) underlie intractable conflict.

5. **Examining** the effectiveness of the various prophylactics and remedies proposed in the just prior section (e.g., appointing and training potential negotiators and mediators, problem solving workshops, strategic apology, and third-party intervention at a ripe moment). Theory and practitioner experience have almost entirely outrun empirical research in the realm of practice.

**Gaps in Theory Development**

Four gaps in escalation theory seem particularly noteworthy. To fill these gaps will require imaginative thought followed by empirical test. The gaps are as follows:

1. **Conflict spirals** do not always produce continued escalation. Sometimes the harshness of tactics increases for a while and then levels off with a conflict spiral still going on. For example, after escalating from quiet expressions of displeasure to shouting and threats, two boys may begin a fistfight in which they exchange blows with a constant level of force for a period. Theory is needed about the processes underlying this leveling off and the conditions that produce it.

2. **Useful theory** about the structural changes that contribute to intractable conflict exists. However, little is known about the conditions under which these transformations occur. Do they occur at a time when escalation becomes so severe that it passes over a point of no return (see Pruitt, 1969)? Or are there other contributing conditions, such as the prior existence of potential group leadership?

3. **Ripeness theory** is quite useful for explaining de-escalation in a number of international and ethno-political conflicts (e.g., Zartman, 1989; Pruitt, 1997). However, this theory is considerably less
adept at predicting de-escalation. For example, we know that high costs on both sides cause some highly escalated conflicts to end quickly (e.g., the Nagorno–Karabakh War; see Mooradian & Druckman, 1999), but they have a much delayed effect on others (e.g., the Israeli–Palestinian conflict since 2000). What conditions account for this difference? How can ripeness theory be made more predictive (for initial efforts to answer these questions, see Zartman, 2000; Pruitt, 2005)?

4. Ripeness theory is also deficient in identifying the mechanisms by which ripeness produces movement toward de-escalation. Somehow, the structural changes that produce persistent escalation are reversed or outbalanced, but it is not clear just how this works? Coleman (1997) suggested that “unfreezing” occurs, and Pruitt (2005) proposed that leaders gather new information. However, these ideas are quite preliminary.

Gaps in Applying Escalation Theory to Organizations

Most escalation theory has been developed in realms other than organizational behavior, and it is not always clear how to extend this theory into the latter realm. Three empirical questions arise from this unclarity:

1. Is it true, as hypothesized earlier, that passive and indirect forms of escalation are more common within organizations than in other settings, such as relations between organizations?

2. If passive and indirect forms of escalation are especially common within organizations, it should be harder for victims to trace escalation to its source than in other settings. If so, there should be less retaliation within organizations than in other settings. This implies, in turn, that conflict spirals should be less likely to develop. Can this derivation be verified empirically?

3. The last and most important question is a broad one: Do the propositions of escalation theory that have been developed in other settings apply equally to organizations? The answer to this question is clearly “yes” for some propositions because they have been cross validated (or in a few cases initially tested) in organizations. Thus, Bies and Tripp (1996) showed that attributions of responsibility encourage retaliation in organizations, as they do in other settings. All three forms of injustice (distributive, procedural, and interactional) are found to be related to escalation in organizations (see Adams, 1965; Greenberg, 1990; Lind & Tyler, 1988) as well as other settings. Type A (in comparison with type B) individuals are more likely to retaliate in organizational settings (Baron, Neuman, & Geddes, 1999) as well as in the laboratory. However, most escalation theory still needs to be tested in organizational settings.
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Conflict, Health, and Well-Being
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The impact of interpersonal conflict in the workplace is not limited to outcomes of organizational relevance, such as performance; it also has serious detrimental effects on the health and well-being of employees. In fact, conflict has been shown to be associated with employee depression, negative emotional states, psychosomatic complaints, life dissatisfaction, burnout, and psychiatric morbidity (e.g., Dormann & Zapf, 1999; Spector, Dwyer, & Jex, 1988). A diary study by Bolger, DeLongis, Kessler, and Schilling (1989) showed that interpersonal conflicts were considered the most upsetting stressor by a sample of married couples who were asked to report work and nonwork sources of stress. C. S. Smith and Sulsky (1995) reported that 25% of a large sample of employees from a wide range of occupations listed interpersonal issues as the most vexing stressors at work. In addition, negative social interactions with others at work accounted for three fourths of all work situations that employees described as detrimental (Schwartz & Stone, 1993). It is not surprising then that interpersonal conflict in the workplace is consistently cited as a leading source of stress for employees across cultures, age groups, and occupations. Consequently, occupational stress research has experienced a recent shift in focus from commonly studied role and workload variables to stress resulting from the social work environment, namely interpersonal conflict.

The occupational stress literature differentiates between two main types of variables labeled “stressors” and “strains.” Stressors are the perceived or objective environmental characteristics that may elicit a response from an employee, while strains refer to the negative responses employees may experience resulting from stressors. Hence, interpersonal conflict is categorized as a social stressor that may result in psychological, behavioral, and physiological strains. This social stressor may be conceptualized as “a
dynamic process that occurs between parties as they experience negative emotional reactions to perceived disagreements and interference with the attainment of their goals” (adapted from Hartwick & Barki, in press).

THE CURRENT STATE OF CONFLICT, HEALTH, AND WELL-BEING RESEARCH

One of the most basic limitations to this topic is that there is no consensus on the definition of conflict, and often researchers fail to be precise in what they mean by conflict in their studies. In fact, researchers often omit a definition of conflict as measured in their studies or provide definitions that are unique to their own work. For example, conflict has been described as a “relationship in which a sequence of conditions and events moves toward aggressive behavior and disorder” (Ware & Barnes, 1992, p. 213) or as a “situation in which two individuals disagree about issues, actions, or goals and joint outcomes become important” (Gordon, 1999, p. 275) among many other definitions. Without a concise, widely agreed upon definition, research progress is slowed because results cannot always be generalized from one study to another.

What is needed is more conceptual and empirical work to clearly explicate what is meant by conflict. For example, researchers are not always clear whether conflict is an exchange in which two parties engage in behaviors directed toward one another or a unidirectional phenomenon in which one person does something to another passive recipient. The latter approach fails to distinguish conflict from other forms of interpersonal behavior at work such as bullying (Rayner & Keashly, 2005) or incivility (Pearson, Andersson, & Porath, 2004). Certainly, one can define conflict as a general phenomenon that subsumes others that are more specialized. However, there might well be differences between a case in which a person is the passive recipient and a case in which a person is an active participant in an equal exchange, even though the specific behaviors the person experiences, such as critical and insulting remarks, may be the same. Empirical work is needed to explore both types of phenomena in parallel to see if one is more damaging than the other is. Some researchers have argued that conflict is a bidirectional phenomenon (Fink, 1968; Hartwick & Barki, in press), and other terms might better refer to the unidirectional. The term social stressor is a more general concept that can subsume both.

There is also a need to break conflict into its component parts. Some of that work has been done; for example, Barki and Hartwick (2001) distinguished various components of the conflict process, including disagreement, interference, and emotional response. They also divided conflict into types, according to its focus on personal issues versus work tasks. Work is needed to further explore these and possibly other components/types of conflict.

Given the lack of a consensus definition, it is not surprising that well-established, psychometrically sound measures are in short supply. Often,
measures are created for the purpose of a particular study, and evidence for the reliability and validity of the scales is deficient or not presented. Sometimes, there is an incomplete explication of the link between the conceptual definition of conflict and the measure being used. Other times, there may be overlap between the measure of conflict and other variables. For example, the interpersonal conflict at work scale (ICAWS; Spector & Jex, 1998) is a four-item, summated rating scale. Although the ICAWS has been shown to have reasonable psychometric properties, some of the item content overlaps with measures of incivility or bullying in that they ask about things that are done to the individual that might or might not be part of a bidirectional exchange (e.g., “people do nasty things to me at work”). Other measures may provide an incomplete picture of conflict, such as Jehn’s (1995) eight-item scale that focused mostly on disagreement and that might not clearly distinguish conflict from merely having different views. Lastly, some conflict measures were created for use in specific settings and samples and are, thus, limited in their application to diverse settings.

Additional scale development work is needed to provide scales for general workplace use that have good content validity in covering the various aspects of conflict, clearly distinguishing conflict from other related constructs. It seems important to distinguish personal from task conflict, unidirectional versus bidirectional interactions between people, and conflict from just disagreement. The development of sound measures will help encourage continued work.

Similarly, De Dreu and Weingart (2003) pointed out that a widely accepted conceptualization of personal well-being is missing, which raises concerns regarding the operationalization of our research criteria. Further, there have been few studies on physical strains other than rather minor physical symptoms, such as headache and stomach upset, thus limiting our understanding of the effects of conflict on health itself. The latter is more difficult as serious health disorders can take a long time to develop and can arise from a complex interaction of many factors. However, strong circumstantial evidence suggests interpersonal conflict is a stressor that contributes to health.

With these limitations in mind, we propose a model in which we incorporate what we do know about the effects of conflict on health and well-being and propose areas for further empirical and theoretical investigation.

**INTERPERSONAL CONFLICT AND THE JOB STRESS MODEL**

Two main streams of research emerge from the conflict literature. One is focused on the styles of conflict management and resolution while the other is focused on measuring the occurrence of interpersonal conflict at work. The latter stream is consistent with job stress research, which assesses the experience of conflict at work and its consequences on health.
and well-being. For the purpose of this chapter, the implications of conflict in the workplace on employee health and well-being will be reviewed using a stress model perspective. Although the conflict literature has traditionally differentiated between task and relationship conflict (see Jehn, 1994, 1995), research on conflict and well-being has largely ignored this distinction. We venture to say that this may be due to the lack of integration of the business and occupational stress literatures on this topic. Consequently, empirical support for the impact of conflict on well-being comes from studies that overall operationalize it as relationship conflict. Thus, we have limited our proposed model to relationship conflict until future research elucidates the process whereby task conflict may impact health and well-being.

As seen in Figure 9.1, Spector’s (1998) emotion-centered model of job stress depicted a process whereby social stressors lead to negative emotion and to subsequent strains. According to the model, employees monitor their work environments, observing conditions and events as they unfold. Some events are perceived as job stressors that elicit an emotional reaction and subsequent strains. Attributions are particularly important in determining the particular emotional response to a situation and, therefore, may play a role in conflict. Perrewé and Zellars (1999) suggested that internal attributions lead to guilt and shame, whereas external attributions lead to anger. Thus, external attributions would be more likely to lead to conflict because anger is more likely to lead a person to treat someone in a way that would cause conflict. The stress process is not entirely unidirectional as causal processes can occur in both directions; for example, strains can affect emotions, perceptions, and the environment itself. Also, personality (e.g., locus of control, negative affectivity, and type A) and both actual and perceived control moderate the process.

INTERPERSONAL CONFLICT AND STRAINS

As depicted in the job stress model presented in Figure 9.1, interpersonal conflict is linked to a variety of negative emotional states, including anger, anxiety, and frustration. This relationship has been repeatedly supported by occupational stress studies for a variety of stressors including interpersonal conflict (Spector & Jex, 1998). Furthermore, anger, annoyance, and frustration were the most frequently cited emotions reported in a study of young engineers ranking conflict as a leading stressor (Keenan & Newton, 1985). Similarly, Narayanan, Menon, and Spector (1999a) reported that these three negative affective states as well as anxiety were associated with stressors that included interpersonal conflicts at work for all three occupational groups in their sample. Further, the most frequently cited emotional reactions by an American sample reporting interpersonal conflicts in a cross-national study were frustration, annoyance, and anger, in descending order (Narayanan, Menon, & Spector, 1999b). Work frustration and anxiety were also reported to be significant positive correlates of conflict at work in a longitudinal study by Spector and O’Connell (1994).

Spector et al. (1988), in a study with multiple data sources, presented further evidence of the affective outcomes of interpersonal conflict. Data were obtained from incumbent self-reports and supervisor reports. Incumbents reported conflict to be positively correlated with anxiety and frustration. Interestingly, cross-source data using the supervisors’ reports of incumbent conflict showed a significant positive correlation with incumbent reported anxiety and frustration. Finally, meta-analytic findings also support a positive mean correlation in the mid-.30s between conflict and anxiety and between conflict and frustration (Spector, 1997; Spector & Jex, 1998).

The aforementioned studies indicated that this social stressor may elicit a variety of negative emotional states and, therefore, suggested that the specific emotional reaction that is experienced as a result of conflict is not what matters, but rather, it is the experience of overall negative affect that may require closer attention. Consequently, Fox, Spector, and Miles (2001) used the job-related affective well-being scale to obtain a negative emotion score derived from the responses to 15 items measuring various negative emotional states. The results supported a significant positive correlation ($r = .49$) between conflict and negative emotion, thus, indicating that the variety of negative affective states resulting from conflict at work can be studied by using a measure of overall negative emotions. In a study that tested a model of voluntary work behaviors, Spector, Fox, Goh, and Bruursema (2003) replicated these findings. Furthermore, Lee (2003) showed that conflict both with coworkers and with supervisors was related to a measure of overall negative emotions ($r = .23$ and .30, respectively) for a sample of full-time working adults from a variety of occupations. The correlations remained significant even when using cross-source data, such that peer reports of conflict were correlated with self-reports of negative
emotion, thus dispelling the argument that correlations are due to common method bias.

Perrewé and Zellars (1999) developed a model that described in more detail the connection between stressors in general and emotions that can help explain reactions to interpersonal conflict. When conflicts occur, an individual will appraise the situation and make attributions about the cause. It is quite likely that people who are having conflicts with others will appraise the situation as at least somewhat threatening and anxiety provoking. They will see the cause of the conflict as the other individual rather than themselves, and they will assume that the other person was able to control and avoid the conflict in the first place. Under conditions in which the stressor is both controllable and external, anger is the most likely emotion to be experienced.

Clearly, there is strong support for the negative affective outcomes of interpersonal conflict in the workplace. Due to research linking the experience and expression of anger to cardiovascular disease (Greenglass, 1996; Julkunen, 1996), the emotional reactions resulting from conflicts in the workplace are of critical importance to employee health. Furthermore, the experience of negative emotional states has been shown to suppress human immune function (O’Leary, 1990) and increase the production of cortisol and catecholamines (Frankenhaeuser & Johansson, 1986).

Depression is a psychological strain that has been widely reported in studies of interpersonal conflict at work. Dormann and Zapf (1999, 2002) found that increased social stressors, as indicated by conflict, led to higher levels of depressive symptoms in two studies. The earlier study was a three wave longitudinal study, which showed that social stressors in all three waves of data were positively related to depression ($r = .14$ to $.26$). The latter study provided support for Mohr’s (1986) stress model and indicated a direct and mediated path between conflict and depressive symptoms. Bolger et al. (1989) concluded that interpersonal conflicts accounted for more than 80% of the variance in daily mood, which was assessed by a measure of anxiety, hostility, and depression. They concluded that it was the most important stressor influencing psychological distress. The positive relationship between conflict and depression also received support in a study with young working adults (Frone, 2000). The study differentiated between conflict with supervisors and with coworkers based on Fiske’s (1992) model of social relations. The results indicated that conflict with coworkers was positively related to depression ($r = .31$), which was assessed by various dimensions of depressive symptoms, including depressed mood, feelings of hopelessness and worthlessness, and sleep disturbance. Heinisch and Jex (1997) reported a similar correlation between conflict and depression in a study of the moderating effects of gender and personality on the stress-depression relationship. Furthermore, meta-analytic findings of 13 studies supported a positive correlation between conflict and depression in the mid-.30s (Spector & Jex, 1998). The link between depression and cardiovascular disease raises concerns
regarding the potential indirect impact that conflict can have on employee physical health (e.g., Wei & O’Connor, 2002).

Interpersonal conflicts in the workplace have also been associated with increased somatic complaints, which are self-reports of physical symptoms that may include headaches, gastrointestinal problems, and faintness among others. Data from a diary study conducted by Hahn (2000) showed that participants reported more health symptoms following a conflict. Specifically, participants with an internal locus of control were more likely to report health symptoms after the occurrence of a conflict. Furthermore, Spector and Jex (1998) reported a correlation of .26 between the physical symptoms inventory (PSI) and a measure of interpersonal conflict at work. Similarly, Frone (2000) found that when employees reported experiencing more conflict with their coworkers, they also reported higher levels of somatic symptoms as measured by a physical symptoms checklist.

A variety of other strains such as burnout, life dissatisfaction, and psychiatric morbidity has also been reported in response to this social stressor. Burnout refers to a feeling of emotional exhaustion that may result from the experience of stressors. Rainey (1995) tested a model of stress with a sample of sports officials and found that interpersonal conflict was the best predictor of burnout. The implications of these findings are important given the fact that burnout is associated with health symptoms and a predictor of changes in cholesterol and triglycerides levels (Shirom, Westman, Shamai, & Carel, 1997). In addition, Appelberg, Romanov, Honkasalo, and Koskenvuo (1991) conducted a study on the occupational and psychological factors associated with conflict at work using the Finnish twin cohort. The results for both males and females indicated that employees reporting more conflict at work were also more dissatisfied with their lives and experienced more daily stress. However, Romanov, Appelberg, Honkasalo, and Koskenvuo (1996) reported an even more alarming finding in a longitudinal study using the same Finnish sample. The researchers collected epidemiological follow-up data in addition to health, education, psychosocial, sleep, and personality information. The follow-up data included suicidal deaths, hospitalization, and free medication due to psychiatric diagnoses. The results showed that employees who reported interpersonal conflicts at work in the prior six months had a higher risk for psychiatric morbidity even after controlling for social class, mental instability, personality, alcohol consumption, health status, mental instability, marital status, and conflict with spouse. Although the results cannot establish causality, the researchers believe that “the extent to which interpersonal conflict at work can weaken an individual’s ability to solve his or her emotional problems and eventually lead to mental disease seems to be a crucial topic for future research and interventions in the occupational field” (Romanov et al., 1996, p. 169).

Another stream of research reporting psychiatric illnesses, including posttraumatic stress disorder, as outcomes of extreme escalated conflict is found in the European literature. “Mobbing” refers to a persistent escalating
process of conflict in which a power differential exists between the parties (Zapf & Einarsen, 2004). It is the duration and repeated nature of this conflict situation that differentiates it from the everyday conflict (Leymann, 1996). Thus, conflict is viewed as an extreme social stressor resulting in serious health outcomes. Mobbing behaviors range from verbal aggression to physical violence and are thought to be a top-down problem, which may reflect poor organizational leadership. Perpetrators may engage in different types of mobbing, of which one is dispute related and refers to escalated interpersonal conflict. Various studies have demonstrated the health implications that escalated conflict may pose. For instance, mobbing victims reported more psychosomatic symptoms than nonvictims (Zapf, 1999), depressive symptoms (Einarsen & Mikkelsen, 2003), and posttraumatic stress disorder symptomatology (Leymann & Gustafsson, 1996).

PERSONALITY AND CONFLICT

Individual differences play an important role in the stress process whereby conflict affects employee health and well-being. Personality variables that have been associated with conflict include negative affectivity, trait anxiety, trait anger, type A, and locus of control.

Trait Anxiety/Negative Affectivity

Trait anxiety refers to a tendency, which is mostly limited to the psychosocial environment, to perceive situations as threatening (Spielberger, 1979). Watson and Clark (1984) expanded this construct to include additional negative emotional states and labeled it “negative affectivity” (NA). One would expect a direct relationship between trait anxiety/NA and interpersonal conflict at work. That is, employees higher in trait anxiety/NA would perceive more incidents of conflict. This is, in fact, what the stress research has found. Meta-analytic findings indicate an average correlation of .33 for six studies assessing negative affectivity and conflict at work (Spector & Jex, 1998). In a study testing the moderating effects of NA on the stressor/strain relationship, Heinisch and Jex (1997) reported similar findings. Chen and Spector (1991) also reported a positive relationship between NA and interpersonal conflict. Furthermore, Fox et al. (2001) indicated a significant correlation of .30 between trait anxiety and a measure of conflict at work. Although the cross-sectional nature of these studies may raise questions regarding the relationship between personality and perceptions of conflict at work, Spector and O’Connell (1994) provided further supporting evidence in a longitudinal study. A two-wave design was conducted in which personality data were collected at Time 1 for a cohort of college students and conflict data were collected at Time 2 approximately a year after graduation and entering the workforce. Here
again, the results support a positive relationship between trait anxiety/NA and stressors including interpersonal conflict, such that employees reporting a higher level of NA also reported more conflict at work.

Thus, it has been argued that the relationship between trait anxiety/NA and conflict exists due to the highly anxious person’s tendency to perceive his or her surroundings as stressful. Therefore, it would be expected that in addition to the direct relationships previously reviewed, studies would also report moderating effects of personality on the stress process. However, research looking at the moderating effects of trait anxiety/NA on the stress process as it pertains to social stressors is very limited. A diary study on interpersonal stressors by Bolger and Zuckerman (1995) found that participants high in NA reported greater negative reactivity to conflicts. Trait anxiety was also found to be a moderator of the relationship between interpersonal conflicts and counterproductive work behaviors, a type of behavioral strain (Fox et al., 2001). As expected, trait anxiety enhanced the relationship between the social stressor and strain.

**Trait Anger**

Spielberger (1979) defined trait anger as a proneness to perceive a variety of situations as provoking anger. Very few studies in organizational research investigated this personality variable; however, it seems that individuals high in trait anger may be more reactive to the experience of interpersonal conflict at work. For example, Fox and Spector (1999) and Fox et al. (2001) found significant positive correlations between a measure of trait anger and conflict. Further, Fox et al. (2001) reported a moderator effect of trait anger on the social stressor/strain relationship. Specifically, the relationship between interpersonal conflict and counterproductive work behaviors was stronger for individuals higher in trait anger. Given the association of trait anger to cardiovascular disease (Booth-Kewley & Friedman, 1987) and to conflict, trait anger’s role in the stress process warrants further research.

**Type A**

Type A personality has been commonly studied in conjunction with research on cardiovascular disease (T. W. Smith, 1992). Friedman and Rosenman (1974) described the type A person as having a sense of time urgency and as being competitive, hostile, and impatient. Two dimensions of the type A personality have received particular attention: impatience/irritability and achievement striving (Edwards, Baglioni & Cooper, 1990). The first refers to an individual’s proneness to experience anger and frustration when having to wait, while the latter refers to a predisposition to work toward goal achievement. Given the fact that a high type A tends to overreact to uncontrollable stressors (Glass & Carver, 1980a, b) and
that the social work environment can have multiple influences outside of one’s control, it is likely that he or she will report more social stressors. Although not many studies have investigated the association between type A and interpersonal conflict, there is some evidence for a correlation. Spector and O’Connell (1994) showed that employees higher in type A impatience/irritability, assessed when they were students, reported experiencing more conflict in their work after graduation. These results are promising given the time lapse (12–15 months) between the collection of personality and conflict data. As with trait anger, more evidence is necessary to establish the link between type A and conflict, as well as its possible moderator effects on the relationship between conflict and employee health and well-being.

Locus of Control

Perhaps one of the most widely researched personality variables in the job stress literature is locus of control. Rotter (1966) defined it as a general belief that external forces or one’s own actions control outcomes. Individuals who perceive a lack of control over rewards and outcomes in their lives are labeled “externals,” whereas those who believe their actions can influence outcomes are “internals.” Control beliefs can be specific to situations, such as work or interpersonal relationships, and can affect the conflict/strain relationship through stressor perception. Specifically, it would be expected that externals feel a lack of control over conflict situations and, thus, perceive them to be more stressful or threatening. As such, locus of control should correlate with social stressors. Predictably, Spector and O’Connell (1994) found that employees who were assessed as externals in school subsequently reported higher levels of interpersonal conflicts in their workplaces. Locus of control has also been found to be a moderator of the stressor/strain relationship with externals generally showing stronger relationships (Spector, 2003; Storms & Spector, 1987).

Nevertheless, contradictory findings have also posited stronger stressor/strain relationships for internals, especially when there is little objective control (Kolb & Aiello, 1996). Hahn (2000) proposed that this might result from the incongruence between expected and actual situational control. A diary study assessing conflict at work and interpersonal locus of control, which refers to expectancies regarding one’s control in interpersonal situations, indicated that the relationships between conflict, anger, and self-reported health were higher for internals. That is, internals reported more anger and health symptoms on days when they recorded experiencing conflicts at work. However, externals were more likely to report depressive symptoms on days when they recorded conflicts. Therefore, it seems that interpersonal locus of control may require further attention as these findings provide some interesting differences in strain reactivity to conflict by internals and externals.
PERCEIVED CONTROL AND CONFLICT

A situational variable that is important in the stress process in general and conflict in particular is control. Employee perception of control (operationalized as autonomy in doing the job) has been shown to relate to the amount of interpersonal conflict they report (Spector & Jex, 1998), although results have been somewhat variable across studies. Furthermore, employee control has been linked to a variety of strains, both physical (e.g., Bosma, Stansfeld & Marmot, 1998) and psychological (e.g., Spector et al., 1988). However, control can also play a more complex moderator role. The control–demand model (Karasek, 1979) suggested that control could buffer the effects of stressors such that having high control can reduce their impact on strains. Thus, having high control might mitigate some of the negative impact of interpersonal conflict. Unfortunately, support for this model has been mixed in part perhaps because of methodological limitations in much of the research designed to test it (Terry & Jimmerson, 1999). Behavioral responses can also be affected by control. Research has also shown that coping styles may differ across employees when faced with a stressor of an interpersonal nature depending upon their perceived level of situational control. For example, employees reported using covert coping mechanisms, such as avoidance, when they perceived little or no control over social stressors. More interestingly, covert coping mechanisms were associated with elevated blood pressure in the same sample (Theorell, Alfredsson, Westerholm, & Falck, 2000).

THE PREVALENCE OF INTERPERSONAL CONFLICT AT WORK

It is evident that interpersonal conflict, acting as a social stressor, can have very serious consequences on employee health and well-being, both physical and psychological. Various dispositional and situational variables exacerbate or buffer this process. Nevertheless, what gives this research added importance is the frequency with which interpersonal conflict is reported to occur in the workplace. In essence, if the base rate of this social stressor is low, then one can argue that it affects only a selected few in the workplace. However, what we know about the prevalence of this social stressor raises serious concerns regarding its detrimental effects.

For example, Hahn (2000) asked participants, who were representative of a full-time working sample in a variety of occupations, to record the number of conflicts they experienced at work and to describe the occurrences. Content analysis of the diary data showed that respondents recorded interpersonal stressors on 50% of their workdays.

Keenan and Newton (1985) used an open-ended method to assess stress among young engineers. Respondents completed the stress incident record (SIR) by recording critical events that they considered stressful. The incidents reported ranged widely, however; 74% of them were
social in nature, such that they were caused by social interactions with superiors, subordinates, or colleagues. As expected, one of the most cited stressors was interpersonal conflict at work. Narayanan et al. (1999b) also used the SIR in a study that asked respondents from clerical, sales, and academic groups to report an incident that occurred within the past month and which they considered stressful. Interpersonal conflict was the most reported stressor for both the academic and sales groups. Gender analysis showed that women in the sales and academic groups reported interpersonal conflict as the leading stressor whereas men reported it to be the second most frequent stressor. Further, the clerical group reported conflict to be the third major source of stress among nine types.

Kandel, Davies, and Raveis (1985) studied sources of stress for women in three specific roles. In particular, the researchers examined the marital, occupational, and household roles. The occupational role was found to be one of the most stressful roles for women. A factor analysis of the data revealed seven sources of stress associated with the occupational role. Two of the sources were interpersonal in nature. Further, regression analyses indicated that interpersonal conflict was the strongest predictor of a measure of overall stress for the occupational role. Also, psychological well-being was shown to be more strongly affected by interpersonal conflicts than by any other situational characteristic, such as the noxiousness of the work environment. Pearlin (1980) also found depersonalization, one of the sources of interpersonal conflict reported in the previous study, to be the most stressful in the occupational role for a sample of women and men. Depersonalization, as measured by Kandel et al. (1985), included similar items to those found in widely used measures of interpersonal conflict at work.

Further evidence supports the notion that this stressor is among the most cited across occupations and cultures. Taylor and Daniel (1987) examined the sources of stress among a sample of soccer referees using the Soccer Official's Stress Survey and found that interpersonal conflict and peer conflict were two of the five stress factors that emerged from the data. Rainey's (1995) factor analysis of stress data gathered from a sample of baseball and softball umpires also included interpersonal conflict as one of four factors. Similarly, Stewart and Ellery (1998) examined the sources of stress among high school volleyball officials and indicated that interpersonal conflict was one of four factors that emerged from the data as significant sources of stress. In their study, items loading on the interpersonal conflict factor were individually rated as being mild to moderate and strong sources of stress.

Cross-cultural evidence for the prevalence of interpersonal conflict at work as a source of significant stress has also been found. Narayanan et al. (1999a) reported that interpersonal conflict was the third most cited source of stress in a U.S. sample and the fourth most cited source of stress in an Indian sample. Respondents in both samples consisted of clerical workers and eleven possible stressor categories were considered. In this study, role stressors traditionally studied in occupational stress were the least
reported sources of stress. Liu (2002) found that Chinese faculty reported experiencing significantly more overall interpersonal conflict and conflict with supervisors than American faculty did. Furthermore, the levels of interpersonal conflict among university support staff in the two countries did not differ, providing evidence for the presence of this stressor across cultures (Liu, 2002). Consistent with these findings, Spector, Sanchez, Siu, Salgado, and Ma (2004) found that Chinese in Hong Kong and People’s Republic of China reported more conflict than Americans did.

CONFLICT AND SOCIAL REGULATION

Although interpersonal conflict has been shown to have negative effects on health and well-being, there can be circumstances in which behaviors that lead to short-term conflict can be useful in the longer term. Bies, Tripp, and Kramer (1997) discussed how revenge (e.g., striking back against someone who has done something perceived as harmful) could have a social regulatory function. If an individual is treated in an unkind way, that individual might strike back, thus producing a conflict with the offending individual. The other individual might be careful in the future to avoid further acts of revenge, and thus future conflicts could be avoided. Of course, there can be instances in which an act of revenge produces an equivalent response, thus prolonging the conflict over time.

THE IMPACT OF CONFLICT ON ORGANIZATIONAL EFFECTIVENESS: PRACTICAL IMPLICATIONS

The effects of interpersonal conflict at work are not limited to employee health and well-being; they also affect organizational effectiveness through direct bottom line costs and by means of organizationally relevant variables. For example, it is estimated that organizations spend over $200 billion on work stress issues, including turnover, health care costs, and productivity (DeFrank & Ivancevich, 1998). Longitudinal research has also shown that from 60% to 90% of health care provider visits are, in some part, due to stress (Cooper & Payne, 1988). This and other studies point to the fact that the mental and physical health of employees can heavily affect the health care costs of organizations. The Health Enhancement Research Organization (HERO; 2004) reported that employees reporting persistent depression had health care costs 70% greater than their nondepressed counterparts did (¶ 8). These findings are even more dramatic for males for whom the increase in costs was 91% more than for men not at risk. Given the strong support for the relationship between conflict in organizations and employee depression, these findings are quite alarming. Furthermore, HERO findings also indicated an increase in health care expenditures of 46% for employees reporting uncontrolled stress over those not at risk.
Job satisfaction is a psychological strain traditionally studied in the occupational stress literature. Various studies have consistently shown a significant negative correlation between the experience of conflict at work and levels of overall job satisfaction. For example, Frone (2000) reported that employees who reported more conflict with supervisors also reported lower levels of overall satisfaction their jobs \((r = -.44)\). Furthermore, a meta-analysis of 10 studies showed that the ICAWS correlated negatively (average \(r = -.32\)) with job satisfaction (Spector & Jex, 1998). Lastly, a study testing a model of voluntary behaviors looked at the mediating role of job satisfaction in the stress process and found that conflict had a direct negative relationship with a measure of overall job satisfaction (Spector et al., 2003). These results indicate that employees who report experiencing higher levels of interpersonal conflicts at work also report lower job satisfaction.

Given the key role that job satisfaction plays in turnover models, it is not surprising that increased turnover intentions are also an organizational outcome resulting from higher levels of interpersonal conflict. Given the positive relationship between turnover intentions and actual turnover, self-reports of intentions to quit are a good indicator of actual turnover (Carsten & Spector, 1987). In his study of young employees, Frone (2000) found that employees who reported more conflict with supervisors indicated higher intentions of quitting and were less committed to the organization. Rainey (1995) reported that referees who indicated higher levels of interpersonal conflict were more likely to quit their jobs. Chen and Spector (1992) also found a strong positive correlation \((r = .39)\) between interpersonal conflict and intentions to quit in a large sample of employees from a variety of occupations. Furthermore, the correlation between interpersonal conflict and intentions to quit was the strongest from among various job strains (Spector & Jex, 1998). These findings are also supported by research on intragroup conflict where both task and relationship conflict result in less intention to stay with the group (Jehn, 1995).

Perhaps one of the organizational outcomes of conflict that has received the most attention is counterproductive work behavior (CWB). CWBs are behaviors aimed at hurting the organization and/or the individuals who are part of it. Numerous terms exist to refer to research in this area, such as *deviance* (Hollinger, 1986; Robinson & Bennett, 1995), *organizational retaliatory behavior* (Skarlicki & Folger, 1997), *antisocial behaviors* (Giacalone & Greenberg, 1997), and *workplace aggression* (Baron & Neuman, 1996). All of these terms share the fact that each refers to detrimental behaviors that affect an organization’s productivity and coworkers’ performance. Behaviors that are considered counterproductive may include coming to work late without permission, stealing things from the workplace, aggressing against a coworker or supervisor, or taking unauthorized breaks. CWBs have a bottom line impact on organizations due to the billions of dollars that are lost annually in employee absence, lost productivity, and theft. Murphy (1993) estimated the cost of a variety of counterproductive work behaviors to be between $6 and $200 billion annually.
In a study on job stressors and counterproductive behaviors, Chen and Spector (1992) found that conflict at work was positively related to a variety of CWBs. Specifically, it was associated with more interpersonal aggression ($r = .49$), increased workplace hostility and complaining ($r = .46$), more sabotage ($r = .34$), and theft ($r = .16$). Fox et al. (2001) distinguished between counterproductive behaviors aimed at the organization versus those aimed at other individuals in their test of an emotion-centered model of CWB. Their results showed direct positive relationships between conflict and both organizational and personal CWB, such that employees who reported more conflict also reported engaging in more counterproductive behaviors. Spector et al. (2003) supported these findings by using multiple sources of data, which included self and peer reports. Lee (2003) also collected data from incumbents and their peers, showing a relationship between sources of conflict and CWB targeting both the organization and other employees.

Therefore, it seems that conflict has practical implications for organizations through absence, increased health care costs, negative work attitudes, and counterproductive work behaviors. Ultimately, this social stressor is not only damaging to employees, but can play a deleterious role in the maintenance of a healthy work organization.

**LIMITATIONS AND FUTURE RESEARCH DIRECTIONS**

Given the previously mentioned evidence, it is clear that interpersonal conflict is a leading social stressor in organizations and, consequently, of great importance to researchers of job stress. Furthermore, its relationship with numerous health and well-being outcomes makes it a variable of critical importance. Nevertheless, a number of both conceptual and methodological limitations to the literature will require future research attention.

There are also a number of questions raised by the literature as well as research gaps, such as the role that task conflict plays in employee health and well-being. While moderate amounts of task conflict have been regarded as being functional and even desirable (see Jehn, 1995), its impact on health and personal well-being is unknown. However, there is reason to believe that task conflict can result in detriments to employee health, as does relationship conflict. For instance, to the extent that task conflict leads to relationship conflict, we can expect it to have negative outcomes for personal well-being. Simons and Peterson (2000) found that task conflict might result in relationship conflict when a misattribution of behavior occurs. This is particularly true for groups with low trust in which negative intentions are attributed to the occurrence of task conflict. This poses two interesting areas for research. First, it is clear that more research is necessary to understand the direct impact that task conflict can incur on health and well-being. Second, more research is needed to understand the spiraling...
effect of one conflict type into another and, therefore, the indirect consequences that task conflict may ultimately have on personal well-being. The latter represents a much larger challenge as it calls for theoretical development of the interrelationships between conflict types.

Another basic question that requires attention is whether the proposed model applies to conflict that occurs at the intragroup level. Although research has focused exclusively on relationship conflict at the interpersonal level, it is our contention that the basic process would remain for relationship conflicts at the intragroup level. Future research could address whether the health and well-being impact of conflict is exacerbated for people having to work in an interdependent group.

Current occupational stress studies have focused on the negative health and well-being consequences of interpersonal conflict. While our model proposes that conflict is detrimental to health and well-being, it is possible that how that conflict is managed results in positive outcomes to wellbeing. For example, although conflict with your coworkers may lead to psychosomatic complaints (e.g., inability to sleep at night), effective management of that conflict may result in an increased sense of self-esteem because you now realize you are capable of resolving interpersonal issues with others. This distinction between the effects of conflict and the effects of conflict after effective conflict management has not been previously studied in the area of occupational stress. Future research could address whether individuals engaged in conflict report different health and well-being reactions depending upon whether the conflict was effectively resolved. Although intuitively we would think that effective conflict management behaviors would impact the effects of conflict on employee well-being, research is lacking empirically to address such a question, and for that reason, for now, we have not included this link in our model.

Most studies of conflict have relied on cross-sectional, single-source survey methods, which limit causal conclusions. There are a handful of studies, however, that have used longitudinal and multisource designs, as noted in our review. Additional research using these and other designs is needed to help delineate the causal connections between interpersonal conflict and other variables. This might involve experimental or quasi-experimental designs in which interventions intended to reduce interpersonal conflict are introduced to see if they have an impact on conflict and other variables expected to be the result of conflict, such as emotional reactions. Such studies might be quite feasible if tied to team building and conflict resolution interventions in organizations.

CONCLUSION

As our review has shown, interpersonal conflict at work has implications for both employee and organizational well-being. For individuals excessive conflict can lead to behavioral, physical, and psychological strain. For
organizations, interpersonal conflict has the potential to affect employee absence, counterproductivity, health costs, and turnover. Organizations can enhance both their own health and that of their employees by taking proactive measures to manage interpersonal conflict among employees. This can include sound organizational practices that minimize conflict-inducing situations, such as competition for scarce resources. Another approach is to train supervisors to recognize and mediate conflicts among employees and to avoid being sources of conflict themselves.

Interpersonal conflict has been shown to be one of the most important stressors in the workplace. Recent research has represented a shift from focusing on stressors that are more related to people's functions and tasks in organizations to the social environment. Relatively little research has been conducted on how health and well-being are affected by interpersonal conflict. Certainly, this important area deserves far more attention than it has received to date.
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III

Organizational Level of Analysis
Third party intervention has had a rich and important role in the management of conflict. One can think back to the story of King Solomon’s wise decision when two women from his Kingdom came to him, each arguing that a baby was hers. Solomon threatened to cut the baby in half, realizing that the real mother would rather the baby live—even if given to the wrong woman—than let the baby die. Solomon’s story, even if apocryphal, points to an established human tradition going back for millennia of third party conflict resolution. We hope that scholars and researchers have learned a few things in these intervening years since King Solomon’s story was written. The purpose of this chapter is to investigate and integrate our current understanding of this issue as it applies to organizations.

The scope of the literature reviewed for this chapter broadly considers third party intervention in conflict situations involving organizations. However, reflecting the emphases of modern researchers and practitioners, it focuses most attention on issues related to mediation (rather than other third-party techniques, e.g., arbitration). Moreover, as noted, our focus is limited to issues relating to conflicts within organizations and, for the most part, does not examine other uses of third parties to resolve conflicts in extraorganizational situations (e.g., the legal system).

Broadly speaking, this chapter will cover the role of third parties in the conflict management process. Specifically, the chapter starts with a
discussion of informal conflict resolution in organizations. Mostly, this work examines the role of managers as dispute solvers. Next, we turn our attention to discussion of the behavior and strategies as they often affect individual mediators. Then, we discuss aspects of both formal and informal dispute resolution as they may affect workplace dispute resolution. Finally, we conclude with a brief discussion of organizational approaches to formal disputing, emphasizing the case of mediation. Moreover, we discuss future directions for research as appropriate within each section.

INFORMAL CONFLICT RESOLUTION

Some decades ago, Thomas and Schmidt (1976) found that managers devoted up to a fifth of their time resolving conflicts. Despite this early recognition of its importance (Wall & Callister, 1995), research on managers acting as third parties has been surprisingly limited. Indeed, putatively comprehensive taxonomies of leadership competencies sometimes fail to include conflict management skills as an explicit category (e.g., Tett, Guterman, Bleier, & Murphy, 2000). Fortunately, some research exists that both describes how managers perform these duties and makes recommendations for honing their abilities to resolve disputes. We consider this evidence in the following section.

The Social Psychological Tradition

In the 1970s, Thibaut and Walker (1975, 1978) conducted an influential series of studies examining dispute resolution. Their early research was largely concerned with legal settings. In fact, Walker was an attorney. Similar to a courtroom trial, they divided a resolution episode into two parts—a process stage and a decision stage. During the process stage, evidence and arguments were presented. During the decision stage, a judgment was rendered. In addition, they pictured a disagreement as having two disputants (with or without representatives) along with a third party. Either the two disputants or the third party could exert control. This control could be manifest at the process stage, the decision stage, or both. Pulling these ideas together, Thibaut and Walker were able to list five strategies for third-party intervention:

1. **Bargaining**: Disputants possess both process and decision control.
2. **Mediation**: The third party possesses process control; disputants possess decision control.
3. **Arbitration**: Disputants possess process control; the third party possesses decision control. (Note that Thibaut and Walker’s “arbitration” does not necessarily refer to formal labor arbitration.)
4. Autocratic: The third party possesses both process and decision control.
5. Moot: Both process control and decision control are shared by the third party and the disputants.

Thibaut and Walker’s (1975, 1978) insight was that decision control was not necessary to create satisfaction among conflicting parties. Indeed, disputants were able to accept their inability to render their own decisions, so long as they maintained control over the process (for empirical examples, see Houlden, LaTour, Walker, & Thibaut, 1978; Walker, LaTour, Lind, & Thibaut, 1974).

There is a wealth of evidence from the experimental research tradition inspired by Thibaut and Walker (1975, 1978). For example, a considerable body of research has explored courtroom proceedings (e.g., Folger, Cropanzano, Timmermann, Howes, & Mitchell, 1996; Lind, Kurtz, Musante, Walker, & Thibaut, 1980; Sheppard, 1985). Other work has tended to examine disputant responses within legal settings, such as interactions with police officers (Tyler & Folger, 1980), mediation (Lind et al., 1990), and plea bargaining (Casper, Tyler, & Fisher, 1988; Houlden, 1981).

Thibaut and Walker (1975, 1978) influenced the organizational sciences as well. For example, their model was applied to employee participation (Rasinski, 1992; Roberson, Moyle, & Locke, 1999). In addition, later research expanded Thibaut and Walker’s model so that it was more applicable to business environments. We will now turn our attention to this work.

Managerial Conflict Resolution

Sheppard’s (1984) Taxonomy. In an attempt to be build a more comprehensive typology, Sheppard (1983, 1984) expanded Thibaut and Walker’s (1975, 1978) list of conflict intervention phases from two to four: definition, discussion (much like the process stage), alternative selection (much like the decision stage), and reconciliation. Each of these four stages contains an additional two to five substages. Sheppard also added a more comprehensive list of controls that a third party might exercise. The four basic types of control are (a) process control, (b) content control, (c) control by request, and (d) motivational control (e.g., control over incentives). Additionally, numerous subtypes of control also exist.

The key advantage of Sheppard’s (1983, 1984) model was found in its thoroughness. By expanding on the initial work of Thibaut and Walker (1975, 1978), Sheppard demonstrated that social psychological ideas of third-party intervention could be applied outside of legal settings. Moreover, Sheppard specifically articulated the different ways in which such an intervention could occur. This precision, of course, comes with a cost. The full matrix of types of controls to stages of conflict comes to 403 cells. For giving practical advice or for conducting research, this is rather unwieldy.
Therefore, empirical tests, while strongly influenced by Sheppard’s work, employed simplified versions of his taxonomy.

An Abbreviated Taxonomy. In exploring the informal tactics used by managerial third parties, researchers have distilled Sheppard’s (1984) taxonomy (cf. Sheppard, 1983) into a few commonly used methods (for reviews, see Cropanzano, Aguinis, Schminke, & Denham, 1999; Folger & Cropanzano, 1998, chapter 6; Kolb, 1986; Kolb & Glidden, 1986; Lewicki & Sheppard, 1985). In general, six approaches seem to predominate, though researchers have given them different names:

- **Advising or facilitation:** The manager allows the disputants to maintain decision control. Acting as a third-party facilitator, the manager shares process control to the extent it is necessary to keep the conflicting parties talking constructively about their differences.
- **Mediation:** The third party retains process control but does not exercise decision control.
- **Adversarial or arbitration:** The manager allows the disputants to control the process but retains control over the final decision.
- **Autocratic or inquisitorial:** The manager exerts a good deal of control over both the process and the decision.
- **Providing impetus or motivational control:** The manager does not control the process or the outcome. However, the third party does provide incentives—sometimes even threats—in order to get the disputants to settle the matter themselves.
- **Avoidance or ignoring:** The manager does nothing.

Advising or facilitation. When acting as an advisor (Kolb, 1986; Kolb & Glidden, 1986) or a facilitator (Kozan & Ilter, 1994), the manager takes the two parties aside and encourages them to engage in productive discussion. As a third party, the manager is not especially controlling. Rather, he or she exerts only limited influence on the process in order to reach an effective conclusion. Individuals report a preference for advising, as opposed to more autocratic methods. This seems to be true for both students and practicing managers (Karambayya, Brett, & Lytle, 1992). Cross-cultural surveys lead to similar conclusions. For example, Cropanzano et al. (1999) found that advising was the top-ranked conflict resolution procedure among samples from Argentina, the Dominican Republic, Mexico, and the United States. Kozan and Ilter (1994) found similar results among Turkish workers. Additionally, in a survey of undergraduates from Spain and Japan, Leung, Au, Fernández-Dols, and Iwawaki (1992) found that participants were happiest with interventions that allowed them to participate actively. However, Leung et al. were not exploring third-party conflict management per se.

While these results bode well for advising, we should be mindful of its limitations. As we have seen, research inspired by Thibaut and
Walker’s (1975, 1978) work suggested that disputants willingly give up process control under certain conditions. For example, individuals are more willing to surrender process control when there is a need for speedy resolution (LaTour, Houlden, Walker, & Thibaut, 1976), when the conflict is a serious one (Bigoness, 1976; Johnson & Pruitt, 1972), and when there is a need for face saving (LaTour et al., 1976). On the other hand, LaTour et al. found that, when disputants have an established pattern of cooperation, they seem more eager to take on process control. Indeed, under certain conditions, the two conflicting parties may even forgo decision control to a third party, so long as they believe that this loss of decision control will facilitate successful resolution of their disagreement (Rubin, 1980).

Mediation. When a manager mediates, he or she retains process control but allows the two conflicting parties to select their own resolution. Mediation is quite similar to advising, in that the disputants retain decision control. Indeed, the two are sometimes categorized together (e.g., Cropanzano et al., 1999; Folger & Cropanzano, 1998), but there is a meaningful difference in degree. Mediation implies that the third party retains relatively more control over the process; advising or facilitation implies that he or she retains relatively less.

As is true for advising, people tend to prefer mediation to methods that vest control of the outcome in a third party (Karambayya & Brett, 1989), and this is especially so when time is available and the conflicting parties must continue to work together (Lewicki & Sheppard, 1985). A general preference for mediation, as opposed to more autocratic strategies, has been observed in both Canada and the Netherlands (Leung, Bond, Carmet, Krishnan, & Liebrand, 1990; for a correction, see Leung, Bond, Carmet, Krishnan, & Liebrand, 1991), as well as for Hong Kong and the United States (Leung, 1987; Leung & Lind, 1986). However, as in the case with advising, mediation may not be the most appropriate form of third-party tactic when time is limited, the matter is complex, or the need for strong authority is otherwise perceived to be needed (e.g., certain cross-cultural situations; see the following section).

Adversarial or arbitration. When employing the adversarial method, the manager listens carefully as each party presents his or her case without interference. Subsequently, the third party issues an opinion. The tactic has been called “adversarial” by Lewicki and Sheppard (1985), “arbitration” by Kolb and Glidden (1986) and Shapiro and Rosen (1994), and “adjudication” by Karambayya and Brett (1989). Individuals prefer to retain decision control, unless there are no alternatives for reaching a settlement (Rubin, 1980). Nevertheless, the adversarial approach is generally preferred to more autocratic methods (Folger et al., 1996), and this is true in Canada and the Netherlands (Leung et al., 1990), as well as in the United States. Having said that, there do seem to be some cross-cultural differences regarding preferences for this tactic. The adversarial style comes
with a built-in confrontation. In East Asian cultures, which prefer social
harmony, such a technique may be liked relatively less well than it is in
North America. Leung and Lind (1986) and Leung (1987) found support
for this idea in studies comparing the United States and Hong Kong. Ben-
jamin (1975) came to similar conclusions regarding Japan.

Autocratic or inquisitorial. When taking an inquisitorial approach, the
third party controls both the process and the outcome. Managers employ
autocratic methods quite commonly (e.g., Bergmann & Volkema, 1994;
Shapiro & Rosen, 1994; Sheppard, 1983), though the use of hierarchy is
typically disliked by disputants. In business settings, various studies have
found that participants prefer to retain some control over the process and,
especially, over the outcome (e.g., Cropanzano et al., 1999; Karambayya
& Brett, 1989; Karambayya et al., 1992; Lewicki & Sheppard, 1985). This
seems to be the case in legal settings as well (Folger et al., 1996; Thibaut
& Walker, 1975). Similar results have also been obtained in Hong Kong
(Leung & Lind, 1986) and Turkey (Kozan & Ilter, 1994).

Providing impetus. Analogous to a “kick in the pants” (Shapiro & Rosen,
1994), providing impetus involves low third-party process control and low
third-party outcome control (Lewicki & Sheppard, 1985). However, it also
involves the provision of motivational incentives to reach a settlement
(Kolb & Glidden, 1986). The third party does not fix the problem, but he
or she creates an atmosphere wherein it is in the disputants’ best interests
to achieve a settlement. In one study, Lewicki and Sheppard (1985) found
that providing impetus was liked less well than mediation. Likewise,
Cropanzano et al. (1999) found that, except for avoidance (discussed in the
following section), providing impetus was the most unpopular tactic in
Argentina, the Dominican Republic, Mexico, and the United States.

Avoidance. Avoidance, sometimes referred to simply as “ignoring” (Leung
et al., 1992), is doing nothing at all (Kolb & Glidden, 1986). People in the
United States (Shapiro & Rosen, 1994) and Hong Kong (Leung, 1988) use it
frequently. There is not a great deal of research on avoidance, but it tends
not be evaluated favorably. This is also so in Spain, Japan (Leung et al.,
et al. (1999) found that avoidance was the least preferred conflict resolu-
tion option in four nations: Argentina, the Dominican Republic, Mexico,
and the United States.

Elangovan’s Prescriptive Model

In an attempt to organize and expand previous work, Elangovan (1995,
1998) provided managers with a set of working guidelines, assisting them
in choosing the most important tactic in different situations. Elangovan
recognized that supervisors require at least two pieces of information—
their dispute resolution options and a set of rules for diagnosing the situation. When individuals are aware of their potential styles and have a
proper understanding of critical contextual features, then they need only
employ the appropriate conflict resolution procedure within the approach
setting. This line of thinking is summarized in the following three fig-
ures. Figure 10.1 displays the five dispute resolution styles, Figure 10.2
shows the six diagnostic rules, and Figure 10.3 displays how applying the
rules leads one to choose (hopefully) the optimal style. These latter two
figures follow closely from Elangovan's original presentation.

Knowing Your Options. Elangovan's (1995, 1998) five intervention strate-
gies are based on the amount of control exercised by the third party (for
a similar model, see Lewicki & Sheppard, 1985). Consistent with the work
of Thibaut and Walker (1975, 1978), Elangovan considered two stages—
process and outcome. A manager might affect control in either or both.

Hence, the tactics are similar, but Elangovan provided a distinct nomen-
clature. These are shown in Figure 10.1:

- **Low-control strategy (LCS):** Third party has neither process nor deci-
sion control. This is similar to Thibaut and Walker's bargaining
procedure.
- **Means-control strategy (MCS):** Third party has process control but
not decision control. This corresponds to mediation (Lewicki & Shep-
pard, 1985), as the term was used earlier.
- **Ends-control strategy (ECS):** Third party has decision control but lacks
process control. This corresponds to the adversarial or arbitration
tactic that we previously discussed (Lewicki & Sheppard, 1985).

![Third-Party Decision Control](image)

**FIGURE 10.1.** Thibaut and Walker's (1975, 1978) five dispute intervention strategies.
<table>
<thead>
<tr>
<th>Name of Rule</th>
<th>Diagnostic Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Dispute-Importance Rule (DI)</td>
<td>How important is the dispute to the effective functioning of the organization?</td>
</tr>
<tr>
<td>2. Time-Pressure Rule (TP)</td>
<td>How important is it to resolve the dispute quickly?</td>
</tr>
<tr>
<td>3. Nature of Dispute Rule (ND)</td>
<td>Does the dispute concern the interpretation of existing rules and arrangements or the changing of existing rules and arrangement?</td>
</tr>
<tr>
<td>4. Nature of Relations Rule (NR)</td>
<td>What is the expected frequency of future work-related interactions between the disputants?</td>
</tr>
<tr>
<td>5. Commitment-Probability Rule (CP)</td>
<td>If you were to impose a settlement, what is the probability that the disputants would be committed to it?</td>
</tr>
<tr>
<td>6. Disputant-Orientation (DO)</td>
<td>If you were to let the disputants settle their differences, what is the probability that they would come to an organizationally compatible settlement?</td>
</tr>
</tbody>
</table>


FIGURE 10.3. Managerial third-party conflict intervention (Adapted from Elangovan, 1995).
• **Full-control strategy (FCS):** Third party has both process control and decision control. This is what we earlier referred to as the “autocratic” or “inquisitorial” approach (Kolb, 1986; Lewicki & Sheppard, 1985).

• **Part-control strategy (PCS):** Third party shares both process and decision control. This is comparable to Thibaut and Walker’s (1975, 1978) moot procedure. It is very roughly comparable with advising (Kolb, 1986; Kolb & Glidden, 1986), but there is an important difference. In advising, the third party shares process control, but he or she may allow the disputant to retain decision control.

It should be noted that these five strategies are “ideal types.” Actual managerial interventions could well vary on a continuum that ranges from no control whatsoever to almost complete control. Many actual resolution attempts will fall somewhere between these extremes. Nevertheless, Elangovan’s (1995) five approaches provided a beginning framework. We will now turn our attention to his rules for diagnosing situations.

**Assessing the Situation.** As shown in Figure 10.2, Elangovan (1995) presented six rules; their applications can help one understand the relevant situational context. We have also quoted (or in some cases paraphrased) the corresponding list of diagnostic questions. Notice that the first three rules pertain directly to the dispute, while the latter three emphasize the conflicting parties.

When speaking of dispute “importance,” Elangovan (1995) referred to importance for the organization’s mission or effectiveness. When a dispute is important for a firm’s basic operation, then the manager should take more decision control (e.g., move toward the left column of Fig. 10.1) to ensure quality. Seizing decision control could potentially compromise fairness. However, as Thibaut and Walker (1975, 1978) demonstrated, disputants tend to accept low outcome control so long as they maintain process control. Thus, for important decisions supervisory third parties should err toward allowing the disputing parties process control.

When time pressure is high, a decision needs to be made quickly. Since managerial hegemony is more efficient, at least in the short run, the third party will likely wish to sacrifice process control. If necessary, the supervisor may also need to control the decision as well (Elangovan, 1995, 1998).

Not all disputes are the same, and different problems call for different solutions. Elangovan (1995) suggested that disputes be divided into two types. *Disputes over privileges* (DOP) involve construals of existing rules or policies. There is some standard or agreement in place, but individuals interpret it differently. Hence, the challenge lies in finding a shared understanding that all parties can accept. *Disputes over stakes* (DOS) are about changes involving the setting of rules, plans, and other policies. These disagreements are less “cognitive” than DOP conflicts because the DOS disputes often involve one’s values and goals. Since DOP disputes
are over interpretations, the manager should retain outcome control. DOS disputes, on the other hand, can be more complex. The third party will probably not wish to forgo process control, but he or she will need to yield ends or outcome control to the conflicting parties.

The nature of the relationship between the disputants has long-term implications. If the participants are expected to work together into the future, then the third party should leave them with decision control but should retain process control. For example, mediation might be effective. Managerial control over the outcome is more viable when a long-term interaction is not anticipated.

Long-term commitment to a settlement is important. In some settings, the disputants may be committed to a unilateral decision, in other settings this will not be so. When commitment probability is low, managers should give up at least some outcome control (e.g., move toward the left column of Fig. 10.1). When commitment probability is high, then managers have more leeway in deciding whether to dominate the decision.

A final question has to do with the likelihood that conflicting parties reach an effective settlement. Elangovan (1995) termed this probability the “disputant orientation.” A high disputant orientation means that the two parties have the ability and motivation to achieve an agreement on their own. A low disputant orientation indicates that this is less likely. The higher the disputant orientation (the more likely disputants are to resolve their own problems), the less control the third party should retain over the decision.

Applying the Model. The final step in applying Elangovan’s (1995) model was displayed in Figure 10.3, which is adapted from Elangovan’s original figure (p. 819). Managers can ask themselves the six questions listed in Figure 10.2, maintaining the order among them. Each response moves the individual forward along the flow chart. The terminus provides what Elangovan believed to be the optimal strategy. Available evidence was limited but generally supportive of the model. Elangovan (1998) surveyed 92 supervisors in a variety of organizations. These participants were asked to recall successful and unsuccessful attempts at dispute resolution. Their attempts at third-party intervention were more successful to the extent that they followed Elangovan’s perspective advice and less successful to the extent that they did not.

Future Research Needs and Critical Omissions

Our review of informal conflict resolution suggests considerable promise but also serious limitations in our current body of knowledge. Scholars have provided taxonomies of conflict management behavior (e.g., Sheppard, 1984; Elangovan, 1995). While this research was promising, there have still been relatively few rigorous empirical tests of actual mediation
systems in organizations. It would be useful to have additional descriptive research. Such a program of study could describe what tactics are used and under what circumstances. It would also be useful to know more about workers’ responses.

Likewise, much of the evidence to date has been collected in laboratory studies. Most of this research has been of real benefit in our understanding of mediation in organizations, but the results would benefit from more organizational field studies if for no other reason than to limit questions relating to external validity of the existing studies.

Elangovan’s (1995, 1998) model provided a useful point of departure for future research. As noted, that model contains three parts (Figure 10.1, Figure 10.2, and Figure 10.3), each one of which may be empirically tested. It offers advantages over a number of other models in that it is both comprehensive and prescriptive. If research were able to verify the model substantially, it might be of real benefit to practitioners.

Now that we have spent some time discussing informal methods of conflict resolution, we would like to turn our attention to the specific tactical actions and strategic thoughts that guide actual mediator behavior.

MEDIATOR BEHAVIOR AND STRATEGY

Every mediator is an individual. As such, each employs varying tactics and strategies during the mediation process. However, the models of mediator behavior put forth in the dispute resolution literature to explain mediation share many similarities because most mediators espouse the common goal of a harmonious relationship between disputing parties. We discuss the major models of mediator behavior in the following section.

Models of Mediation

Descriptive Models. One of the most frequently referenced descriptive models of mediator behavior is Kolb’s (1983) model of third party action and cognition. Kolb outlined two models of action that a mediator could utilize during the mediation process: (a) deal making and (b) orchestration. While deal making is characterized by a forcefully and domineering third party that almost compels parties to reach settlement using his or her influence, a mediator espousing the ideals of the orchestration technique can be characterized as more of a “fly on the wall” that develops a dialogue between the parties but does not intervene unless absolutely necessary. The orchestrator may pose questions to the parties but tends not to push them toward any specific resolution (Lewicki, Weiss, & Lewin, 1992).

Normative Models. As with descriptive models, normative models were conceived through the examination of labor disputes. However, they can
be used to solve disputes outside of a unionized environment. In 1952, Jackson delineated his five-part mediator technique consisting of (a) gathering the parties together, (b) gaining confidence in the mediator, (c) establishing the true weighted importance of various issues, (d) questioning disputing parties’ assumptions, and (e) determining and expanding upon areas of agreement and formulating alternative solutions. Additionally, Jackson emphasized the importance of quelling angry tempers by utilizing cooling off periods. Stevens (1963) fashioned a slightly more formal model describing stages in terms of the “contract zone” instead of focusing on the disputing parties. More specifically, this involves bargaining that is driven by the manipulation of the perceived costs. Many years later, Folberg and Taylor (1984) used concepts from the aforementioned models to develop a seven-part “megaprocess” model of mediation that was similar to Jackson’s (1952) and Stevens’ (1963) models with the addition of (a) a legal review process and (b) an implementation, review, and revision stage. Almost concurrently, Moore (1986) put forth a twelve-stage model that provided even greater detail as to the strategies and actions that mediators should undertake to resolve disputes. Moore suggested that a mediator should consider what strategy he or she should employ, as well as, the appropriate mediation stage design prior to engaging in action at each of the twelve stages.

What is clear from this assorted mix of models is that there is not a unanimously accepted or commanding definition of mediation or mediator behavior (Lewicki et al., 1992). While each camp of researchers’ valiantly attempted to enhance and fine tune the models of dispute resolution that came before it, scholars could not agree on the appropriate number of stages in the process, the specific actions the mediator should take at each of those stages, or how social context should influence a mediator’s strategy and tactics (Kolb, 1986; Rubin, 1981, 1986; Sheppard, Saunders, & Minton, 1987). Future scholarly inquiry should continue to push forward and address this daunting task.

Nevertheless, each of these aforementioned models shares similarities. Most importantly, all models embrace the ultimate goal of settlement. While arbitration shares this goal, mediation differs in that the disputing parties have decision control in the endeavor. Bush and Folger (1994) questioned these underlying assumptions that were present in all of the prior models. The authors doubted the two basic assumptions that (a) problem solving and settlement should be the ultimate goals and (b) the mediators should have process control. Instead, they advocated a mediator strategy that incorporated empowerment and recognition. They termed their strategy transformative mediation.

Transformative Mediation. Transformative mediation seeks to create a better socialized community by teaching disputing parties how to take the perspective of the other group and act in a way that acknowledges this perspective. In short, transformative mediation assumes that apology
is a powerful method of moving disputing parties toward settlement (Levi, 1997). While transformative mediation has an intuitive appeal, it has received scholarly criticism. Specifically, Seul (1999) took issue with the idea that the mediator should take on the role of moral developer without any consideration given to the parties’ current stage of moral development. In a slightly different vein, Levi (1997) noted that, in the presence of a “bona fide” dispute, a simple “I’m sorry” may not rectify the emotional harm inflicted or moral mandate that was infringed upon (Kohlberg, 1981). Moreover, apologies may not always be sincere and disputants can use public recantations as “attitude structuring tactics” in hopes of leveraging their positions against the opponent (Pruitt, 1981). Likewise, Gaynier (2005) contended that Bush and Folgers’s (1994) myopic dependence on empowerment and recognition lacked any sort of realization that resistance, conflicting interests, and mediator self-awareness all play roles in the dispute resolution process. Finally, Kressel (2000) argued that transformative mediation is not actually a novel idea at all. He noted that the “hallmarks” of this type of mediation could be seen in mediators that espouse a problem-solving style of mediation. Specifically, mediators using a problem-solving style, as in the case of divorce mediation, can be characterized as nonjudgmental about the disputants’ decisions, impartial, and encouraging open and honest communication. However, comparative studies examining clearly defined models have not yet been carried out. Future research in this area would no doubt be fruitful.

To summarize, it is still unclear whether transformative mediation can produce its intended effects. Additionally, we know that mediation is not always the chosen dispute resolution tactic by both parties. Indeed, mandatory mediation is common and has its own set of implications surrounding the ability to change parties’ attitudes and reach settlement.

**Mediator Strategy**

Given the numerous stages during mediation and the distinct and diversified subtypes of mediation, it is essential that mediators put thought into their strategies prior to sitting down with both parties. Carnevale (1986) laid out four possible strategies that could be selected by a mediator: (a) integration, which involves finding solutions based on common ground; (b) pressing, which involves encouraging parties to be less obdurate; (c) compensation, which involves giving something back to the party making concessions; and (d) inaction, which involves a laissez-faire approach to the problem (see Figure 10.4). Additionally, Carnevale (1986) outlined a model of mediator strategic choice based on five core assumptions: (a) Mediators desire an agreement between disputants; (b) mediators are able to use any of the four strategies; (c) mediators are willing and driven to take action; (d) only one strategy can be utilized at a single point in time; and (e) mediators choose a strategy based on two variables—how
much the mediator cares about the disputants resolving their dilemma and the mediator’s recognition of a common ground.

According to Carnevale’s (1986) model, integration was the most desirable method due to its ability to accommodate both parties. However, in order to utilize this strategy effectively, the mediator must perceive an ample amount of common ground and recognize that both parties have high aspirations for any communal solution. The size of common ground is dependent upon the mediator’s assessment of the probability that a mutually acceptable solution will be found. For example, if the disputing parties are business partners, any dispute that leads to a stoppage in business productivity could hurt both of the parties. Therefore, it is likely that the disputants will agree that they want to continue to do business together and concur that the solution should be quick and cost effective for both parties. Because both parties have similar end goals, the mediator can guide them toward resolutions that will benefit both groups.

While the compensation strategy shares the same high settlement aspirations as the integrative solution, the mediator recognizes that there is little common ground between the parties. Therefore, the best solution involves meeting one party’s reservation value and compensating by other means the party that is forced to acquiesce. For example, there is a dispute between a used-car salesperson and a customer over a car that the customer purchased. The customer is angry because the car that was sold to her broke down three weeks after she purchased it and requires $500 to repair. She wants the salesperson to take back the lemon and refund the money she spent on the vehicle. However, the salesperson refuses to buy back the vehicle. The customer is angry because she does not feel that the salesperson disclosed all of the relevant information about the car’s history prior to the purchase. In this situation, both parties have high aspirations, but there is little common ground to come to

---

**FIGURE 10.4. Strategic choice model of mediator behavior adapted from Carnevale (1986).**

<table>
<thead>
<tr>
<th>Mediator’s Perception of Common Ground</th>
<th>Mediator’s Value of Parties’ Aspirations</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>High, Integrate</td>
</tr>
<tr>
<td>Low</td>
<td>Low, Inaction</td>
</tr>
<tr>
<td>Low</td>
<td>Low, Compensate</td>
</tr>
<tr>
<td>Low</td>
<td>Low, Press</td>
</tr>
</tbody>
</table>
an integrative solution. In this case, the mediator might suggest that the salesperson pay the customer for a portion of the repairs instead of buying back the vehicle. Using this compensation strategy, the salesperson pays a small fee (meeting the reservation value), and the customer is compensated for acquiescing and keeping the car.

However, when both disputing parties have low expectations for reaching a settlement and there is little common ground between them, it may be advisable for the mediator to engage in pressing because of the likely failure of all of the other strategies due to the uncertainty that the parties can reach a mutual agreement given that their current reservation values do not overlap. In this case, “pressing” that is of the form that causes a party (or parties) to change their reservation value may lead to satisfaction with the mediation outcome (mediators should take care not to apply too much coercion because it can sometimes cause parties to reevaluate the outcome shortly after settlement). For example, mediators may set a deadline for the disputants to reach an agreement, which can serve to make the disputants more flexible and lower their reservation values (Carnevale & Lawler, 1986). Moreover, they can raise questions to each party as to the basis of their reservation values.

If the mediator does decide to use the fourth strategy, inaction, it is because he or she assesses that both parties have low aspirations and a large amount of common ground. In other words, the disputants are willing to compromise on their positions and the mediator assesses that they are working toward complementary goals. In this case, the parties will most likely be able to compromise without additional direction from the mediator. Unfortunately, less experienced or unskilled mediators may gravitate toward inaction because it requires the least amount of intellectual strain. Hence, the tactic of inaction may be incorrectly chosen due to its appeal as being the easiest choice.

In addition to Carnevale’s (1986) taxonomy, Kressel (2000) set forth a typology of his own with regard to mediator behavior. In the past, this typology was used to describe other types of mediation (Kressel, 1972, 1985; Kressel & Deutsch, 1977; Kressel & Pruitt, 1985; Carnevale, Lim, & McLaughlin, 1989). Although multidimensional scaling has found similar dimension in the previous research (McLaughlin, Carnevale, & Lim, 1991), Kressel (2000) further simplified earlier typologies and suggested that a three-factor structure was best to describe mediator strategy. Kressel divided mediator behavior into reflexive, contextual, and substantive strategies. Kressel’s strategies were different from Carnevale’s in that they depicted the more general ways by which mediators could approach a conflict situation. Specifically, reflexive interventions occur when the mediator puts in an initial effort to establish the foundation on which later dispute resolution will take place. Rapport building and neutrality are essential components of this strategy. And, Kressel emphasized that the mediator must be acceptable to both parties in order for this tactic to be truly successful. On the other hand, in contextual interventions, the
mediator focuses on producing a climate that promotes problem-solving dialogue between the parties. Finally, substantive interventions spotlight the specific issues in the dispute. When using this strategy, the primary goal of the mediator is to deal with the issues by some means.

In practice, mediators may espouse all three types of strategies to varying extents. Indeed, researchers suggested that, many times, tactics are used contingently depending on the mediators’ assessments of the dispute (Lim & Carnevale, 1990). Specifically, they found that mediators thought certain tactics were acceptable in some situations, but not in others. For example, substantive/press tactics were negatively associated with settlement under low levels of hostility but positively related under high levels of hostility.

Managerial Intervention. The aforementioned tactics are common among professional mediators due to the clear roles and defined limits that mediators, arbitrators, and fact finders have in managing disputes (Elkouri & Elkouri, 1979). Managers, on the other hand, have more flexibility to select one or any combination of the previously mentioned strategies. Additionally, managers often are not bound by the same constraints as are third parties (Sheppard, Lewicki, & Minton, 1986). Moreover, due to the managers’ inherent closeness to the conflict, they may adopt a different set of dispute resolution tactics than a detached third party. Formal or appointed third parties are less likely to have a vested interest in the outcome of the dispute. Managers, however, are often involved in the conflict and will have to deal with the repercussions if the dispute is not resolved properly (Lewicki & Sheppard, 1985). Indeed, research found that managers utilize tactics that are distinct from the ones professional mediators employ to resolve workplace conflict (Sheppard et al., 1987).

Just as Carnevale (1986) suggested several determinants of formal third-party strategies, Pinkley, Neale, Brittain, and Northcraft (1995) examined the relevant literature and extracted situational factors that they expected to influence managerial selection: (a) dispute intervention goals of the manager (Sheppard, 1983); (b) amount of conflict (Lewicki & Sheppard, 1985); (c) time constraints (Lewicki & Sheppard, 1985) and importance of the issue (Carnevale & Conlon, 1988); (d) power balance and relationship of the conflicting parties (Karambayya & Brett, 1989); and (e) hierarchical positioning of third party (Heller, 1981).

In a related vein, we find a drawback that echoes throughout all of the aforementioned studies. Specifically, the experimenters, and not the managers, identified and categorized the situational factors posited to affect managerial strategy selection. To deal with this problem in the tactic research, Pinkley et al. (1995) used an inductive method that allowed managers to identify, categorize, and label the conflict resolution tactics that they used. Their use of multidimensional scaling provided a means of detecting and quantitatively grouping the dispute resolution strategies of managers, even when the managers were unable to conceptualize their
behavior fully in terms of a specific strategic category. Their results evidenced five managerial intervention dimensions: “(1) Attention given to stated versus underlying problem; (2) disputant commitment forced versus encouraged; (3) manager versus disputant decision control; (4) manager approaches conflict versus manager avoids conflict; and (5) dispute is handled publicly versus privately” (Pinkley et al., 1995, p. 398).

In sum, Pinkley et al. (1995) supplied support for an empirically tested and inductively derived taxonomy of managerial conflict resolution tactics as described by managers. Their findings, along the previously mentioned experimenter-derived situational factors, may serve as a base for future research in this area. Undoubtedly, subsequent research endeavors are required to provide a clearer picture of the elements that drive a manager to pick a given strategy. Along those lines, we move to the intervention goals of the manager.

Dispute intervention goals of the manager. Sheppard (1983) argued that managerial strategy is chosen based on the intervention goal with which the manager is most concerned. The author laid out four possible goals that a manager could be striving for during the dispute resolution process: efficiency, effectiveness, fairness, and disputant satisfaction. Therefore, the goal that the manager espouses will dictate, to some extent, the type of intervention strategy that should be employed. For example, if a manager is concerned only with the time efficiency of the conflict resolution, he or she may engage in pressing and attempt to coerce the parties to come to a settlement. While this strategy may be efficient, the disputants may perceive it as unfair. However, in the real world, managers often desire conflicting goals, such as settling a dispute quickly while maintaining fairness. This makes the selection of an intervention strategy arduous.

Intensity of the dispute. If a manager detects an intense strain between the disputants, this may impact the selection of a dispute resolution technique. The manager must gauge the intensity of the conflict by means of discussion with both of the parties to decide how involved to become in the dispute. If the parties are on somewhat amicable terms, the manager may choose to let the disputants solve the problem on their own. However, if one or both parties are obdurate and refuse to negotiate, the manager may require a higher level of involvement of him- or herself (Carnevale & Conlon, 1988; Kressel & Pruitt, 1985).

Time constraints. Most decisions are made under time constraints imposed by the pace of ongoing events, by explicit deadlines, or by others becoming impatient with the decision maker’s indecisiveness (Benson & Beach, 1996). The effects of time constraints on choice are remarkably consistent: decision makers speed up execution of their decision strategies or switch to simpler strategies, sometimes speeding up after having switched (Edland & Svenson, 1993; Maule & Mackie, 1990; Payne, Bettman, & Johnson, 1988;
Similar effects occur when people need to solve disputes under time pressure. For instance, time pressure can produce epistemic freezing in which people become less aware of plausible alternatives during dispute resolution (Kruglanski & Freund, 1983). Time pressure can also result in a phenomenon called “closure of the mind” (De Dreu, 2003). Closure of the mind increases disputants’ reliance on inadequate decision heuristics during the dispute resolution process. Time pressure can also influence the process and outcome of integrative bargaining (Carnevale & Lawler, 1986). For example, if negotiators have an individualist orientation, time pressure produces more nonagreements and poor negotiation outcomes. If negotiators adopt a cooperative orientation, negotiators achieve better negotiation outcomes.

When managers feel the need to solve disputes in a brief amount of time, they will generally engage in tactics that allow them maximum outcome control (Lewicki & Sheppard, 1985). In fact, mediated dispute resolution often occurs when one or all of the parties involved feel some sense of urgency to solve a dispute that the original parties could not solve alone. The perceived urgency may result from internal or external time constraints. The internal constraints include things like arbitrary deadlines selected by the negotiator or mediator that provide impetus for a quick settlement (Cropanzano et al., 1999). External constraints include things like shareholder meetings, court dates, and contract deadlines.

Urgency can also result from the parties involved thinking about the potential outcome of the negotiation process (the outcome can be positive, negative, or neutral). We will call this “outcome urgency.” For many disputes, the parties involved must feel a sense of time urgency or outcome urgency. If procrastination is advantageous to one or all parties involved, there is little incentive to settle the dispute.

Importance of the issue. The extent to which the organization will be negatively affected by the dispute will influence the strength of actions to be taken by the organization. For example, a complaint filed against a company with the Equal Employment Opportunity Commission (EEOC) accusing the company of racial discrimination would most likely receive a stronger and more immediate response from the company than a petty squabble between two employees about seniority for picking vacation time. When the dispute has the potential to impact the welfare of the company negatively, managers are apt to address the issue with greater urgency (Pinkley et al., 1995). Indeed, empirical research supports this idea (Lewicki & Sheppard, 1985; Sheppard et al., 1986).

Power balance between the conflicting parties. Research has found that the relationship of the manager to the disputants is a key determinant of the intervention tactic used (Karambayya & Brett, 1989; Kipnis & Schmidt,
1983). Additionally, research suggested that the power balance between the disputants influences strategy choice (Sheppard et al., 1986). Laskewitz, Van de Vliert, and De Dreu (1994) tried to determine whether a mediator’s decision to choose sides was a function of the power differential between the disputants. They found that mediators tend to side with the less powerful party only when both parties have the same abilities to sanction the mediator. When the stronger party also has more power to sanction the mediator, the mediator sides with the stronger disputant. Hence, the propensity to balance the power between both disputants is moderated by the self-interest of the mediator. Furthermore, outcomes appear to be affected by the power balance of the disputants and what the mediator asks them to consider. Specifically, Arunachalam, Lytle, and Wall (2001) found that, when the mediator suggested to the powerful party he or she should show concern for the weaker party, this reduced the powerful party’s outcomes. For weaker parties, this suggestion increased the outcomes. However, no interaction was found with regard to joint outcomes. These finding would suggest that it might not always be beneficial to express concern for the other disputant, especially if you are the powerful party. But, further research should be conducted before any prescriptive suggestions are made.

Hierarchical positioning of the third party. Based on Heller’s (1971, 1981) work, there was some indication that managers high in the hierarchy are more willing to share power. However, this topic has not been thoroughly examined and much more work still needs to be done.

Future Research Needs and Critical Omissions

While a “one-size-fits-all” approach may not be appropriate when sequencing the dispute resolution system, it definitely does not seem fitting when defining the goals of the mediation process. Specifically, with the advent of transformative mediation, mediators that espouse this holistic methodology are structuring their interventions to promote a healing process that proposes not only to solve the dispute but also to morally enhance the minds of the conflicting parties by coaching them to forgive and accept. These are admirable objectives but lofty goals at the same time. Moreover, one must assume that once dueling opponents are willing to forgive and embrace the others’ viewpoint. Future research should examine whether or not these are attainable objectives. Explicitly, under what circumstances is transformative mediation appropriate? Are certain disputes less likely to benefit from this technique than others are? If so, what are they? Additionally, should both formal third party mediators and managers use transformative mediation? From a theoretical perspective, fine tuning the definition of third party strategies still needs to be
accomplished. For example, is transformative mediation actually a new idea, or have mediators been acting in accordance with this model all along?

There are several areas related to the effects of time constraints on the mediation process that warrant future research. One such area is the relationship between time constraints and the mediation process. For example, do the effects of time constraints differ depending on the stage of the mediation process at which the time constraint occurs?

A second area that warrants future research is the relationship between time constraints and the perspective of the parties in the dispute. As stated earlier in this manuscript, most research on mediation in the workplace has focused on the worker's perspective (e.g., McDermott, Obar, Jose, & Bowers, 2000). Future research should address the effects of time constraints on the mediation process from various perspectives including the perspectives of the employer, employee, and the legal system.

A third area for future research is the relationship between time constraints and the strategy or type of third party mediation used by the parties involved in the dispute. For instance, researchers could investigate if time constraints affect facilitation, advising, mediation, and/or arbitration in the same manner. Researchers could also investigate whether having time constraints influences the type of mediation that occurs (e.g., under severe time constraints disputants prefer arbitration to facilitation because they need resolution quickly).

From a methodological standpoint, it would be beneficial to see more qualitative research examining the most efficient and effective strategies that third parties employ in various situations. Specifically, while we know the different types of strategies that third parties utilize, we still do not know which ones work the best. Similarly, are certain goals better for a mediator to espouse than other goals? Additional qualitative research in organizational settings may help to answer these questions. No doubt, scholars will have future lines of research for years to come in the area of mediator strategy and behavior.

COMBINING FORMAL AND INFORMAL DISPUTE RESOLUTION

Thus far we have implied that formal and informal third-party dispute resolution were completely separate. While this is a reasonable strategy for purposes of explication, the reader should not be misled. Organizations often combine formal and informal strategies into a system with a well-defined progression. Firms have long been advised to sequence the different forms of resolution so that they proceed from low cost to high cost (e.g., Brett, Goldberg, & Ury, 1990; Gordon & Miller, 1984; Starke & Notz, 1981; Weiss & Hughes, 2005). The less expensive initial stages are typically less formal and more flexible; the more expensive later stages are typically more formal and structured.
There is evidence that proper sequencing can improve the effectiveness of dispute resolution systems. For one thing, it seems that the majority of complaints are resolved at the earlier and lower costs stages (e.g., Graham & Heshizer, 1979). This would seem to suggest that beginning with informal and less expensive tactics and only later moving toward more expensive procedures might well save organizations considerable money. Moreover, at least in union settings, labor/management relations are better when grievances are settled before escalation up the hierarchy (Turner & Robinson, 1972). While supportive in a general sort of way, available research on sequencing leaves many questions unanswered.

Ross and Conlon (2000) took up one interesting question. These authors compared the effectiveness of mediation–arbitration (med–arb) with arbitration-mediation (arb–med). Med–arb follows the traditional low to high cost procession. The disputants are given a mediator and a predetermined deadline. If they do not resolve their differences within this time, then the mediator becomes an arbitrator.

Med–arb has much to recommend it (Ross & Conlon, 2000), but it can be turned on its head. Saunders (1993) argued that arb–med is also a viable procedure. In any case, arb–med proceeds through three steps. In the first part, an arbitrator listens to the disputes and prepares a recommendation. However, that recommendation is not issued. Rather, the arbitrator moves to the second part, whereby he or she acts as a mediator. If this attempt at mediation remains unsuccessful, then the arbitrator presents the binding opinion to the disputants. While the conflicting parties may prefer med–arb, Ross and Conlon (2000) argued that arb–med will promote more cooperative behavior, greater information disclosure, and more agreement with mediator settlements. However, these authors further maintain that arb–med may be less advantageous than med–arb when long-range outcomes are considered.

Future Research Needs and Critical Omissions

If future research supports Ross and Conlon’s (2000) propositions, it suggests that the overall cost of a system might vary depending on how the components are sequenced. Whether one prefers arb–med or med–arb, there seem to be some synergies that result from considering the order in which they occur. Mediation plus arbitration may not be the same as arbitration plus mediation. Thinking of dispute management procedures as part of larger units could bring additional insights to our knowledge; scholars should not limit themselves to examining each stage in isolation from the others.

Combining aspects of both formal and informal dispute resolution raises a number of interesting questions. Perhaps the most interesting is the importance of sequencing in the dispute resolution system. Ross and
Goldman, Cropanzano, Stein, and Benson

Conlon’s (2000) ideas as to when arb–med may be preferable over med–arb offered fresh insights into what is often viewed as a “one-size-fits-all” approach. Bendersky (2003) offered her own novel twist on the sequencing issue—that multiple approaches could be pursued at once. An empirical test of this model, if supported, may offer practical benefits.

Up until this point, we may have left the reader with the impression that workers and organizations are about equally likely to embrace disputing mechanisms. However, this is not necessarily the case (Kressel, 2000). Before we leave this section, which deals more with organizational designs on disputing mechanisms, we wanted to address organizational acceptance to mediation, as an example of dispute mechanisms. We chose mediation because it is perhaps the most common dispute resolution vehicle (it can, for example, constitute both an informal and formal dispute resolution mechanism) and it is one for which there exists important research investigating organizational reactions to it.

Organizational Approaches to Formal Disputing:

The Case of Mediation

Historically, claimants (employees) have been more willing to mediate than organizations (e.g., McDermott et al., 2000). According to the EEOC, workers want to mediate 87% of discrimination claims while organizations agree to it only 31% of the time (D. Grinberg, personal communication, July 21, 2004). In that context, one study found that employers were hesitant to participate for the following reasons: (a) they did not believe the case had “merit” (although it was not always clear what the organizational basis for this judgment was it did include the perception that the EEOC itself would not find a “reasonable cause” finding in the case); and (b) they perceived that EEOC mediation required monetary settlement (which, by implication, they must have disagreed with; McDermott, Jose, & Obar, 2003). In another study, lawyers for the construction industry recommended that their clients mediate in most or all disputes less than half (49.3%) of the time (Henderson, 1996). Some of the reasons industry lawyers recommended against mediation were stated as (a) the dispute involved a novel interpretation of law (something, it should be noted, that a deep pockets organization is more capable of making “novel” than most workers); (b) the credibility of a witness is an issue; or (c) the opposing party or his or her representative was considered untrustworthy or unlikely to compromise.

So why do organizations agree to mediate disputes? In this same construction industry study, some reasons for a recommendation of mediation were stated as follows: (a) desire for an ongoing relationship, (b) need for a quick resolution of disputes, (c) an essential economical alternative to litigation, and (d) desire for privacy and confidentiality. This last factor, privacy, can often be compelling. A public dispute, especially in a large, publicly traded company, can have devastating effects. It can adversely
affect recruiting and worker morale, and it may spawn similar claims and may even adversely affect the stock price (e.g., Texaco).

Mediation has proven popular because, to a large degree, it works and has led to many positive perceptual outcomes. Research indicates settlement rates for mediation at around 60%–78% and user satisfaction at 75% or more (Brett, Barsness, & Goldberg, 1996; Kressel, Pruitt, & Assoc., 1989). One of the most encouraging of these findings is the satisfaction of the parties with the short-term outcomes of mediation (Pruitt, Peirce, McGillicuddy, & Syna, 1992). However, there is scant evidence of long-term success with mediation. What little evidence does exist suggests little relationship between short-term success in mediation and long-term success (Pruitt, Peirce, & McGillicuddy, 1993; Pruitt, Peirce, Zubek, McGillicuddy, & Welton, 1993). Moreover, as noted earlier, mediation has a positive effect on perceptions of justice as well. In particular, the high decision and process control inherent in mediation leads to increased perceptions of procedural justice (Ross & Conlon, 2000).

Behaviorally, besides the obvious fact that mediation reduces conflicts, there is some evidence that mediation may facilitate discussion with coworkers and restore the ability to sleep (when that is an issue; Bergmann & Volkema, 1994). An interesting question for mediation researchers is the appropriate criterion variable to measure common behavioral outcomes. Often, “settlement” has been deemed the measure. However, in certain circumstances, it may be more appropriate to measure “degree of compromise” or “willingness to recommend to others,” as well as other variables (Henderson, 1996).

**Future Research Needs and Critical Omissions**

As previously suggested, for practical reasons alone, research is needed to better understand why organizations agree to mediate employment disputes at significantly lower rates than employees. Some possible avenues for exploration include anticipated organizational justice. That is, there is some evidence that organizations believe among other things that the federal mediators may be biased against them (McDermott et al., 2000). This suggests a violation of perceived or anticipated procedural justice may be an issue to some organizations in mediation situations (Colquitt, 2001). Moreover, as previously suggested, the benefits of mediation over litigation in terms of privacy and confidentiality is an area worthy of further research in part because it has not received much attention to date. If future research supports this reason, this can be an important leverage for mediators and others interested in this technique to use to encourage use of mediation.

Finally, most research on mediation in the workplace has focused on the worker’s perspective (e.g., McDermott et al., 2000). However, the limiting factor in workplace mediation has been organizations because they
participate in mediation at far lower rates than individual employees do. Research that is able to answer questions surrounding this issue will be valuable to research and practice.

CONCLUSION

Third-party dispute resolution has exploded in popularity during the last 20 years or so. It has proven itself to have many advantages over traditional court-based approaches to resolving conflicts. Yet, there is still much we do not know or fully appreciate about this phenomenon. We hope that this chapter offers some fresh insights on this important issue.
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There is a range of disputes that can emerge because of individuals (and groups) working together in organizations. For example, in a given week an organization might witness disputes ranging from fairness concerns over its new need-based parking space policy, to a contested performance evaluation, to a violent confrontation between two assistant supervisors. Certainly some disputes that might occur in organizations (e.g., criminal behavior), by their very nature, can and should be addressed outside the organization in the public court system. However, the question remains as to how an organization can best manage the remaining disputes in such a way that will minimize the potential negative consequences (e.g., absences) and maximize the potential positive consequences (Coser, 1956; De Dreu, Harinck, & Van Vianen, 1999) of conflict. As the rest of the chapters in this volume illustrate, there are a host of ways by which an organization may try to achieve formally or informally these conflict management objectives.

In this chapter, we focus specifically on organizational dispute resolution (ODR) systems. We define ODR systems as any process identified in organizational policy as a sanctioned means to resolve disputes within the organization. This definition has considerable overlap with the term alternative dispute resolution (ADR) that encompasses any nonlitigation
means of resolving disputes. However, we focus only on ADR within the organization. Also, a considerable amount of the literature uses the terms ODR and grievance procedures interchangeably. For clarity purposes, we will limit the use of the term grievance procedure to the multistep appeal procedures that are traditionally used in union settings.

We will focus on a number of issues related to ODR systems. In light of the careful examination of labor-management disputes in chapter 12 of this volume, we will focus primarily on nonunion settings. First, we describe the historical and current organizational use of ODR systems. Then we discuss the various purposes of ODR systems as well as the various measures of ODR effectiveness that have been proposed or examined in the literature. Next, we discuss the classic theoretical roots of ODR research and describe some of the corresponding empirical research. Then we examine the current theoretical and empirical examinations of ODR systems as they relate to the major measures of ODR effectiveness. Next we discuss the movement toward a multioption approach to dispute resolution in organizations. Finally, we conclude with a discussion of the many potential areas for future research.

HISTORICAL AND CURRENT PRACTICE OF ODR SYSTEMS IN ORGANIZATIONS

Early Practice of ODR systems

The earliest formal ODR systems were created as a result of collective bargaining agreements. Unions negotiated such systems as a way to address union contract disputes with management, while ensuring the protection of union employees from management reprisal. Before World War II, most unionized ODR systems were multistep appeal systems (typically referred to as “grievance procedures”). These grievance procedures are loosely patterned after our public court system in which the dispute is initially presented (and decided on) at lower levels and a disputant has the opportunity to appeal the decision to higher levels until the final step. Interestingly, before World War II, most grievance procedures had mediation as the final step in the process (Lewin & Peterson, 1999). Thus, a neutral, third party served to help disputants reach agreement, but did not make a binding decision. However, after World War II, there was a shift toward using ODR systems with arbitration (in which a neutral third party makes a binding decision) as the final step (Lewin & Peterson). As early as 1952, 89% of all collective bargaining agreements included a formal ODR system (U.S. Bureau of Labor Statistics, 1966), and by the mid-1970s, this percentage had grown to 98.5% (U.S. Bureau of Labor Statistics, 1977). As Peterson and Lewin (2000) noted, many scholars consider the proliferation of ODR systems “the major accomplishment of the United States system of industrial relations” (p. 395).
The ubiquity of formal ODR systems in the union setting is credited for the growth of ODR systems in nonunion settings as well. Following World War II, there was very little implementation, let alone use, of formal ODR in nonunion organizations (Slichter, Healy, & Livernash, 1960). In the 1960s and 1970s, we started to see more substantial ODR procedures adopted within firms. For example, General Electric introduced its multistep appeal system in the 1970s in response to the threat of unionization (see Ewing, 1989). It was the late 1970s and early 1980s, however, that witnessed the largest rise of nonunion ODR procedures. In 1980, Berenbeim’s (1980) survey indicated that approximately two thirds of its sample of 96 non-union firms had a formal multistep appeal system in place. Ichniowski and Lewin’s (1987) survey of a larger number of both union and nonunion firms suggests approximately 50% of nonunionized employees had access to a formal ODR system by the early 1980s.

Although the early research primarily focused on grievance procedures as ODR, certainly other types of ODR systems were being introduced and used in organizational settings. For example, IBM’s open-door policy, in which disputants can approach any level of management with a dispute, emerged in the 1960s. Cherrington (1982) identified open-door policies as the “the most popular procedure for responding to employee complaints” (p. 596) in nonunion organizations. Similarly, Thomson (1974) identified open-door policies as the default for organizations without a formal multistep appeal system in place. However, several researchers called into question whether typical open-door policies were truly operating as effective ODR systems in organizations (e.g., Cherrington, 1982; McCabe, 1988). The use of ombudsperson (explained more in the following section) was also being discussed in the literature (e.g., Balfour, 1984; McCabe, 1988), but it was not clear how prevalent its use was in organizations.

**Current Practice of ODR systems**

ODR systems in organizations have grown considerably in use and variability since the 1980s. The U.S. General Accounting Office’s (1995) study of a sample of federal contractors found “almost all employers of 100 or more employees use one or more ADR approaches” (p. 3). This study found that nearly 10% in the sample had adopted nonunion multistep appeal systems (with arbitration as the final step) in particular. Similarly, approximately 16% of the nonunion firms in Colvin’s (2003b) study of the telecommunications industry had multistep appeal systems with arbitration and/or peer review as the final step. Among workplaces that do adopt ODR systems, these procedures vary in basic features, such as the extent to which there is a formal, set procedure to follow, who is the final decision maker, whether employees are permitted representation, what complaints
can be brought under the procedure, and what criteria are used to decide disputes (Feuille & Chachere, 1995; Feuille & Delaney, 1992). Though ODR procedures in the nonunion workplace are characterized by a high degree of variation in both occurrence and structure (Colvin, 2004a; Dibble, 1997; Feuille & Chachere), there are several common approaches in use today.

Arguably the most informal ODR for addressing workplace conflict is a policy that directs disputants to communicate with the other person(s) involved in the dispute (Olson-Buchanan & Boswell, 2002). More specifically, an individual could try to talk with the other party or parties involved to attempt to resolve a dispute. This is consistent with Costantino and Merchant’s (1996) term, “negotiated alternative dispute resolution,” whereby the parties “talk things over.” While this is not a stand-alone ODR system, per se, it is often identified in organizational policy as the best/preferred way to handle workplace disputes before pursuing other alternatives. Similarly, it is often a first step in formal multistep appeal systems (explained further in the following section). A number of research studies suggest that negotiation is typically the first action taken (e.g., Peirce, Pruitt, & Czaja, 1993).

Other ODR-related policies direct disputants to present their case to managers, in particular. For example, an open-door policy is a popular approach that allows a considerable amount of variability in how dispute resolution is approached. In this ODR system, the individual can approach any level of management with his or her dispute. Presumably, the individual could informally appeal any decision made by a manager in the chain of command to someone at a higher level. Managerial intervention is similar, except the individual would present his or her dispute to whoever has control over a given area. So, for example, if the dispute was between two coworkers over claiming a particular client, one individual may report the problem to his or her manager who then intervenes.

Some organizations incorporate the use of mediators as either a stand-alone ODR or resource to be used in conjunction with other ODR systems. That is, disputants are encouraged or directed to resolve disputes with the assistance of a mediator. A mediator may be an employee of the organization or an external individual trained in this role that is available to organizational members. In mediation, a neutral third party (e.g., mediator) listens to and reviews information presented by the parties involved in the dispute. Though a mediator makes an informed recommendation about what should be done, the final resolution or terms of the settlement are in the “hands of the disputants” (Lewicki, Weiss, & Lewin, 1992). Thus, the objective behind mediation is to help the parties reach a settlement; that is, facilitate a resolution through problem solving (Jameson, 1999; Lewicki et al., 1992; Prein, 1987).

Similarly, an ombudsperson serves the role of helping settle a dispute, though an ombudsperson’s role in resolving conflict can be more varied and often quite informal. For example, ombudspersons may counsel employees on how to resolve issues themselves, conduct formal or
informal investigations of disputes, or simply serve as a support system for employees to defuse hostility and escalation of conflict (Dibble, 1997). Though an ombudsperson “typically functions outside the normal organizational hierarchy” (Dibble, 1997, p. 75), he or she is an employee of the organization, typically reporting to the CEO or Human Resource Director and, thus, is often seen as representing management’s interests more so than those of employees, though this depends on the structure of the position as well as the culture of the organization.

Finally, the multistep appeal system (Dibble, 1997), made popular by union collective bargaining agreements, is still a fairly popular ODR system in use in nonunion settings today. Often called a grievance procedure, this ODR system is a formal process that is loosely modeled after the U.S. court system. Typically, an individual (e.g., a grievant) would file an initial complaint, and its merits would be considered by the lowest level within the grievance system (e.g., a supervisor). The individual could appeal the decision through several levels of the procedure. The final level varies by organization (cf., Feuille & Chachere, 1995) and can be one person (e.g., CEO or arbitrator) or a panel (e.g., peer review panel or panel of managers). For example, under a peer review procedure, employees who are peers of the complainant sit on panels that review grievances (McCabe, 1988), whereby under nonunion arbitration procedures, a neutral third-party arbitrator hears and decides employee complaints. Peer employees and arbitrators have at least the potential to be viewed by employees as more independent and neutral decision-makers than managers (Klaas & Feldman 1993; Lewin & Peterson, 1999). We see examples of arbitration procedures in nonunion as well as union settings in such diverse companies as Circuit City, Anheuser-Busch, PeopleSoft USA, Summit Products Toys, Hallmark, Ford Motor Co., Dillard’s Inc., and DataLogic International. Often, through the implementation of signed arbitration agreements with employees, these companies have attempted to move workplace disputes from the courtroom into the hands of an arbitrator (typically a retired judge or lawyer) with the goal of saving companies from costly litigation as well as presumably encouraging a more amicable resolution.

Summary. As indicated, there is growing evidence of an expansion in recent decades of both the number and complexity of ODR procedures (Colvin, 2003b; Feuille & Chachere 1995; Feuille & Delaney 1992; McCabe 1988). The early, nearly exclusive use of multistep appeal systems in unionized settings has expanded to include other types of ODR systems. In addition, the last few decades have witnessed the introduction and use of a variety of ODR systems (e.g., open door, mediation) in the nonunion setting as well. In particular, a growing number of organizations provide multiple types of ODR systems, thereby allowing employees the choice of which system, if any, they would like to use to address a workplace dispute. As will be discussed in a later section, this approach is consistent with implications from both theory and empirical research.
PURPOSES AND EFFECTIVENESS MEASURES OF DISPUTE RESOLUTION SYSTEMS

Purposes

The research literature has noted several possible purposes for implementing ODR systems in nonunion organizations. These reasons include ensuring fair governance (Aram & Salipante, 1981) and fair treatment (Colvin, 2003b), minimizing the costs or threat of litigation (Aram & Salipante, 1981; Colvin, 2003a), encouraging voicing of organizational problems (Aram & Salipante, 1981), and avoiding unionization (Berenbeim, 1980). Although these various purposes may be quite diverse, several of them could easily fall under McCabe’s (1988) two major goals for ODR systems: to correct the company’s mistakes and to fulfill an “ethical obligation” to employees.

Effectiveness Measures

Similarly, researchers have proposed and used a number of different effectiveness measures of ODR systems. Several of these measures are organizational-level outcomes, but process measures as well as individual-level effectiveness measures are increasingly being examined and used.

Organizational Outcomes. Organizational outcome effectiveness measures can take several forms. These have included organizational measures such as higher firm productivity, fewer absences, and lower turnover rates. ODR system usage rates have also been considered a measure of effectiveness (for a review, see Peterson & Lewin, 2000). Arguably, an organization’s legal costs on issues that could have been addressed in an ODR system may be a reasonable indicator of ineffectiveness. Similarly, one could argue that the extent to which the organization remains union free (relative to the industry norms) may indicate whether an ODR system effectively meets the needs of employees who might otherwise be served by a union.

Process Measures. Labor relations research has often focused on process variables as appropriate effectiveness measures of ODR systems in union contexts, but these variables are arguably important in nonunion contexts as well. Such measures would include the timeliness with which disputes are resolved, the hierarchical level at which they are resolved (lower is generally considered better), and whether the final settlements are balanced with respect to which side (e.g., employees and management) prevailed (Lewin, 1987). More recent measures would include perceived fairness of the dispute resolution system.

Individual Outcome Measures. As noted, some research has examined individual outcome measures associated with ODR system usage, such as absences, performance ratings, and employee turnover. Individual perceptions are also important effectiveness measures. These would include
perceptions of fairness by individuals who have used ODR systems as well as those who have not. Similarly, measures of perceived post-ODR system consequences, both positive (e.g., justice) and negative (e.g., reprisals) would arguably be measures of whether the ODR systems do, in fact, provide fair opportunities to address disputes in organizations while protecting disputants from recrimination. Assessing the reactions of various constituent groups (e.g., managers, union officials) is also relevant, particularly since determinants of perceived ODR system effectiveness may be quite divergent across groups (cf. Boroff, 1991).

CLASSIC THEORETICAL AND CORRESPONDING EMPIRICAL RESEARCH

Classic Theoretical Approaches

The classic theoretical roots of ODR systems research stem from two main approaches: the labor economics literature that emphasized ODR systems as a form of voice in exit-voice-loyalty theory (Hirschman, 1970; Freeman & Medoff, 1984) and the labor relations literature that emphasized the concept of due process (e.g., Kuhn, 1961; Peach & Livernash, 1974) in ODR systems.

Hirschman’s Exit-Voice-Loyalty Model. Hirschman (1970) argued that a business firm would learn about “an absolute or comparative deterioration of the quality of the product or service provided” (p. 4) in two major ways: exit or voice. Hirschman argued that exit, when consumers stop buying the product or service, is economic in nature because it is an indirect, anonymous signal that is gleaned from the market. On the other hand, Hirschman equated voice, when consumers communicate the deterioration to the organization, as “political action par excellence” (p. 16) because it is direct. As explained by Hirschman, while exit is straightforward (either you leave or you do not), voice is not as clear-cut as it can range “from faint grumbling to violent protest” (p. 16). Voice can be positively framed as well. For example, a restaurant customer might suggest a new or modified item as a way to retain customers. Hirschman further argued that voice is more desirable to organizations because it allows organizations to learn about the specifics of a problem directly and quickly. In addition, his theory asserted that more loyal consumers are likely to choose to voice a deterioration in the relationship with the organization. Thus, his theory essentially argued that more loyal consumers would result in economic gains for the organization because they would provide more specific information about problems so that the organization could solve them more quickly and efficiently.

Freeman and Medoff (1984) extended Hirschman’s (1970) theoretical arguments to the employment context. They argued that organizations could learn about workplace problems from employees quitting (exit) or complaining about the problem in some way (voice). That is, if an employee
felt a supervisor had mistreated him or her, he or she could voice the complaint directly by talking to the supervisor, or another manager, or by filing a grievance. On the other hand, an employee could choose to exit the organization by quitting his or her job. Again, employees that are more loyal would be more likely to use voice to express discontent with the organization, thereby providing the organization with the specific information needed to correct a problem. However, Freeman and Medoff argued that there are potential costs to employees for exercising voice because they may suffer reprisals for doing so, asserting that the “collective voice” of a union ODR system (e.g., grievance procedure) will serve to protect employees better. They suggested that this collective voice would also benefit the organization because it would provide an alternative to exit that, by protecting employees, would result in lower turnover rates and provide management with more useful, specific information to make needed changes. Thus, exit-voice-loyalty theory was mainly used to generate predictions of the role of ODR systems as a voice mechanism and as an alternative to exit.

**Due-Process Literature.** The early ODR systems research also drew heavily from scholarly discussions of “due process” or “fair and orderly procedures” (McCabe, 1988, p. 33). Davis (1957), in his seminal discussion of ODR procedures, argued that “justice which is defined as fairness according to established rules and relationships … is a fundamental requirement in employee human relations because it gives substance and meaning to human dignity” (p. 439). A number of early scholars theorized and discussed the critical factors to achieve such due process or justice in ODR systems (e.g., Ewing, 1982; Luthans, Hodgetts, & Thompson, 1987). Accordingly, early studies, particularly in the labor relations area, examined ODR systems with respect to whether (or to what extent) they met the objective of due process by incorporating factors theorized to be related to justice or due process, such as timeliness and impartiality.

**Classic Empirical Research**

Given the early dominance of union-based ODR systems, most of the early empirical literature examined ODR systems in union settings (see chapter 12, this volume). As nonunion ODR systems became increasingly popular, researchers started to focus on the effectiveness of such systems, without the presence of a union (e.g., Berenbeim, 1980). Lewin’s (1987) seminal article provided the first large-scale examination of this topic. Lewin examined the antecedents and consequences of grievance activity in three large, nonunion organizations over a period of four years. To that end, Lewin pulled relevant data from the firms’ grievance-system activity files and employee records.

Lewin (1987) integrated several literatures to examine the effectiveness of the grievance systems at multiple levels of analysis. Drawing from pre-
vious empirical studies, he identified possible demographic correlates of appeal filing and overall appeal system usage such as sex, race, tenure, and education. Consistent with the labor relations research, Lewin examined due process-related criteria such as level at which the appeal is settled and the proportion of employee versus employer “wins.” Incorporating the dominant use of the exit-voice model in labor economics research, Lewin also investigated postgrievance behavior measures such as performance ratings, absences, promotions, and turnover.

It was somewhat surprising how consistent Lewin’s (1987) findings from a nonunion setting were with previous union-based research. For example, the demographic predictors (e.g., primarily male, young, and less education) of appeal-system usage in the nonunion firms were similar with what had been found in the largely union-based empirical literature. However, little is known as to why there are demographic differences in appeal system usage in either the union or nonunion setting. While some skeptics questioned whether employees would use ODR systems without the support of unions, the overall appeal filing rates were significant, albeit below what is typically found in union settings (Lewin, 1987). The ODR systems in all three firms also appeared to be effective with respect to due process factors such as the settlements’ proximity to the source (83% were settled at the first or second step) and win/loss ratio (employees prevailed on average 53%).

Lewin’s (1987) findings in terms of the consequences of dispute system usage were especially interesting. While previous research had examined organizational outcomes of dispute system usage (e.g., Ichniowski, 1986), this was the “first systematic evidence about the consequences for employees” (p. 487). Contrary to predictions derived from exit-voice-loyalty theory, grievance system usage was not associated with positive outcomes for employees. Instead, grievance system users appeared to suffer negative consequences such as lower promotions, higher turnover, and, if they appealed the dispute to a higher level, decreased performance ratings. Supervisors/managers who were parties to the dispute also appeared to have similarly negative consequences including lower promotion activity and higher turnover.

Pointing to the “disconnect” between the due process measures of effectiveness (where the dispute systems fared well) and the employee consequence measures of effectiveness (where the system users did not fare well), Lewin (1987) argued that it is clearly inappropriate to consider only traditional due process measures. In addition, Lewin called into question the utility of the exit-voice-loyalty model and instead concluded that the organizational punishment literature (e.g., Arvey & Jones, 1985) provided a better explanation for the findings. Specifically, organizational members may be “punishing” those involved in a dispute for engaging in some “deviant” behavior (e.g., filing an appeal). If, indeed, using an ODR system is considered a deviant behavior worthy of punishment, then the utility of such mechanisms to resolve disputes is clearly called into question.
Lewin’s (1987) study raised a number of questions about the use of ODR systems in nonunion organizations. It was the first of a number of studies that examined the consequences of employees using ODR systems in nonunion and union organizations (Klaas & DeNisi, 1989; Lewin & Peterson, 1988). It also marked a shift from considering primarily system-level effectiveness measures to individual-level measures.

**RECENT THEORETICAL APPROACHES AND EMPIRICAL DEVELOPMENTS ON ODR SYSTEMS**

**Theoretical Developments**

The growth of ODR systems in practice, particularly in the nonunion setting, coincides with emerging theoretical and empirical research involving organizational, process, and individual measures of ODR system effectiveness. A great deal of this research still draws from the two classic theoretical approaches of due process and the exit-voice-loyalty model. A third theoretical approach, systems of complementary work practices, has also emerged. Next, we will describe these three main theoretical approaches as they are currently applied.

**Due Process and Procedural Justice.** The due process approach of the 1970s and 1980s has evolved into what is known as the procedural justice literature today. Procedural justice concerns one’s belief that the formal process or rules used to make decisions are fair (Leventhal, Karuza, & Fry, 1980). Procedural justice has a long history in the conflict and dispute resolution literature. Indeed, as previously noted, a well-recognized purpose for implementing ODR systems is to ensure fairness. While one goal of an ODR system may be to promote fairness by simply providing an outlet for employees to voice discontent, the system of procedures used to remedy the discontent can vary, thus impacting justice perceptions. In turn, procedural justice perceptions (or “due process”) have been linked to the overall evaluation of the ODR system (e.g., Fryxell & Gordon, 1989) and thus serve as a key determinant of ODR system usage and effectiveness. Various factors have been linked to justice perceptions (further discussed in regards to ODR effectiveness in the following section), yet an important development in the literature is the role of offering a range of ODR alternatives. More specifically, through offering a range of ODR options, employees are afforded procedural choice to resolve conflict, thereby enhancing control as well as opportunities for redress. The premise is that not all disputes can be handled equally well by a single procedure, supporting the need for a multioption approach (Dibble, 1997). The research and practice of multioption systems specifically are discussed more in the following section.
Exit-Voice-Loyalty Model. The exit-voice-loyalty model has continued to serve as the theoretical basis for ODR research. Its application, however, has been refined. In particular, there has been a renewed/heightened interest in the role of loyalty. While Hirschman's (1970) original model argued that more loyal employees will elect to use voice, rather than exit, the early research (e.g., Klaas, & DeNisi, 1989; Lewin, 1987) did not explicitly address the role of loyalty. However, Boroff and Lewin (1997) and Olson-Buchanan and Boswell (2002) reintroduced this aspect of the model by explicitly measuring employee loyalty and examining its relation to voice. This is an especially important aspect of the model because it attempts to explain what individual factors might relate to the decision to voice an issue to an organization rather than exit. If the exercise of voice provides valuable information to organizations, then enhancing employee loyalty may serve to increase the likelihood of receiving this valuable information.

Complementarities Perspective. A relatively new theoretical approach in the literature is the complementarities perspective. Drawing from a systems perspective (e.g., Ichnioswki, Kochan, Levine, Olson, & Strauss, 1996; MacDuffie, 1995; Milgrom & Roberts, 1992), the basic argument is that the interplay among ODR procedures enables each individual procedure to interact with one another thereby creating an internally consistent and synergistic system of practices. For example, Bendersky (2003) proposed a model of how ODR components interact, arguing that complementarities among procedures promotes synergistic effects that lead to positive work outcomes (e.g., attitudes and productivity) by motivating individuals to resolve any type of conflict through any (and multiple) type of mechanism. A “complementary” ODR system would thus be composed of multiple components including rights-based processes (e.g., arbitration), interest-based neutrals (e.g., ombudsperson) as well as negotiated processes (e.g., encouraging disputants to resolve disputes themselves), with the limitations of each individual component “mitigated through interaction with the other components in the system” (p. 647). Consistent with the notion of procedural choice previously noted, Bendersky argued that such an approach provided employees substantial (and more appropriate) voice mechanisms, greater control over conflict resolution processes and outcomes, opportunities to address the underlying cause of the dispute, and skills to address future conflict. In turn, this should increase an individual’s motivation to resolve conflict and opportunity to exert power through a “richer array” of procedures (p. 651). In contrast, a “parallel” ODR system is where there is little or no choice of voice mechanism and/or individual components are poorly integrated, thus acting independently. Bendersky asserted that, relative to a parallel system, a complementary ODR system leads to an increase in positive attitudes toward conflict, reduces conflict avoidance, and increases efforts to resolve conflict.
All three of these theoretical approaches have been used in varying forms and combinations to examine various facets of ODR systems’ existence, use, and effectiveness in organizations. For the purposes of this discussion, we organized this research into three general categories: organizational-level research, procedural fairness and choice, and individual outcomes. However, several of the empirical studies do examine ODR systems on multiple levels of analysis.

Recent Empirical Research—Organizational Outcomes. Given that nearly all unions have formal ODR systems in their bargaining contract, some of the research focus has shifted to identifying organizational characteristics that are related to the adoption of ODR systems in nonunion settings. That is, why do organizations adopt ODR and what characteristics distinguish them from organizations that do not adopt ODR systems? However, merely having an ODR in place does not mean, in fact, that organizational members use the ODR to resolve disputes. Thus, another body of literature has examined the organizational factors that relate to actual employee usage of nonunion ODR systems. Finally, another body of research has examined the relationship between ODR systems and organizational-level outcomes.

Some research suggests organizations adopt ODR systems as an attempt to avoid the negative potential outcomes associated with conflict such as turnover or litigation. To that end, drawing from the exit–voice–loyalty model, some scholars argued that higher levels of workforce human capital, reflected by higher wage and tenure levels among employees, increases a firm’s incentive to adopt ODR procedures in order to reduce costly turnover (e.g., Colvin, 2003b). Similarly, other researchers (e.g., Feuille & Delaney, 1992) concluded that concerns about workplace disputes giving rise to litigation as well as the desire to avoid unionization by providing workers with a mechanism for resolving complaints are motivations for nonunion organizations to introduce ODR procedures.

In contrast, the complementarities theoretical approach suggests organizations adopt ODR systems to capture the potentially positive outcomes associated with a set of practices that enhance voice, fair treatment, and effective conflict management. This is consistent with research on high performance work systems (HPWS). Briefly, HPWS encompass a set of complementary work and HR-related practices aimed at promoting high levels of employee commitment and involvement in the workplace, with the ultimate goal to increase work quality, productivity, and customer responsiveness (Ichniowski et al., 1996). Providing for employee voice, either through employee involvement practices generally (e.g., attitude surveys and autonomous work teams) and/or ODR procedures specifically, is quite complementary to the underlying goal of HPWS to enhance the protection of employee rights (Colvin, 2003b). Indeed, empirical studies often include formal ODR systems among practices seen as indicating the presence of HPWS (e.g., Arthur 1992; Datta, Guthrie, & Wright,
In effect, an ODR system is complementary with the goals as well as needs of an organization that has adopted other high performance work practices.

Even with an ODR system in place, the question of whether it will be used by employees remains. There is wide variance in ODR system usage rates across industries yet little understanding of what causes this variation (Bemmels & Foley, 1996). Early work suggested differences in the use of technology or the task environment (e.g., work methods, job specialization) were related to ODR usage (e.g., Kuhn, 1961; Sayles, 1958). Yet more recent work finds little effect for such variables on grievance rates (e.g., Bemmels, 1994; Bemmels, Reshef, & Stratton-Devine, 1991), leaving the reason for industry differences unclear. Interestingly, Cappelli and Chauvin (1991) found that factors related to higher employee exit costs (e.g., higher wages relative to the external labor market and high unemployment rate) result in more frequent grieving of complaints. Thus, perhaps ODR usage is higher when there are higher barriers to exit an organization.

Other characteristics of the organization arguably play a role in the overall ODR system usage rate in an organization. The social environment, such as the prevailing culture, and norms for voicing and addressing conflict in the organization are potential factors in employees’ tendency to use ODR systems (Bendersky, 1998; Peterson & Lewin, 2000). For example, some work on employee silence (e.g., Miliken, Morrison, & Hewlin, 2003) provided insight as to how the culture of the organization may relate to an individual’s willingness to express problems upward. In particular, employees often remain silent out of the fear of being viewed or labeled negatively and ultimately damaging valued relationships. An organizational culture in which disputes are treated as something to be avoided at all costs may have a relatively low ODR system usage rate (Harlos, 2001), in part because employees may fear reprisal (Krefting & Powers, 1998). However, these factors have not been examined in the empirical literature.

Interestingly, the extent to which a variety of other “voice” alternatives (non-ODR systems) are available is related to lower ODR system usage. For example, Colvin (2003a) showed that multilevel appeal rates were lower in workplaces that had adopted self-managed teams. His argument was that because workers in self-managed teams are granted broader decision-making authority in the workplace, disputes can more readily be addressed informally (Cutcher-Gershenfeld, 1991). Further, a study of the Canadian goods and services industries found a link between employee involvement initiatives and lower grievance rates among union workplaces, though there was a null relationship among nonunion workplaces (Colvin, 2004b).

A great deal of research has examined the link between ODR systems and employee quit rates. This research generally takes an exit-voice-loyalty perspective (Hirschman, 1970), arguing that when employees have access to voice (e.g., grievance system), they will be less likely to react to
workplace conflict by leaving an organization (Freeman, 1980). This is often an explanation for the finding that unionization ("collective voice") associates with low turnover beyond any effect union presence may have on increasing wage rates (e.g., Batt, Colvin, & Keefe, 2002; Cotton & Tuttle 1986; Freeman & Medoff, 1984; Wilson & Peel, 1991).

The empirical research on the relation between ODR systems and retention rates has been mixed. For example, a substantial amount of research has shown that employees who have access to multilevel appeal system are less likely to quit than those who do not (for a review, see Peterson & Lewin, 2000). Yet in their study in the telecommunications industry, Batt et al. (2002) failed to find a relation between nonunion ODR practices and employee-quit rates. In a related study, Delery, Gupta, Shaw, Jenkins, and Ganster (2000) found the negative relation between formal ODR systems and employee quit rates became nonsignificant when controlling for unionization.

Unfortunately, there is no empirical field study that has examined the relationship between the presence or usage of ODR systems and higher performance-related outcomes. However, laboratory evidence suggests providing an ODR system is related to higher productivity than what one would experience without access to an ODR system (Olson-Buchanan, 1996). In addition, the lower quit rates associated with the availability of voice alternatives could lead to a more tenured, highly trained workforce and ultimately enhanced productivity (Freeman & Medoff, 1984; Peterson & Lewin, 2000). However, paradoxically, research in unionized settings specifically has shown that greater workplace conflict, reflected by high grievance rates, is related to lower productivity and higher unit production costs (e.g., Cutcher-Gershenfeld, 1991; Gobeille, Katz, Kochan, & Gobeille, 1983; Ichniowski, 1986; Katz, Kochan, & Weber, 1985; Norsworthy & Zabala, 1985).

The HPWS literature provides some indirect evidence of ODR systems' positive effect on firm performance/productivity. As noted previously, ODR systems are often considered a component of HPWS, and HPWS are consistently linked to organizational effectiveness (Ichniowski et al., 1996). For example, in his study of U.S. firms, Huselid (1995) found that firms adopting high performance work practices (e.g., adoption of multilevel appeal systems) were more productive and had higher employee retention rates. Arthur (1994) similarly found in a sample of steel minimills that commitment-based work systems (e.g., multistep appeal systems) were associated with moderately higher manufacturing performance and lower turnover rates.

Recent Empirical Research—Procedural Justice and Choice. While the organizational-level research has primarily focused on general organizational variables that relate to ODR system adoption, usage, and effectiveness, the procedural justice and procedural choice literature has focused on what features of an ODR system might relate to higher perceived fairness and subsequently, higher use. In this section, we first discuss the features of ODR systems that have been linked with perceptions of higher procedural
fairness. Then we turn the discussion to focus on what factors relate to decisions about which ODR procedure, if any, to use.

A critical overall feature of the ODR system is its perceived credibility. The more effective the employees perceive the ODR system to be, the more likely they will exercise the voice option rather than quit (Boroff & Lewin 1997). Indeed, as stated by Blancero and Dyer (1996), “Perceived credibility or reputation of the (procedure) influences fairness most heavily” (p. 352) and perceived fairness perceptions “influence the likelihood to use the system” (p. 343).

In terms of specific procedural characteristics of the ODR system, a procedure that allows for an employee’s input and provides consideration of that input is generally deemed more fair, even if the decision is not in the employee’s favor (Folger & Greenberg, 1985; Greenberg, 2004; Klaas, 1989). Similarly, research suggested that ODR systems must not simply provide the opportunity for voicing of one’s concerns, but must be remedial in nature. Klaas (1989) proposed both the expected value of the remedy and the likelihood of winning as determinants of the attractiveness of filing a grievance. Inaction to employee’s voicing discontent is likely to exacerbate feelings of injustice (a “deaf-ear syndrome”; Harlos, 2001).

Other research identified the characteristics of the decision maker as an important factor. For example, Arnold and O’Connor (1999) linked expertise level of the third-party mediator to positive disputant reactions. Also, research suggested ODR procedures that feature nonmanagerial decision makers were generally used more frequently (Colvin, 2003a). The argument is that involving neutral decision makers increases employees’ perceptions that the ODR procedure is procedurally fair and makes a favorable outcome more probable. Colvin termed this a “neutrality effect,” which in turn led to a higher probability that employees will use a particular procedure to resolve a dispute. Indeed, neutrality of the third party has been argued as a key element to the perceived fairness of and satisfaction with the ODR system (e.g., Bingham & Pitts, 2002; Daus, 1995).

Paradoxically, both consistency and flexibility are important features of ODR system design (Hendrickson & Harrison, 1998). From a justice perceptive, consistency is a key characteristic of fair procedures (e.g., Folger & Bies, 1989; Leventhal, 1980). Yet consistency may come at the price of flexibility, and some level of discretionary judgment is typically desirable and often necessary (Howard, 1994; Sheppard, Lewicki, & Minton, 1992). This is similar to Rousseau’s recent discussion of idiosyncratic terms in the employment relationship (Rousseau, 2001, 2005; Rousseau, Ho, & Greenberg, in press). Idiosyncratic deals (i-deals) are individualized, nonstandard agreements between an employee and the employer and, as such, are flexible arrangements by definition. Yet inconsistency in employment arrangements may erode trust and motivation among employees (Rousseau, 2001). Thus, the balance between flexibility and consistency appears to be a key feature in managing the employment relationship, including how disputes are addressed within organizations.
Empirical research suggests another critical feature of ODR systems is whether and how the availability of ODR procedures are communicated. Even when organizations do have ODR systems in place, a significant proportion of employees may be unaware of them (Blancero & Dyer, 1996; Jameson, 2001; van den Bos, 1999). Thus, the extent to which the organization communicates the existence of ODR alternatives will affect whether they are even considered as a viable option.

As the burgeoning literature on procedural justice and choice attests, an individual facing the task of choosing how to address his or her conflict will likely be influenced by a number of factors in deciding which ODR system (if any) to use.

First, there is some evidence that preference for certain approaches vary as a function of the nature of the conflict (e.g., Renwick, 1975) or issue of dispute (e.g., Bemmels, 1994). For example, research has distinguished between disputes that are affective versus cognitive in nature (e.g., Guetzkow & Gyr, 1954). Drawing on this distinction, a series of studies by Jehn and colleagues (e.g., Jehn, 1995, 1997; Jehn, Chadwick, & Thatcher, 1997) examined task versus relationship conflict, showing that the processes and consequences of conflict differ depending on the nature of the dispute. Several studies have found that individuals prefer various forms of arbitration strategies for addressing disputes that have some type of legal-basis such as sexual harassment, discrimination, and whistle blowing retaliation claims (e.g., Houlden, LaTour, Walker, & Thibaut, 1978; Thibaut & Walker, 1975). This would similarly suggest that individuals are more likely to pursue more nonconsensual (e.g., arbitration or multi-step appeal) procedures when a dispute is perceived as more severe (e.g., Arnold & Carnevale, 1997). Consistent with this, Klaas (1989) argued that when individuals experience intense feelings of anger or injustice, they often respond spontaneously or impulsively, perhaps resulting in use of nonconsensual procedures such as filing a formal complaint (e.g., grievance). Conversely, individuals seem to prefer more consensual approaches such as negotiating with the other involved party or parties personally or involving a coworker or similar third party for “everyday interpersonal conflicts” (Peirce et al., 1993, p. 201).

The relationship between the disputants is another important factor in procedural choice. In her prescriptive conflict management framework, Jameson (1999) argued that the relationship between the individual and the other disputant (or a possible third party) is an important consideration for selecting the best ODR strategy to pursue. Factors such as level of trust, previous experiences with the disputing party, and perceived supportiveness all play a role (e.g., Ewing, 1989; Klaas, 1989; Saunders, Shepard, Knight, & Roth, 1992). For example, Weider-Hatfield (1990) showed a positive relationship between managerial strategies (e.g., positive expectations and goal setting) and the employee’s propensity to use collaborative approaches to resolve disputes with the manager. Conversely, this study found that a manager’s propensity to use criticism as a communication
strategy was linked to confrontational conflict management strategies on the part of the employee. Such managerial behaviors shown related to higher ODR rates include lack of consideration, monitoring, and structural emphasis on production (e.g., Bemmels, 1994; Bemmels et al., 1991; Kleiner, Nickelsburg, & Pilarski, 1995).

Finally, personal characteristics of the individual play a role. Research has explored individual differences in ethnicity, culture, gender, personality traits, and work values as predictors of ODR system preference (e.g., Chan & Goto, 2003; Leung, 1987; Leung, Bond, Carment, Krishnan, & Liebrand, 1990; Lind, Huo, & Tyler, 1994). For example, Leung et al. (1990) found a relation between cultural femininity and conflict resolution preference. In terms of multistep appeal system activity specifically, an array of personal characteristics has been examined (e.g., seniority, wage rate, and past grievance activity; Chaykowski, Slotsve, & Butler, 1992; demographics, personality, and attitudes; Bemmels et al., 1991). This research generally finds that males, Blacks, and younger and less-educated workers are more likely to file a grievance (Lewin & Peterson, 1988). Research on personality traits is less clear and “insufficient to draw any firm conclusions” (Peterson & Lewin, 2000, p. 397).

More recent work has focused on an individual’s affective attachment to the organization. For example, Boroff and Lewin (1997) found that more loyal employees are unlikely to utilize the organization’s formal grievance system, arguing that such employees “suffer in silence.” Following up on this issue, Olson-Buchanan and Boswell (2002) showed that more loyal employees prefer more informal/consensual voice mechanisms such as discussing the conflict with the other party or a neutral third party, rather than taking the more formal route of filing a grievance. This suggests that the types of informal voice mechanisms available are especially important for gaining valuable information from more loyal employees.

Recent Empirical Research—Individual Outcomes

ODR systems are in place to provide outlets for employees to voice conflict (Feuille & Delaney, 1992; Ury, Brett, & Goldberg, 1988), with the ultimate goal of helping to address and remedy mistreatment in the workplace. Yet surprisingly little research attention has focused on whether the use of ODR systems does, in fact, relate to positive outcomes for the individuals directly involved in the disputes. This is perhaps particularly troublesome given the charge of I/O psychology to contribute knowledge and implications for the enhancement of individual well-being and effectiveness in work settings.

Most of the empirical literature on the relation between ODR use and individual outcomes is certainly discouraging. A number of studies suggest individuals experience negative outcomes as a result of ODR system usage (namely multistep appeal systems) including low performance
ratings, high absenteeism, and high turnover (e.g., Boroff & Lewin, 1997; Klaas & DeNisi, 1989; Lewin, 1987; Lewin & Peterson, 1999). The general conclusion from this research is that employees are “punished” for filing a complaint, as reflected by postdispute outcomes.

A recent study by Boswell and Olson-Buchanan (2004) suggested ODR systems play a more neutral role in individual outcomes and simply experiencing the dispute could account for the outcomes noted in prior research. Specifically, Boswell and Olson-Buchanan compared individuals who experienced a dispute but did not use a formal ODR system with individuals who experienced a dispute and did use a formal ODR system. They found that, as a whole, individuals who experienced a dispute reported similarly high employee work withdrawal behaviors and turnover intent, regardless of whether a grievance was filed. This suggested the negative outcomes attributed to ODR usage in previous research, in fact, could stem from the original dispute, rather than the ODR system that was used to resolve the dispute.

Interestingly, research conducted in a laboratory setting (Olson-Buchanan, 1996) suggested that grievance systems can have favorable consequences. Olson-Buchanan found that participants who experienced unfair treatment and filed a grievance had higher job performance (measured in quality and quantity) and lower turnover intent relative to other participants who experienced mistreatment but did not file a grievance. That is, Olson-Buchanan showed that a laboratory-based grievance system had the potential to mitigate some of the generally negative effects of being involved in a dispute.

Research at the individual level of analysis has generally focused on consequences of using an organization’s multilevel appeal system (or grievance system) with much fewer studies examining the consequences of using other ODR systems. One exception was Olson-Buchanan and Boswell’s (2002) study on the effect of the “formality” of the voice mechanism used on retention-related constructs. They found that use of more informal voice mechanisms (e.g., communicating directly with the other party directly or seeking the assistance of a neutral third party) associated with lower intent to quit and less job search activity compared with more formal voice mechanisms (e.g., filing a grievance or seeking assistance from an outside agency or attorney). Interestingly, employees who used an informal voice method were no more likely to job search or intend to leave the organization than those who reported mistreatment yet chose not to voice through any means (informal or formal). This latter finding suggests that utilizing more informal ODR methods has no effect on promoting employee retention than if the employee simply did nothing (e.g., “suffered in silence,” Boroff & Lewin, 1997) in response to feeling discontent.

Taken together, research at the organizational and individual level indicates that while firms adopting ODR procedures are likely to experience positive outcomes (e.g., lower turnover rates), there is at least some evidence that actually using an organization’s ODR system (grievance
procedures in particular) associates with negative, or at best, neutral consequences for the individual. Below we discuss a couple of approaches to ODR suggested in the literature as having potential to maximize various criteria or goals for such systems (e.g., fairness, participant satisfaction, and efficiency; Prein, 1987; Sheppard, 1984; Thomas, 1982).

Summary. The two early theoretical approaches, exit-voice-loyalty and due process (now termed procedural justice) continue to serve as a basis for understanding the use, effectiveness, and outcomes of ODR systems. A new theoretical approach, “complementarities,” stresses the role of ODR systems in complementing other HR systems. On an organizational empirical level of analysis, there is some evidence that organizations adopt ODR systems to avoid unionization, yet other research indicates some organizations adopt ODR systems to enhance positive outcomes such as fairness. The relation between ODR system usage and effectiveness measures such as turnover or performance is not clear, due to mixed results or lack of empirical research. Several procedural justice factors have been shown to relate to ODR system usage (e.g., credibility and perceptions of the decision maker). A growing body of literature suggests individual factors play a key role in which, if any, ODR is used. Relatively little is known about the consequences of ODR system usage for the individual. While early research was discouraging in this respect, more recent research suggested ODR system usage may have neutral consequences for the individual.

MOVING FORWARD: THE MULTIOPPTION APPROACH

The practice and research of ODR systems have evolved considerably over the past century. While virtually all of the early organizational ODR systems were extremely similar in design (multilevel appeal systems), today there is a plethora of various ODR system options available (Feuille & Chachere, 1995). Interestingly, not only is there a variety of ODR systems across firms, but more and more organizations are implementing a variety of ODR system alternatives within firms. For example, Colvin's (2004a) qualitative study of the manufacturing firm TRW discussed the process by which the firm adopted two ODR procedures (e.g., peer review and nonunion arbitration). Colvin's study revealed that these two procedures were quite distinct in terms of their development, operation, and usage. Interestingly, divisions within the company varied in terms of the arbitration procedure format implemented. As further support of the variety of ODR alternatives within firms, recent empirical studies (cf. Batt et al., 2002; Colvin, 2003b) showed that adopting one ODR procedure (e.g., nonunion arbitration) was positively correlated with the adoption of another (e.g., peer review); yet, like many HR practices, whether the ODR system is available for a particular employee's use may vary by organizational unit or occupational group.
This change is even starting to take place in the union sector as well. True, the structure of virtually all unionized workplaces still features “collective voice” in the form of multistep appeal systems culminating in arbitration (Eaton & Keefe, 1999). However, there is growing evidence that unions are increasingly more accepting of alternative forms of voice, such as participative decision making (e.g., Saturn; Rubinstein & Kochan, 2001) and joint labor-management committees (e.g., Kaiser Permanente; McKersie, Eaton, & Kochan, 2004).

This trend is particularly encouraging because it is consistent with what we have learned from the procedural choice literature. That is, one size does not fit all. Individuals have varying preferences for ODR systems as a function of individual differences (e.g., loyalty; Olson-Buchanan & Boswell, 2002), nature of the conflict (e.g., Bemmels, 1994), and relationship with the disputants (e.g., Ewing, 1989) as well as several other procedural factors such as the characteristics of the final decision maker (Arnold & O’Connor, 1999). Indeed, offering a variety of ODR systems is consistent with the well-supported contingency model approaches in the general conflict literature (e.g., Sheppard, 1984; Elangovan, 1995, 1998) and the conflict literature specific to the organizational context as well (e.g., Jameson, 1999).

Offering several ODR system alternatives to employees within an organization is an important step forward to ensure more desirable individual outcomes, procedural fairness, and organizational effectiveness. Yet, as will be explained more fully in the following section, the research suggests that an even more comprehensive approach is needed to enhance individual well-being and organizational functioning. That is, the entire conflict experience, from the start of the dispute to the relationship among the disputants after ODR use, needs to be examined more fully in the research and considered more fully in practice.

FUTURE RESEARCH DIRECTIONS AND CHALLENGES

We see future research directions as falling under one broad general theme: broadening the scope of ODR system research to fully capture the complex nature and process of conflict resolution in organizations. The research, to date, primarily focused on a narrow aspect of dispute resolution, whether it be comparing organizations with a certain ODR system with those without that system or comparing individuals who used a certain ODR system with those who did not use that particular system. We believe to truly move this field of research forward it is critical to consider the full process of dispute resolution in the particular context of organizations. The process of dispute resolution involves experiencing and interpreting workplace conflict, seeking remedy (or not) for that conflict, and the consequences for the organization and the individual. This is a recursive process whereby prior experiences with an ODR system have implications for later dispute situations and resolution. The general research areas and the challenges researchers face in examining these issues are discussed next.
Contributing Role of Experiencing the Dispute

It is critical that future research on the consequences of resolving disputes through an ODR system tease out the independent effects of experiencing conflict from the effects of voicing that conflict via an ODR system. Recently, Boswell and Olson-Buchanan (2004), who showed the negative consequences for filing a grievance were due at least in part to the dispute that precipitated the grievance filing, highlighted this issue. Researchers need to move beyond the traditional approach of simply comparing ODR system users to nonusers. Instead, we need to better understand the relative roles of having or not having a dispute versus using or not using a particular ODR method. Only then will we truly understand the consequences of using an organization’s ODR system. A similar approach could be taken at the organizational level. Research often relies on ODR usage rates as a proxy for workplace discontent. Yet if we were to examine workplace discontent separate from voicing discontent, we would have a much better understanding of the effectiveness of ODR systems in organizations. That is, what are the organizational consequences for a high level of workplace discontent that is not pursued in an ODR system and/or pursued through other organizational voice options (e.g., climate survey)?

The Organizational Context and Its Influence on Interpreting and Responding to Disputes

Experiencing and resolving conflict within organizations is, in several ways, a particularly complex context. First, many of the disputants have ongoing relationships with each other. The desire to maintain (or recover) an ongoing work relationship may influence whether a potential conflict situation is interpreted as a dispute in the first place and which ODR system, if any, is selected to resolve it. Accordingly, whether and how the dispute is resolved may have important psychological consequences for parties to the dispute. Other consequences, such as the political repercussions for dispute resolution, would also be a consideration for many individuals. The current legal context that organizations face provides another interesting backdrop for how a dispute might be interpreted and resolved. That is, the threat of litigation or setting a dangerous precedent for other employment situations may influence how disputes are addressed within the organization. While research has identified some of these factors as being relevant to procedural choice (e.g., Jameson, 1999), more attention needs to be focused on how these factors may influence whether a dispute is identified as such, whether and how it is resolved, and the associated organizational and individual consequences.

The two previously mentioned research issues highlight the need for future research to examine the entire conflict management process, from experiencing to interpreting and ultimately responding to a dispute. Ideally, research would also take into account the role of prior experiences with an
organization’s ODR system as well as prior relationships among the parties involved (and changes in relationships upon using, or not using, the ODR system). Of particular value would be longitudinal research designs that take into account the temporal and complex nature of conflict resolution. Such longitudinal research would need to move beyond a single time-lag approach (e.g., Time 1–Time 2) but, rather, would need to follow individuals as they experience and seek to address multiple workplace disputes.

*Broader Operationalization of Employee Voice*

Hirschman’s (1970) original depiction of voice was a broad continuum—everything “from faint grumbling to violent protest” (p. 16). Yet, the literature that has examined his predictions has seemingly operationalized voice as a dichotomy; specifically, grievance filing is equated with voice. Indeed, it was assumed that employees who did not choose to address a perceived dispute through a grievance procedure must be “suffering in silence” (Boroff & Lewin, 1997). Recent empirical evidence counters this assumption, demonstrating that, in fact, the overwhelming majority of non-grievance-filers pursue the resolution of their dispute through some other means (Olson-Buchanan & Boswell, 2002). Clearly, an increasingly wider range of voice options (and ODR options) is available to employees to voice their discontent or resolve disputes and, in fact, employees are using them. What are the consequences to the disputants for using these other ODR procedures?

A related question that needs to be examined further is why or how individuals choose among possible ODR systems. The procedural choice literature has identified a number of individual difference variables (e.g., gender) that relate to this question. In addition, there is some evidence that the nature of the dispute and the employee’s relation with the organization (e.g., loyalty) play a role in how one may choose to resolve a dispute (Olson-Buchanan & Boswell, 2002). While we know that there are certain factors that relate to individual choice of ODR procedure, we know little about their relative importance or about how these factors may interact with one another. It would be especially useful to examine the relative contributions of these factors (e.g., individual differences, attitudinal, and nature of dispute) to ODR choice decisions.

Similar issues should be addressed at the organizational level of analysis. That is, what factors influence how organizations choose to address workplace disputes and/or the decision to adopt various ODR options? Continued research on organizational/HR strategies and environmental pressures for adopting (or not) different ODR systems is likely to be particularly informative in understanding why organizations choose different methods over or in concert with others.

One challenge inherent in examining a broader range of ODR options is how to assess the usage and effectiveness of certain procedures. For example, employee use of the more informal dispute resolution options
(e.g., direct communication) are unlikely to be recorded by an organization, thereby preventing researchers from utilizing archival data. Researchers would thus rely on employee self-reports, which are limited by retrospective biases. Another challenge posed by incorporating a broadened operationalization of voice in research design is that employees may use multiple ODR options to voice any one dispute; this is likely to be increasingly the case as organizations implement more multioption approaches to ODR. Similarly, an individual may have experienced multiple incidents of conflict during the period of study, each incident perhaps voiced through different (or multiple) methods. Assuming organizational records are not available or incomplete with regards to usage and outcomes of the differing methods (across multiple disputes), researchers are left challenged with collecting quite complex data (e.g., inquiring about multiple disputes and possible use of multiple ODR options for each dispute) for each study participant. Olson-Buchanan and Boswell (2002) faced this dilemma in their study of formal and informal voice methods, choosing to have respondents focus on the most severe incident of unfair treatment in the past year to address the issue of respondents potentially experiencing multiple incidents. Similarly, research by Boswell and Olson-Buchanan (2004) focused respondents on the most severe incident but also examined only one ODR mechanism (e.g., use of the organization's grievance system). Ideally, researchers would incorporate in their measures an assessment of the multiple disputes an individual might experience and the multiple methods an individual might use to voice these disputes. Though this might add complexity to the research design, such an approach would contribute to our understanding of the use and effectiveness of different ODR methods and under what conditions.

The Role of Proactive Voice Systems

Related to the notion of broader operationalization of employee voice is the need to better understand the role of proactive voice systems. While much of the extant research has focused on resolving workplace disputes, more work is needed on systems put in place to address and possibly prevent occurrences of the incidents that led up to the use of ODR (Lewin, 1999). For example, Kaminski (1999) discussed the use of problem-solving teams, employee participation in decision making, and labor–management committees as providing employees “a genuine opportunity to influence decisions over a broad range of issues before action is taken” (p. 220). Identifying potential problems by incorporating additional voice mechanisms such as systematic employee attitude surveys and focus groups in concert with more reactive voice mechanisms such as grievance systems may be a particularly effective approach. Though there is significant research focused on participatory work structures as well as enhancing employee perceptions of justice, future research would benefit by examining how these practices integrate with ODR systems. Investigating proactive voice systems in combination with more traditional ODR
systems of focus in this chapter would contribute to the theoretical models of employee voice and provide practical insight into how organizations can best manage workplace conflict.

Broader, Long-Term Examination of Consequences

Our knowledge of the individual-level consequences of ODR system usage is limited. In particular, little, if any, attention has focused on the psychological outcomes, such as psychological strain, of using or not using an ODR system to address a dispute. How might an organization develop or utilize mechanisms, such as employee assistance programs or managerial training to mitigate such outcomes? Also, how might individual responses play out over time? That is, if others notice and react to individual reactions, does this create a downward spiral of heightened negative reactions?

Similarly, at the organizational level, extant research has focused on retention related and, to a lesser extent, on firm performance outcomes, yet other indicators of effectiveness exist. The effect of ODR system adoption and/or usage on organizational climate, work culture, or firm reputation (e.g., as an employer of choice) would be interesting to explore. Of course, organizational culture may also play a role in the effectiveness of ODR systems. Bendersky (1998) argued that organizational culture plays an important role in the implementation of ODR systems but also in whether or not employees use the system. She suggested that how disputes are actually resolved within the organization (the “implicit” system) might differ from how disputes are reported to be resolved (the “explicit” system). Empirical research is needed to examine more closely the role of workplace culture and norms on ODR system adoption, usage, and effectiveness.

Organizational-level research should continue to examine what ODR procedures are most effective for the organization and under what conditions, but from a longer term perspective. As previously noted, moving beyond single time-lag studies to research aimed about how ODR systems evolve over time and the respective consequences is needed. Of course, most interesting would be longitudinal research that examines both the precursors to ODR method use (or firm adoption of ODR methods) as previously noted as well as consequences of use (or of having such methods in place). This would contribute to our understanding of ODR as a dynamic process that involves procedural choice, consequences of that choice, and implications for future dispute resolution use and reactions.

Cross-Level Research

One final general research area we would like to highlight is the need to examine ODR issues across levels of analyses. For example, the current research approach is to focus either on firm adoption of an ODR system
or employee usage. Yet greater attention to how the adoption of an ODR system within a firm links to employee usage would be informative. Similarly, future research could examine ODR system effectiveness at multiple levels of analyses (e.g., for the firm, work group, or individual). This would be particularly enlightening in helping to resolve the somewhat separate research streams that have shown positive outcomes for firms adopting ODR systems (e.g., lower quit rates) but negative consequences for individuals utilizing such systems (e.g., higher turnover). Such research would require comparing across organizations but also taking into account the individual processes involved in using ODR systems.

The tendency for prior ODR research to focus on either micro issues or macro issues, in large parts, has been due to the tendency for researchers in specific disciplines to approach ODR from differing perspectives with different research questions. That is, I/O psychologists tend to be interested in individuals or groups of individuals while economists and industrial relations scholars tend to focus on the firm and/or bargaining unit. We would hope researchers continue to look to and draw from disciplines outside of their own to understand ODR systems. Interdisciplinary approaches to research are most likely to lead to a fuller understanding of the practice and effectiveness of ODR systems and provide the greatest insight on the implications for workers, organizations, and public policy.

There have also been practical considerations contributing to the micro–macro disconnect. When focused on the individual level of analysis, researchers can easily gain access to many individuals within one organization, but not across more than one organization. When organizational-level research is designed, researchers tend to focus on archival firm data (e.g., quit rates and grievance rates) and/or find it easier to identify one or a small number of respondents to report on the organization’s practices and outcomes. In addition to the access issue, multilevel research in the past has been limited by the statistical techniques available to researchers. However, recent developments in this area are likely to enable future research to better assess multilevel issues. For instance, more complex statistical techniques, such as repeated-measures regression and hierarchical linear modeling (cf., Hofmann, 1997; Koslowski & Klein, 2000), are increasing in use. These techniques enable researchers simultaneously to tease out individual-, group-, and organizational-level effects. From a design standpoint, firms may be increasingly amenable to conducting research across sites in order to gain an understanding of the determinants of high versus low performing units. Focusing on the establishment level (cf. Batt et al., 2002) and individuals within a firm’s various establishments is perhaps the most feasible and useful avenue to bridge the micro-macro gulf. We expect that as more multilevel data sets become available and researchers become well versed in multilevel statistical techniques, we will see more cross-level research.

In the past few decades, we have witnessed an evolution of ODR systems in both practice and theory. Though recent research has contributed
much to our understanding of dispute resolution within organizations, additional work is needed to more fully understand the complex nature and process of ODR. Addressing the specific issues discussed in the chapter will be challenging, but it holds the potential to contribute important insight on conflict management in organizations.
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11. ORGANIZATIONAL DISPUTE RESOLUTION SYSTEMS


Labor relations in the United States were once characterized by chaos and violence. From the “Great Uprising” of 1877 through the Great Depression of the 1930s, disputes between workers and owners and between labor and capital were addressed as much through pitched battles as through negotiation. This tragic history included deaths in notorious incidents such as Chicago’s Haymarket Riot of 1886, the Homestead Strike of 1892 in Pennsylvania, the 1913 Ludlow Massacre in Colorado, and more.

Conflict resolution in labor relations was simple, if brutal: Might made right. Workers, recognizing the imbalance of power between individual workers and large companies, attempted to organize themselves into unions. Unionists found themselves locked out of workplaces, with these lockouts enforced by armies of private guards as well as regular police.
Their efforts were met with hiring blacklists, jail terms, beatings, threats from armed Pinkerton detectives, and even death. They responded with violence of their own.

Such an approach to conflict resolution proved unsustainable. With the advent of the Great Depression, labor–management conflict appeared to threaten the stability of American commerce and the system of government. The U.S. Congress and President Franklin Roosevelt responded by establishing a new set of laws and practices with the intention of increasing industrial stability and order. Most prominent among these was the 1935 National Labor Relations Act, popularly known as the Wagner Act after its sponsor, Senator Robert Wagner of New York.

U.S. labor relations, which today continue to rest chiefly on the Wagner Act, institutionalize a conflict resolution system that was designed to minimize violence and disorder, while protecting the rights of management, workers, and their chosen representatives. Some 70 years on, the institution has faced challenges in adapting to changing times. In this chapter, we will review the major elements of this system, discussing recent trends and avenues for research. In our discussion, we give special consideration to attempts to transform the system from one that resolves conflict through negotiation between parties with a rough balance of power, accompanied by careful definitions of the rights of the parties, to a system that focuses relatively more heavily on the parties’ underlying interests.

HISTORICAL CONTEXT

Ury, Brett, and Goldberg (1988) observed that disputes could be resolved with reference to “power,” to “rights,” or to “interests.” In this conceptual scheme, conflicts resolved by power are those in which economic, physical, or political strength enables one party to force a solution upon the other. In rights-based conflict resolution, the focus is on rules and law—outcomes are not determined through power struggles but rather through calm deference to rules and procedures. Conflict resolution based on interests focuses on what the parties really need and care about. Ury et al. (1988) argued that healthy dispute systems are ones that focus most on interests, less on rights, and even less on power.

Power

Different eras in American labor relations have featured a variety of approaches to conflict resolution. Beginning in about 1875, American labor relations featured intense conflict for over 60 years. Early labor organizations such as the Knights of Labor, and subsequently, the various craft unions that made up the American Federation of Labor and the broader-based industrial unions of the Congress of Industrial Organization, attempted to
organize workers to fight for higher wages and better working conditions. Capitalists responded fiercely. Throughout the later 19th century, strikes by railroad workers periodically erupted in violence. Mines provided a similarly turbulent setting, as conflict between labor and management developed into armed battles in small towns surrounding coal mines in Kentucky, West Virginia, and Pennsylvania.

During the 19th and early 20th centuries, governments, both local and national, tended to enter the fray on the side of business. On the legal side, labor unions were treated by the courts as illegal conspiracies to restrain trade throughout most of the 19th century, and the Sherman Anti-Trust Act of 1890 applied to labor as well as to companies. Only with the 1914 Clayton Act did lawmakers declare that labor was not a “commodity” and that labor unions had a right to exist, but even this law made it simple for employers to seek injunctions against strikes and picketing. Business interests were supported not just by the courts but also by force: State militias and even the U.S. Army were occasionally called in to protect property rights.

Rights

The Great Depression and the New Deal of the 1930s brought about a new era in American labor relations. The National Labor Relations Act, signed into law by President Franklin D. Roosevelt in 1935, sought to establish labor peace, primarily by creating a balance of power between labor and management (Heckscher, 1996). Violence and force as the primary approaches to conflict resolution gave way to a new system of industrial relations (Dunlop, 1958).

This New Deal system relied upon a rough balance of power between the parties, giving both sides an incentive to come to the bargaining table, rather than resorting to strikes, lockouts, or violence. At the table, labor and management negotiated to establish sets of rules—embedded in fixed-term contracts—to govern the workplace. During the life of the contract, the parties attempted to resolve disputes by applying these rules. Disputes over the rules that could not be resolved directly between management and union representatives were typically solved through binding arbitration; outside neutrals were hired to hear the case, and their decisions were contractually binding on both parties. With the institutionalization of the new system, dispute resolution shifted from “power” to “rights.”

This system of rights-based dispute resolution comprised four key elements. First, the system established a set of rules for determining who, if anyone, would represent workers collectively. Disputes over the legitimacy of union representation had been a source of violent disagreement between workers and management; the new system provided a set of procedural steps to determine whether collective representation was desirable, and sought to ensure that workers could choose such representation free of coercion. Second, where workers chose unions, the system included
a set of practices for collective bargaining. Little other than “bargaining in good faith” was legally required, but over time, norms and experiences around labor negotiation developed. For example, the Supreme Court’s 1938 Mackay decision allowed companies to permanently replace striking workers (except in unfair labor practices strikes), but from the 1940s until the 1980s both parties viewed this as a drastic step and such actions were exceptionally rare. As another example, rituals that experienced bargain-
ers on both sides understood developed for bargaining (Friedman, 1994); these included public front stage displays of anger concurrent with pri-

vate backstage discussions and deal making. A third element of the sys-

tem was the mechanism for enforcing the contract that emerged out of the bargaining process—most notably grievance procedures and arbitration. Fourth, underlying the whole system was a philosophical agreement that managers had the right to make key workplace decisions. Workers did not engage in “managerial” acts such as determining company investment strategies or deciding how work was to be done.

Despite the advances created by the shift from power to rights, weak-
nesses in this New Deal system of industrial relations in the United States have been revealed over the past few decades (Kochan, Katz, & McKersie, 1994). The shift from power to rights was not, by design, a wholesale change. Power continued to play a large role in this system as the outcome of collective bargaining negotiations reflected the relative power of each side. On the union side, the strike was the main weapon. Management responded by preparing for threatened strikes through costly policies such as redundant production facilities and extensive buildup of inven-
tory. Will and brinksmanship also played roles in determining the result of negotiations. Over time, determined to avoid dealing with unions, managers began to work more aggressively and openly, even illegally, to prevent their employees from organizing. Companies moved production to states and countries with weaker labor laws and unions. Strikes became less effective and less credible, and the balance of power that required both sides to sit down at the bargaining table eroded.

The New Deal system produced labor contracts featuring legalistic rules at the shop floor level. These legalistic rules provided protection to workers, and managers also found some advantages in them; many best practices in human resource management in the nonunion sector had their roots in labor agreements. For example, progressive disciplinary processes that are now standard fare in HRM textbooks had their roots in union contracts that guaranteed due process to workers, as did the existence of standardized systems for promotion and pay, complete with rewards for senior workers (Jacoby, 1985).

But over time the accumulation of rules left workplace practices rigid. Unionized companies found it difficult to adapt to new situations, and as early as the 1970s, according to Kochan et al. (1994), managerial frustration with the inefficiencies associated with rules such as narrow job defini-
tions, seniority rights, and layoff protections began to drive companies to
resist unionization more strenuously and to hasten divestment of unionized facilities. Further, the idea that workers were supposed to be passive while management made decisions neglected the possibility that the labor force could contribute to the well-being of the company. The system did not encourage workers to share their ideas, and workers in turn made little commitment to improvements in productivity or quality.

Problems in the system were revealed sharply by foreign competition in the 1980s. Such competition impelled Americans to look more closely at their global rivals, especially in Japan and Europe, where labor-relations systems seemed to be less rule bound and adversarial than in the United States. In Japan, for example, unions appeared to be more readily accepted by management, and negotiations were less focused on conflicting interests. Japanese production systems required employees to contribute actively to the improvement of production processes (Dore, 1992); this involvement was closely linked to Japanese manufacturers’ dramatic achievements in the realms of productivity and quality (MacDuffie, 1995). In Germany, to take a second example, the right of unions to exist was embedded in the national constitution, and workers’ representatives were entitled to seats on the boards of directors of all large companies. These countries provided alternative models for thinking about how labor–management conflict could and should be managed in the United States.

Critics on both sides saw the rights established by the Wagner Act as antiquated, unsuited to modern circumstances. On the management side, provisions of the act designed to prevent employer-dominated unions impeded employee involvement and team-based decision making. Unions, in contrast, saw their rights to organize and represent workers rendered increasingly ineffective as capital grew more mobile and managers became ever more determined to avoid unionization. The Dunlop Commission, which President Clinton appointed and which included representatives from both sides, suggested a set of reforms aimed at modernizing labor law (Kochan, 1995), but these proposals went nowhere.

Interests

Some 40 years ago, in their influential *A Behavioral Theory of Labor Negotiations*, Walton and McKersie (1965) distinguished “integrative,” problem-solving negotiation from “distributive,” zero sum bargaining. Walton and McKersie analyzed these two processes as well as actions inside labor and management (which they dubbed “intraorganizational bargaining”) and the formation of preferences (“attitudinal structuring”). Appearing at the apogee of the rights-based New Deal system, Walton and McKersie’s framework—in particular, their focus on the tensions between the power-oriented tactics of distributive bargaining and those approaches that generate gains for both parties—has provided guidance to subsequent generations of analysts of labor negotiations.
The chief actors in American labor relations have continued to find it difficult to capture the joint gains that Walton and McKersie (1965) suggested would accrue to parties that were effective in integrative bargaining. The Ury et al. (1988) framework suggested a common source for these difficulties. Parties that are particularly successful in integrative bargaining are those that are able to identify and focus on their underlying interests. Such identification and focus enables the parties to achieve solutions to specific issues that cost one party relatively little but yield significant advantages to the other. Yet all four elements of conflict resolution under the New Deal system are based on the parties’ power and the rights established by the law, rather than on a focus on underlying interests. The rights established by the New Deal framework are poorly matched to a 21st-century economy, and increasingly, the imbalance of power between labor and management means that solutions acceptable to both parties are harder to craft at the bargaining table. New approaches to labor–management dispute resolution in the United States, in contrast, have the virtue of drawing on conflict resolution strategies geared toward solving problems based on the parties’ interests.

In the following sections, we will review existing research on the four elements of conflict resolution in the labor relations system in the United States, as well as new directions within each element. Because the practice of labor relations is embedded within legal and political systems, and business practices, that vary considerably across country boundaries, we concentrate our discussion on the United States, drawing comparisons with experiences in Canada and other countries occasionally where they help us to understand American practices.

**ELEMENT 1: ORGANIZING**

The first element of conflict in labor relations stems from attempts to determine the extent and form of collective representation, most fundamentally, whether or not a workplace should be unionized. Many American workplaces offer forms of dispute resolution in nonunion settings, but initiation of union representation in the United States requires a formal organizing process. At the time of the passage of the National Labor Relations Act, the introduction of this process represented a major change in approach to conflict. “Recognition strikes,” in which workers walked off their jobs with their main objectives being to force management to deal with their union, had often been highly adversarial, ideologically charged, and even violent. These bitter power struggles were replaced by an election overseen by the National Labor Relations Board (NLRB), complete with rules of conduct for the campaign, and an outcome determined by a majority vote of workers in the relevant bargaining unit. The Wagner Act channeled conflict over the legitimacy of union representation into a democratic decision process; the 1947 Taft–Hartley amendments to the
Wagner Act established limits on the conduct of not just management but also labor unions during this process.

Subsequent research on the organizing process focused on two sub-streams: how worker attitudes and demographics affect voting behaviors, and the strategies and tactics used by unions and companies to promote or resist unionization. The first body of research investigates differences in attitudes and characteristics between union members and nonmembers and between unorganized workers who have the intention to participate in union organizing or to join a union and those who have no such intentions. The research identifies a number of factors that affect worker attitudes toward unions. For example, wages and working conditions have consistently been important factors (Farber & Saks, 1980; Haberfeld, 1995), and labor political ideology has been associated with prounion attitudes (Haberfeld, 1995; Kochan, 1979). Among these factors, two variables consistently stand out as decisive attitudinal variables, namely, job dissatisfaction and perceived union instrumentality (Barling, Fullagar, & Kelloway, 1992; Brett, 1980; Fiorito, 2003). People are more likely to join unions if they are dissatisfied with their workplace and if they see unions as able to solve the problems that they face at work. Studies have also found that prounion attitudes are strongest among low-socioeconomic-status workers (Cornfield & Kim, 1994); women, minorities, and immigrants are more likely to favor unionization than are White male workers, and are thus increasingly becoming the targets of union organizers.

The rate of union membership in the United States is today lower than at any time since the New Deal legislation was passed, having dropped from 35% of the workforce 50 years ago to 12.5% in 2004 (Mishel, Bernstein, & Allegretto, 2005). In the private sector, fewer than 10% of workers belong to unions. If the New Deal system were working effectively to resolve conflict over the extent and form of collective representation, this decline in union representation could be seen as a straightforward reflection of workers’ lack of interest in unionization. Yet, some evidence suggests this view may be misguided. For example, a comprehensive survey of American workers suggested that about a quarter of American workers would like to belong to unions (Freeman & Rogers, 1999), and the same survey showed that this share would be even higher if the survey question simply replaced the word union with a description of activities associated with collective representation, evidently because some workers have a negative impression of unions even where they believe that bargaining as a group could enhance their welfare.

The mismatch between surveyed preferences and actual union membership indicates that the research substream focused on organizing tactics may well be important. The disconnect suggests, as Bronfenbrenner (1997) argued, that union organizing campaigns play a more important role in election outcomes than do factors such as employer tactics, bargaining unit demographics, or organizer background. To take one example, a grassroots or rank-and-file organizing strategy significantly increases
the probability of a winning organizing campaign (Bronfenbrenner & Juravich, 1998; Delaney, Jarley, & Fiorito, 1995; Nissen & Rosen, 1999). This strategy includes having well-educated, young organizers meeting directly with potential union members, often in community organizations such as churches. It also includes new goals such as equal pay and child care.

In contrast to the focus on organizing tactics, other scholars attribute the decline of unions to overt company resistance (Farber, 1990; Kleiner, 2001; Fiorito, 2003) in the form of union substitution and suppression (Kochan & Katz, 1988; Wolman, 1936). Union substitution strategies include offering good compensation and fairness to workers and employee involvement programs (Kleiner, 2001). Whether or not these positive employment practices are designed with union avoidance in mind, the practices do have the effect of reducing worker dissatisfaction, thus weakening one of the main reasons workers join unions (Kochan, 1980). Examples of the union suppression strategy include firing of known union supporters, captive audience speeches by supervisors, and failing to bargain seriously over first contracts (Bronfenbrenner, 1997; Kleiner, 2001). Union suppression tactics have consistently had detrimental effects on the process of organizing and collective bargaining (Cohen & Hurd, 1998; Cooke, 1983; Freeman & Kleiner, 1990; Freeman & Rogers, 1999).

In the past three decades, it has clearly become increasingly difficult for unions to win organizing battles. One of the original purposes of the Wagner Act was to promote collective bargaining as a preferred means for resolving workplace conflict, granting workers the right to organize and protecting this right with legal support for the organizing process. But the law is now 70 years old, the provisions of the act that support the right to organize are dated, and the penalties for management for breaking the law are small (Budd, 2005). For example, while it is illegal to discharge workers for engaging in union organizing activity, the associated penalty is merely that the discharged employee receives reinstatement with full back pay—with the back pay being reduced by any earnings enjoyed by the employee in another job.

Current public policy and the relative balance of power between labor and management suggest that collective bargaining is decreasingly likely to be chosen as a vehicle for conflict resolution in the American workplace. In short, the balance of power in this element of labor relations clearly resides with management. Antiunion company campaigns are increasingly sophisticated, and further, companies have shifted large amounts of work to places where unions find it either difficult or impossible to organize workers (Budd, 2005). The extent to which this constitutes a challenge for U.S. labor relations lies somewhat in the eye of the beholder; management lobbying, for example, has contributed to the defeat of attempts at labor law reform that would make it easier for unions to organize workers. Nevertheless, a number of new approaches aimed at altering the process for resolving conflicts over organizing have emerged.
New Trends and Alternatives

Card Check. Traditional organizing in the United States requires at least 30% of employees in a bargaining unit to sign cards saying that they are interested in a union before the NLRB will call for an election. A period of campaigning by each side follows the presentation of the cards to the NLRB, which supervises a vote at the end of this period. If over 50% of the workers vote “yes,” then the union is certified as the exclusive representative of the workforce, and management is required to bargain with the union in good faith (Gold, 1998).

An alternative to this process, favored by unions, is a “card check” procedure in which employers agree to recognize the union if over 50% of the employees sign a card saying they want a union. Card check agreements avoid the often acrimonious recognition campaign. This idea is attractive to some companies, especially in service industries like hotels because the period of open campaigning can lead to very tense employee relations. Even if the union is defeated, the open campaigning of a traditional election may cost the company dearly in bad service to customers and bad employee relations. Some countries have legislation that allows recognition of unions based solely on card check without management agreement. The United Kingdom, for example, introduced a card check system in 2000. Some provinces of Canada, similarly, recognize unions based on card check (though it should be noted that several provinces have actually eliminated card check in favor of mandatory voting in the past three decades; Johnson, 2002).

The card check system works in favor of union recognition. In the United States, Eaton and Kriesky (2001) examined organizing experiences under 118 separate written agreements that include a neutrality agreement or card check provision. They found that card check agreements reduced management campaigning, as well as the use of illegal tactics such as illegal discharge of employees and illegal promises of benefits, and substantially increased the union recognition rate. Neutrality alone apparently had much less effect. Johnson (2002) found, in a study of nine Canadian jurisdictions, that mandatory votes reduce certification success rates by approximately 9% below what they would have been under card check. Riddell (2004) found that when British Columbia switched from a card check to a mandatory vote system in 1984, union success rates declined by an average of 19% during the voting regime. When the law changed again in 1993, back to a card check system, the union success rate returned to its original level.

Prerecognition Negotiation. Estreicher (1993) argued that allowing labor and management to negotiate before a union is recognized could offer benefits to both sides. In U.S. labor law, management may not control or guide the process by which workers select a union—that could lead to “company dominated” unions. Estreicher suggested, however, that anti-union campaigning by management stems in part from fears that a union
would make unreasonable demands. Discussion of issues with union leaders before an election, therefore, might lead to less overt resistance of unionization; where management did continue to campaign against the union, such campaigning would draw more on firsthand experience and less on ideology or preconceived ideas.

Saturn Corporation provided an example of how prenegotiation might work (Rubinstein & Kochan, 2001). Labor leaders from the United Auto Workers (UAW) worked with General Motors (GM) management to design this company (wholly owned by GM). Representation at Saturn started with the premise of cooperation and voluntary recognition rather than with an adversarial process; employees at the new facilities did not have to organize, campaign, or vote in order to be represented by a union. Management accepted the union from the start. Both union and management had a say in how the company was structured, and labor and management “co-manage” Saturn, from the first-level manufacturing teams up through top management level.

**Corporate Campaigns.** A more contentious alternative used by unions is the corporate campaign. This strategy seeks to exploit systematically the company’s relationships with key stakeholders (Manheim, 2001). Through corporate campaigns, unions attempt to bring public attention to negative aspects of company behavior, in effect using this publicity to increase their power to compel the company to restrain itself during an organizing drive or a bargaining encounter (Jarley & Maranto, 1990). Corporate campaigns can build morale and commitment among union members; and they are cost effective for unions, both in terms of resources and in diminishing members’ risks of job loss (Perry, 1996).

The emergence of corporate campaigns generally is traced to the tactics used by the Amalgamated Clothing and Textile Workers Union during the mid-1970s in its effort to organize selected plants of the J. P. Stevens textile company (Perry, 1987). There, the union used negative publicity to embarrass the company into accepting the union, with a strong focus on shareholders, customers, employees, and regulators. Perry (1987) found that an employer’s sensitivity to adverse publicity and a union’s ability to escalate a conflict “beyond the level of a simple labor dispute” were the primary determinants of union success in the 10 corporate campaigns he studied. Jarley and Maranto (1990), by contrast, argued (based on a study of 28 campaigns) that such sensitivity is not enough—corporate campaigns are most effective when used together with traditional organizing activities.

**ELEMENT 2: COLLECTIVE BARGAINING**

We now turn from organizing to the process of collective bargaining once a union is elected and recognized. Where unions achieve legal recognition,
labor and management turn (in the New Deal system) to bargaining over the set of rules that govern the workplace. These negotiations have been the subject of a number of studies (Douglas, 1962; Friedman, 1994; Walton & McKersie, 1965). The process typically produces a fixed term (e.g., three year) contract that covers wages, benefits, and job rules. Typically, each party begins by gathering information about what its constituents want and then by presenting a “wish list” of requests to their counterparts when negotiations begin. These exercises make up one part of what Walton and McKersie (1965) termed “intraorganizational bargaining.” From the union side, the wish list provides a public display of its fight for its members’ needs and shows the membership that union leaders are in control of the process. This tactic enhances constituent trust in the bargainers, giving them more freedom to act during negotiations.

Despite these public displays, which create the appearance of wide gaps between the parties’ demands, representatives of labor and management usually negotiate quite effectively because there are countervailing “backstage” contacts between the parties. With experience, actors on each side develop enough understanding of the ritual so that true intentions can be read through subtle signaling (Friedman, 1994). Thus, while more distributive bargaining occurs front stage, more integrative bargaining occurs backstage. That is, in public, negotiations appear to be largely win–lose and highly positional. As one union representative explained, “There is a lot of show. My guys love it. I have had arbitration cases where I will bring in 25 guys and put the show on, and they don’t remember I lost the case” (Friedman, 1994, p. 87). However, behind the scenes, experienced negotiators often know that they need to explore the other side’s underlying interests and try to find ways to address those interests. One lawyer explained that, when meeting in private, “I am not trying to impress my clients. In that environment, communication is much more candid” (p. 95), while another said, “Those discussions are often very helpful because the signals may not be that clear across the table; there may be a misunderstanding” (p. 96). In this way, Friedman (1994) expanded on Walton and McKersie (1965) by identifying where and when integrative and distributive negotiations take place.

Further research has provided insight into other aspects of the process. Friedman and Podolny (1992) found that boundary spanning between labor and management negotiators can be split into those who send information to the other side (“representatives”) and those who receive information from the other side (“gatekeepers”). The separation of these two roles becomes more pronounced as the stresses of approaching the contract expiration date approaches.

Communications scholars have also studied interactions between negotiators. Putnam and Jones (1982), for example, found that labor negotiators tended to reciprocate each other’s tactics, especially following integrative moves such as problem solving with other integrative tactics. The two sides also reciprocated distributive tactics, but in a complementary
way with labor relying on offensive strategies (e.g., attacking arguments, rejections, and threats) and management employing defensive maneuvers (e.g., self-supporting arguments, demands, and commitments). When either side shifted and began using the other side’s specialized tactics, especially if it formed a tight predictable pattern (e.g., attacking argument followed by threat followed by counterthreat), the negotiation was likely to end in impasse. Negotiators obtained better outcomes through effective use of complementary tactics, such as when companies responded to union offensive moves with defensive moves of their own.

At a more microlevel, Putnam and Geist (1985) found that different patterns of argumentation were used for different types of issues in the final agreement. Negotiators dropped some issues, retained some in the final contract, and transformed others. For transformed issues, negotiators often fundamentally changed the definition or approach to the issue (e.g., a problem with equitability in supporting insurance premiums became a problem with the insurance carrier and type of coverage in the package). When issues underwent this type of transformation, it was not because new information was added to the discussion, but rather because one or the other party changed the way that it constructed its arguments on the issue. For example, an issue that was transformed began with competing “policy claims,” and then shifted to “declarative” claims. “Shifting types of claims allowed bargainers to build on each other’s arguments, creating an integrative solution by reformulating the initial proposals” (Putnam & Geist, p. 242).

Research has also investigated broader strategies for collective bargaining. For example, one issue of central concern to both parties is the extent to which bargaining across multiple units should be done in a coordinated way. The most pronounced example of coordinated bargaining is called “pattern bargaining,” which is especially strong in the automobile industry. The UAW seeks to ensure equivalent wages and working conditions among the biggest auto employers so that employee wages are not the source of competition among auto companies. Pattern bargaining has some important positive effects for unions and their leaders: It produces higher economic payoffs than other bargaining strategies (Marshall & Merlo, 2004) and reduces political conflict among union members so that leadership stability is enhanced (Budd, 1995). Most importantly, there is strong evidence that for many years pattern bargaining has been effective in terms of creating common contracts. Budd (1992) found statistically significant “spillover effects” of target settlements among the Big Three automakers, although these effects declined in the 1980s compared with the period from 1955 to 1979. Erickson (1992, 1996) also found a strong wage pattern in the automobile industry in the 1970s and described a weakening of pattern bargaining since the 1980s, probably due to increasing competition among firms both domestically and internationally. Voos (1994) argued that pattern bargaining did not end with more extensive competition in the 1990s. Rather, it shifted to a more sophisticated and subtle
form, such as when cooperative agreements establishing labor–management partnerships at Inland, Bethlehem, and National Steel, in effect, “set the pattern for the industry, including U.S. Steel” (p. 20).

Existing research helps us understand how and why labor negotiations happen the way they do, but studies also suggest problems with the traditional approach to negotiation. First, while we can understand the rituals of labor negotiations, we also see that such rituals can be counterproductive if interest-based bargaining is a goal. It becomes harder to focus on interests when the parties first engage in rituals that attempt to draw attention to publicly high levels of conflict between them. The scope for integrative bargaining is limited in the traditional labor–management processes, because it must be accomplished away from the public eye, during periods of high time pressure, and without the broad support of the affected parties’ constituents. Second, where one or both parties pursue centralized rather than local bargaining, perhaps as a source of leverage, conflicts may be resolved in ways that fail to address the local needs of labor and management. Centrally created rules, bargained across multiple sites, provide little of the flexibility that would enable the parties to address the specific needs of particular local facilities. Thus, conflict resolution in the collective bargaining process often misses the core interests of both sides.

Mediation, often supported by the government through the Federal Mediation and Conciliation Service, is also a well-established aspect of U.S. labor relations. Mediators can help both sides reach settlement (Kolb, 1983), but it is not clear that mediated settlements address the parties’ underlying interests. Labor mediation too often focuses on avoiding an impasse, not necessarily addressing interests (Simkin, 1971).

The law requires the parties to bargain in good faith with one another, but beyond this requirement, the rights of the parties matter less than the balance of power between them. Unions’ weapons include the strike and the corporate campaign (previously detailed); management may threaten to lock employees out of work or to move production away from unionized facilities to nonunion workplaces. Settlements reflect the power of the parties—which party needs the other more and which party can make more credible its threat of hurting the other side (and itself; Schelling, 1980). Over the past two decades, the share of labor negotiations that have actually resulted in strikes or lockouts has shrunk substantially. It is not clear to what extent this lack of observable strife reflects the parties’ ability to resolve genuinely competing interests. It is also possible to see this relative labor peace as a product of an overwhelming shift in the balance of power toward the management side.

In sum, contemporary labor negotiations continue to feature a considerable amount of contentious, two-party distributive bargaining. New approaches, however, also characterize contemporary American labor relations, and these have a common theme: an increased emphasis on integrative, problem-solving approaches to labor–management disputes. In what follows, we review some of the more popular recent initiatives. We
also note that despite the advances in research that we describe, our understanding of the labor negotiation process in practice remains incomplete: Research has been limited by difficulty of access to actual labor negotiations and by a shift from research in field settings toward more laboratory-style methods (e.g., highly controlled experiments with student subjects).

New Trends and Alternatives

*Interest-Based Bargaining.* Recognizing the dysfunctions of traditional bargaining, some scholars examined what it would take to change the bargaining process toward one that more effectively addresses the parties’ underlying interests. Friedman (1993) found that the extent and effectiveness of interest-based bargaining depended on each party’s trust in its counterpart, and that such trust was especially important for the union side. The concern among union leaders is that negotiations based on information rather than power will leave unions at a disadvantage, because union staffs are typically far smaller than those of companies. Friedman (1994) also found that negotiator roles and constituent expectations could impede a shift to interests-based bargaining in labor negotiations; successful shifts to interest-based bargaining require buffering negotiators from constituent pressures and bargaining-team role pressures.

Walton, Cutcher-Gershenfeld, and McKersie (1994) were more optimistic than Friedman (1994), citing cases in which labor and management were able to “foster” a more positive relationship, including more interest-based negotiations. Their case studies in the auto supply and paper industries in the 1980s and early 1990s suggested that a fostering strategy may emerge as an original managerial initiative but that a common alternative scenario was for such “fostering” to follow a period in which management attempts to force change aggressively, but is rebuffed by the union. However, Walton et al. noted that in some cases (e.g., International Paper’s mill in Jay, Maine) management was not restrained by the union: In these cases, the deployment of power enabled management to achieve settlements that served its interests but offer relatively little to the union or workforce.

*Decentralized Bargaining.* Experiments with interest-based bargaining in the labor arena have been sporadic. One more substantial trend is a shift to decentralized bargaining. This is characteristic not only of the United States. Western European countries that once featured national-level bargaining, such as Sweden and Germany, have also seen shifts toward industry- and company-level negotiations, a trend that Traxler (2003) referred to as “organized decentralization.” In the United States, decentralization has been taken even further: Since the 1980s, bargaining has shifted from company and industry-level negotiations to enterprise- or plant-level bargaining (Katz, 2004).
While decentralization is widely acknowledged, researchers have not reached a general agreement on the forces behind it. One of the most commonly agreed-upon explanations for bargaining-structure decentralization is that it results from a relative shift in power toward management, away from labor (Eaton & Kriesky, 1998; Katz, 1993). While some unions may prefer decentralization (if they prefer local bargaining or can benefit from whipsawing—playing one company off another in order to gain better contracts), unions generally find that negotiating in larger units gives them more power at the bargaining table. Companies, by contrast, prefer decentralized bargaining since smaller unions have less leverage over companies and thus cannot demand as much. Whether decentralization or centralization prevails depends on the relative power of the two parties (Eaton & Kriesky, 1998; Hendricks & Kahn, 1982). As union density has declined in the United States, companies have been able to demand more decentralized bargaining, amplifying and accelerating the redistribution of power.

Decentralization may also reflect increasingly competitive product markets and stronger demands for flexibility by employers. Competition leads employers to seek more productive work systems and to reduce labor cost (Voos, 1994). Decentralized bargaining tends to allow for more flexible labor agreements that include features such as team systems and pay for performance compensation methods (Katz, 2004; Kochan, Katz, & McKersie, 1994). Decentralization is also driven by diversification in corporate structures and fragmentation in worker interests (Katz, 1993). It is worthwhile to note that these factors may have different effects on different industries or companies. For example, case studies show that competition played an important role driving decentralization in the auto industry (Katz, MacDuffie, & Pil, 2002) but was less central to the same trend in the paper industry (Eaton & Kriesky, 1998).

Interest Arbitration. An alternative way to resolve conflicts in the negotiations process comes from the public sector, where strikes are illegal and arbitration is often mandated by statute. Interest arbitration usually involves the selection of a neutral third party to resolve a bargaining impasse. The arbitrator hears the positions of both sides, and then makes a final and binding decision regarding the terms of the contract.

Some claim that interest arbitration plays an important role in encouraging collective bargaining by balancing the power of the two parties, by clarifying the bargaining zone, and by providing the parties with incentives to make reasonable proposals (Farber & Katz, 1979; Feuille, 1979). On the other hand, there are criticisms of interest arbitration, and the most common fall into two categories: the “chilling effect” and the “narcotic effect.”

The “chilling effect” of interest arbitration stems from the concern that the parties will find it difficult to reach an agreement on their own, if either believes that the other side will make an extreme proposal and then invoke arbitration in hopes that the arbitrator will “split the difference” and make
an award that favors the more extreme party. Research into the extent to which interest arbitration has this effect has yielded mixed results. One recent study found that bargaining units covered by compulsory arbitration are 8.7% to 21.7% more likely to have an impasse than bargaining units are in sectors that provide the right to strike (Hebdon & Mazerolle, 2003). Yet Farber (1981) argued that exogenous factors might affect arbitrators’ decision making so the expected outcome may not be the midpoint between the two sides. Farber and Katz (1979) also argued that the uncertainty created by arbitration outcomes gives parities the incentive to negotiate and reach a settlement.

The “narcotic effect” refers to the concern that once the parties start using interest arbitration they will become increasingly dependent on it in subsequent negotiations. Here, too, empirical findings have been mixed, with some studies finding this effect (Butler & Ehrenberg, 1981; Hebdon & Mazerolle, 2003), but others failing to do so (Champlin, Bognanno, & Schumann, 1997; Chelius & Extejt, 1985).

Living Contracts. Another trend toward more integrative approaches to conflict resolution is more radical. “Living contracts” do away with the notion of fixed rules that remain in place for the duration of a contract. Living contracts provide for an ongoing, cooperative bargaining process between labor and management that allows rules to be changed when circumstances change during the life of the contract. This approach is not pervasive, and it is relatively early to assess the promise of this trend. Where there is enough trust between labor and management, living contracts can help overcome some of the rigidities that managers and observers see in a New Deal style approach to workplace dispute resolution.

In the late 1980s, for example, living contracts between the Rochester school district and its union helped it to smooth the operation of the schools and establish a timely problem-solving mechanism (Urbanski, 2001). Since 1993, 11 major San Francisco hotels have implemented living contracts. These contracts helped the hotels compete effectively (in particular, weathering the 2001–2002 recession), enhanced workers’ job security, and provided a platform for workers’ skill acquisition (Korshak, 1995; Tate, 2004). Labor-management cooperation, however, is a key foundation of a living contract, and such cooperation is difficult to sustain. Many of the same San Francisco hotels that were considered prototypes for the implementation of living contracts have quite recently developed conflicts that threaten their cooperative relationships and the extension of the living contract (Tate, 2004).

ELEMENT 3: GRIEVANCES AND ARBITRATION

The “living contract” notion notwithstanding, in American labor relations a contract settlement establishes the rules of the workplace. Conflict,
however, does not end with the signing of the labor contract. Throughout the life of the contract, disputes continue to arise between workers and managers. For example, employees feel that they have been improperly fired or demoted, been assigned job tasks they should not have to perform, or been paid an incorrect wage for jobs they were doing. Nearly all labor-management contracts establish processes for resolution of such disputes: most typically, grievance procedures.

American contracts and practice typically require workers to follow managerial direction except, perhaps, where they believe doing so would jeopardize their own safety. Should workers believe that managerial directions run contrary to the rights established in the labor contract, the workers might file formal grievances. Labor and management commonly set up a “three step” procedure for handling these grievances. Each step provides an opportunity to resolve the dispute: Representatives of both sides meet to examine what happened, to measure it against the contract, and to see if they can come to an agreement about what should be done next (Holly & Jennings, 1994). If low-level meetings do not lead to resolution at the first step, then the next step includes higher level managers and union officials. If the parties remain at impasse, the case may go to arbitration, where an outside third party is hired to hear the case and make a binding judgment.

Just as the NLRB election procedures offered clear advantages over the recognition strike, the grievance and arbitration processes offer advantages over strikes to resolve disputes over the interpretation of the contract. The three-step grievance process is less disruptive than strikes for settling these disputes, and most contracts have a “no strike” clause that prohibits the use of strikes (or lockouts) as a way to resolve disputes while the contract is in force. The no-strike provision ensures that conflict resolution over the life of the contract is rule based rather than power based.

The system is not perfect. Arbitration is slow, expensive, and prone to “split the difference” results. The average arbitration case costs $3,209 and takes an average of 473 days from initiation to resolution (Goldberg, 2005). Further, because arbitrators want to be hired again (and depend on the good will of both the union and the company to be hired again), they often end up compromising rather than trying to find an answer that actually meets the underlying interests of the parties or who is “right” (Bazerman, 1985).

Because dealing with grievances can be costly and time consuming for management, the simple filing of grievances may be used as a source of leverage by unions, and researchers often turn to grievance rates as an indicator of how good or bad relations are between labor and management. For example, studies of the relationships between work systems and organizational performance identify low grievance rates as part of a “transformation” toward more productive work systems (Cutcher-Gershenfeld, 1991; Ichniowski, 1986). The grievance rate is related to the cycle of negotiation; when the contract expiration date approaches, the number of grievances
increases, presumably as a way for unions to gain power during negotiations (Lewin & Peterson, 1988). While the intent of the grievance process is to produce more effective dispute resolution, plants with very bad labor relations can be flooded with so many grievances that the system breaks down and nothing gets resolved.

Nor is use of the grievance procedure free of cost for workers. Studies on postgrievance outcomes have consistently found that employees who file grievances are subsequently punished by the employers; these workers receive lower performance ratings, lower wage increases, and experience lower internal mobility (Klaas & DeNisi, 1989; Lewin, 1999; Lewin & Peterson, 1988).

Given the variety of costs associated with the traditional three-step procedure, management and labor have begun to experiment with alternatives. Some are straightforward attempts to reduce the costs. But others are more elaborate: Just as interest-based negotiation has begun to make inroads into traditionally distributive bargaining settings, more collaborative approaches to solving workplace problems, based on the parties’ underlying interests, have made their way into this third element of the system.

**New Trends and Alternatives**

*Expedited Arbitration.* Expedited arbitration was first proposed by arbitrator Harold Davey in 1969 in response to a lack of arbitrators and the problems of delays and increasing costs derived from regular arbitration (Kauffman, 1992). The process is generally limited to routine, nonpolicy influencing, noncomplex cases (Sandver, Blaine, & Woyar, 1981). It is not a replacement of traditional arbitration, but rather a procedure to speed up the process and save costs by using an “express route” to deal with routine issues such as disciplinary grievances. Expedited arbitration uses a single arbitrator instead of a tribunal, has shorter periods for each stage in the arbitration process, and prohibits transcripts and briefs. No lawyers are involved, short and explicit written decisions are provided, and arbitral fees are capped.

Grievance and arbitration processes are fundamentally rights based rather than interest based. Expedited arbitration does little to shift this underlying premise, but does lower the overall cost of arbitration. Research based on 682 arbitration cases in Canada found that expedited arbitration is more commonly used in the private sector than in the public sector. Discipline and seniority cases are more likely to use expedited arbitration; dismissal cases are less likely to use it (de Berdt Romilly, 1994). While some may suggest that expedited arbitration awards are inferior to conventional arbitration awards, Thomas (2002) found that expedited arbitration with a single arbitrator is more likely to have a favorable outcome for the griever than conventional arbitration with a single arbitrator. Despite the efficiency of expedited arbitration, it has not been widely
adopted. Perhaps for that reason, little research on the process has been done since the mid-1990s.

**High-Involvement Work Systems.** Some unionized workplaces have moved in the last two decades to adopt “high-involvement” work systems featuring enhanced employee participation and the devolution of problem solving and decision making to the shop floor. Colvin (2003) argued that there are three reasons such systems should be accompanied by lower rates of use of formal dispute resolution procedures such as grievance systems. First, these systems engender greater trust between employees and management, reducing the overall level of conflict. Second, the high-involvement system itself may change the way in which disputes are resolved, with more informal decision making and real-time negotiation. Third, decisions made in the context of employee participation may enjoy greater legitimacy and thus lead to fewer disputes. In these ways, the dispute systems should move from rights to interests, and formalized dispute systems should be less necessary.

In fact, Colvin (2003) found, in a sample of 61 unionized workplaces, that grievance rates themselves did not differ significantly between unionized workplaces which did and did not have self-managed teams, suggesting that formal conflict resolution procedures were used as frequently under high-involvement work systems as in more traditional approaches. Colvin’s analysis also showed, however, that the share of grievances that were appealed was more than 20% lower in workplaces that had self-managed teams. Conflicts in these high-involvement workplaces were much more likely to be resolved at or near the workplace level, without invoking the entire dispute resolution apparatus.

The underlying idea in the high-involvement workplace is to appeal to the parties’ mutual interests in keeping the firm competitive. Presumably, efficient, high-quality production or service is good both for the firm and for workers. To the extent that the parties can agree they share this interest, disputes over who does what in the workplace may be easier to resolve than disputes that rely on legalistic procedures designed to protect the parties’ rights. To be fully effective in resolving conflicts, however, fully elaborated, high-involvement systems must not allow managers unilateral authority to determine the best interests of the company. High-involvement management relies on all parties bringing their own perspectives to bear on workplace challenges. Where management refuses to share its decision-making power, employees are more likely to fall back, over time, on more legalistic, rights-based processes for protecting their own interests.

**ELEMENT #4: MANAGERIAL CONTROL OF BUSINESS DECISIONS**

As Kochan, Katz, and McKersie (1994) noted, the New Deal system was held together in part by a shared ideology between labor and management
over the range of issues amenable to collective bargaining. The Wagner Act established wages, hours, and conditions as mandatory subjects of bargaining; the law described other areas as “permissive” subjects and did not require bargaining in these areas. Thus, 20th-century American industrial relations featured little or no negotiation over company strategy, the organization of production in a plant, the introduction of new technologies, or other decisions about the direction of the company. For the most part, American unions accepted that decisions in such areas fell to managers (Kochan et al., 1994). Even as European unions were taking seats on corporate boards of directors, for example, most American unions refused such strategic engagement, fearing that they would own partial responsibility for such decisions without truly having a voice in business strategy (Hunter, 1998). Negotiation was therefore restricted to bargaining over the effects of strategic decisions: if a business decision required the company to lay off workers, for example, union leaders negotiated over the terms of the layoff, the rules governing who would be laid off, and their rights to be called back to the job.

This American model became known, perhaps counterintuitively, as “business unionism.” The approach provides for little to no participation in managerial decisions. Unions have no statutory rights to bargain over these areas, in sharp contrast to the approach in many European countries, in which legal mandates for works councils and workforce representation on corporate boards of directors (or “codetermination”) provide arenas for discussion and negotiation over business issues.

A few unions have seen strategic involvement as a necessity in an age of new work practices, mobile capital, global competition, and corporate restructuring. For example, even where workers have favored innovative work practices, their enthusiasm is tempered by corporate strategies that leave their jobs less secure (Hunter, MacDuffie, & Doucet, 2002). Thus, some union leaders have sought venues for engaging strategic decisions, looking for influence over the direction of the business, the allocation of resources, and the distribution of revenues, and for access to the financial information and business records upon which such decisions were based. Management does not typically seek out such cooperation, preferring to preserve its freedom to maneuver. Thus, unions must bargain over the access to information and to strategic decisions as well as over the decisions themselves.

New Trends and Alternatives

Strategic Partnerships. Appelbaum and Hunter (2004) drew on a variety of sources to note that “strategic partnerships,” in which union and management jointly determine business decisions, are relatively rare. Achieving such access seems to be less important to union leaders or members than are other more immediate and traditional bargaining concerns. Nevertheless, joint interests in company growth and success have on occasion
brought companies and their workers’ unions together in strategic partnerships. In the face of intense competitive pressures, companies and unions have found that they have common interests in seeing their companies grow. Growth can be accompanied by expansion of jobs in which workers are represented by the union, while union cooperation can help the company increase market share. Further, strategic partnerships may support innovative work practices at lower levels, providing a forum for engaging issues around their implementation.

One well-documented and much publicized strategic partnership was the Saturn division of GM, the result of extensive cooperation between the UAW and GM management. Rubinstein and Kochan (2001) provided a thorough account of the development and emergence of this partnership, which was designed to provide arenas for joint decision making between labor and management at all levels of the organization from the shop floor to the executive suite. Decisions around investments, product design, sourcing, plant location, design, and other important business topics were to have union involvement; Saturn has truly been an experiment in “co-management.”

Over time, the Saturn experiment proved difficult to sustain. The model did not diffuse broadly or even to the rest of GM, nor did the UAW embrace co-management as a strategy worth pursuing more broadly. Co-management evoked intense debates both within and outside of the organization (Kochan & Rubinstein, 2000), and Saturn has been slowly dragged back toward a more traditional labor–management model, with more extensive contractual language and focus on a narrower range of disputes. Co-management at Saturn does continue, but it has not provided the spark for broader diffusion of strategic engagement for which some observers had hoped.

Saturn, however, is only one example of a strategic partnership. Other such partnerships have been pursued by unions, including the United Steel Workers (USW), the International Brotherhood of Electrical Workers, the Communication Workers, and others. Appelbaum and Hunter (2004) noted that in the steel industry, for example, partnerships have provided support for updating practices and facing up to international competition as well as domestic threats posed to integrated steel mills by nonunion minimills. The International Association of Machinists and Aerospace Workers (IAMAW) provides another example of a union that has pursued partnerships on occasion at firms including Harley Davidson and Weyerhauser. IAMAW partnerships feature joint decision making by labor and management, with union input on design of business plans, joint involvement in forecasting production costs, and negotiated approaches to work process changes. The structures include business unit or plant-level teams that determine performance measures and steer efforts to introduce new work practices.

Strategic partnerships are the logical culmination of an interest-based approach to labor–management conflict resolution. Currently, however, workers and their unions have no rights backing participation at this level.
Thus, the establishment of partnerships depends either on both parties perceiving that their interests lie in such cooperation or on one side having sufficient power to force the other to cooperate. Only occasionally have unions with such power deployed it in this fashion; it is a risky strategy and the benefits are uncertain.

Corporate Boards of Directors. A different approach to union involvement in strategic or business decisions is to establish union representation on corporate boards of directors. This is one way to provide a strategic partnership more firmly grounded in rights rather than in power. In Germany, for example, the law mandates such “codetermination” in large companies. In the United States, such representation is not mandated, but may be bargained for or may accompany employee stock ownership. Throughout the 1970s and 1980s, for example, unions won the right to nominate directors in conjunction with negotiations over wage concessions and the extension of stock ownership to employees (Hunter, 1998). Unions such as the USW and IAMAW have also pursued board seats as a way of supporting their other partnership efforts.

Chrysler was the first leading American firm with union representation on the board. UAW President Douglas Fraser assumed a directorship in 1980 and was succeeded in 1984 by Owen Bieber. After several years, the UAW did not emphasize preservation of the board seat as a bargaining objective, and the corporation restructured its board, dropping Bieber in 1991. Nevertheless, experiments with board representation have continued. Appelbaum and Hunter (2004) listed over 20 leading firms with union representatives on the board. Such representatives include active unionists, workers, retired union leaders, and “ neutrals” sympathetic to union ends including consultants, lawyers, and professors.

Occasionally, boards of directors have emerged as forums for labor-management dispute resolution. However, this is uncommon. Union representatives, like other board directors, are legally charged with representing shareholders’ interests, and these fiduciary duties block directors from explicit representation of workers’ concerns. Further, except in extreme circumstances, American boards rely more on consensus rather than on constituency representation or explicit negotiation among competing interests. Managers and most directors do not see boards as appropriate venues for resolution of differences between labor and management, and thus only topics likely to generate consensus are easily tackled at the board level.

Board representation does not ensure that the parties will work together to address joint concerns. United Airlines provides a recent example of the associated difficulties. The Airline Pilots Association (ALPA) and the IAMAW obtained one seat each on the board of directors (along with share ownership for their members) in 1994. Following the employee buyout of United, trust between top managers and the unions eroded. Collective bargaining over wages and benefits was heated and contentious, proposed mergers (e.g., one with USAirways) provided further controversy, and
the company struggled. For example, in the summer of 2000, management accused ALPA members of participating in work slowdowns (ALPA spokespersons denied this), and the 2001 round of bargaining between United Airlines and the IAMAW was bitter even by industry standards. The airline’s performance did not improve relative to its competitors’ after the buyout (Gittell, von Nordenflycht, & Kochan, 2004). None of the parties saw this business partnership as a success story.

Nevertheless, Hunter (1998) suggested that under some circumstances board representatives can be effective in forcing discussion and resolution of issues affecting labor and management, especially when the directors themselves behave strategically, the board seats are embedded in a more comprehensive approach to labor–management cooperation, and, like other partnerships, the parties are driven to cooperation by a competitive marketplace. Weaver’s (1989) early case study of union involvement on the board at Western Airlines, for example, showed that a board could effectively engage labor–management issues where the union was powerful and secure, and where its leaders perceived that management either would not (or was not able to) undermine that power or security. In sum, even the rights to information and consultation associated with seats on the board do not ensure genuine involvement or strategic participation. This requires either sufficient power on the union side or both parties’ commitment to interest-based problem solving.

**International Union Management Conflict Resolution**

This chapter has focused on U.S. practices, research, and trends. Over the past decades, as changes have occurred in the United States, many scholars have had an eye outside the United States for alternative models, in particular in Germany and Japan. The German system of “codetermination” provides for strategic engagement by requiring companies to include representatives of the workforce on their supervisory boards of directors (Frege, 2002). German law also requires companies, whether or not they are unionized, to establish “works councils” (comprising representatives of the workforce) to consider a range of issues that in the United States would be the province of management, such as the implementation of technological change. Such a system may enable resolution of employer–worker conflict that reflects both parties’ interests, but by requiring extensive discussion of workplace change, it may also contribute to the inflexibility that is often associated with the German labor market (Streeck, 1997). Frege (2002) argued that more research is needed linking the inner workings of these councils to key outcomes; a question of which, if any, aspects of this system would be effective in other settings might merit research attention in the United States.

Japanese firms’ processes for employee and union involvement in workplace decision making have also attracted considerable interest from
western scholars (Dore, 1992; Jacoby, 2005). Japanese labor–management relations, centered on unions representing workers in single enterprises rather than across industries, provide strong support for flexibility and decision making in the resolution of conflict at the local and workplace levels. This cooperative system of union–management relations has been made possible to some extent by lifetime employment and by pay linked heavily to firm tenure. Ono (2006) noted that the journalistic coverage of the Japanese system in light of global competition and the Japanese economic slump of the 1990s suggested that the system is in decline. The extent of this decline, however, can be overstated (Jacoby, 2004; Ono, 2006).

It is worth noting that in both Japan and in Germany, as well as in nearly all other industrialized countries, the share of the workforce that belongs to unions has dropped steadily over the past two decades just as it has in the United States (Katz & Darbishire, 2000). Thus, perhaps the biggest stories in international labor–management relations will come not from these countries, but from those countries that are beginning to put increasing economic pressures on the United States, Japan, and Europe—emerging markets such as China and South and Southeast Asia. In these countries, independent and effective union representation of workers is relatively uncommon, but pressures are building as these economies grow, worker expectations rise, and booming demand has led to occasional labor shortages. In 2005, for example, factories in Guangzhou, China, faced a deficit of workers for the first time. Labor, management, and governments in these countries will face dilemmas in conflict resolution similar to those faced in the United States, western Europe, and Japan in the 20th century. Will traditional unions emerge? Will worker protests force changes in the legal structures that currently provide few protections for workers? And will the resolution of such conflicts be based chiefly on the relative power of the parties, on legal systems that carefully delineate the parties’ rights, or on more flexible structures that enable both parties to find solutions that serve their respective interests?

CONCLUSION

Conflict resolution in American labor relations is no longer shaped by a rough balance of power between labor unions and management. That historic balance of power had shifted conflict management in labor relations from one that was power focused to one that was rights focused. Today, a considerably smaller share of workers is represented by unions than at the height of the New Deal system 50 years ago so that employers can more easily avoid coming to the bargaining table for negotiations over wages, hours, and working conditions. Even when companies do come to the table, it is not clear that a rights-based system is able to meet either side’s interests effectively.
Relatively few workers today see their workplace conflicts resolved via the New Deal system. In part, this is a function of broader changes in the environment: a new service-based economy, an increasingly diverse workforce, and the advent of global competition. The New Deal system has been slow to respond to the challenges posed by these changes. Not surprisingly for a system whose main characteristics were established 70 years ago, its approach to conflict management has at times proven a poor fit to modern circumstances. The decline in the number of workers represented by unions is in part a function of this misfit: Management resists unionization more heavily, and workers are less likely to join unions that they do not think can be part of an effective approach to conflict resolution.

Where unions retain a foothold, labor and management continue to experiment with new ways of managing conflict. One common theme we have identified among these experiments is that they strive to develop interest-based approaches to dispute resolution. Some 40 years ago, Walton and McKersie (1965) identified integrative bargaining as a key subprocess in labor relations. Should there be a renewed interest in collective bargaining, innovations that provide a more interests-based framework for such bargaining may prove to be necessary to bring labor–management relations into the 21st century.

Future Research Directions

We see research on labor union management conflict heading in new directions over the next decades. Within the United States, the central questions are whether the New Deal system will continue to dissipate in importance and impact, and what institutions and practices might emerge to replace it. One model that has emerged for employee representation is employee network or support groups that form around particular issues (Levine & Bishop, 1999) or, more commonly, particular subsets of employees. Network groups for minority and female employees have become widespread in major corporations (Friedman, 1996; Hyde, 1993), although it appears that these groups are more often social support groups than advocacy groups (Friedman & Craig, 2004). These groups cannot bargain in the traditional sense—indeed, in the U.S. legal context, it would be illegal to do so because they represent only a portion of employees at any given company—but they do provide a way for employees to express concerns about issues that affect their subgroup of employees. Also, while traditional union–management relations focus exclusively on nonexempt employees (employees who are, technically, not “managers”), network groups have the potential to focus on managerial employees’ interests and needs.

Future research is likely to be more meaningful to the extent it broadens beyond traditional “union” entities. For example, groups such as Working
Today (2006) provide legal advice, health insurance, advocacy, and other services to employees who do not have unions or even stable permanent jobs. We focused in this chapter on union–management conflict, but in the future, these kinds of entities may emerge as channels for the resolution of worker–employer conflicts.

Reconsidering the four areas of labor relations covered in this chapter, we see several of the new trends as ripe for future research attention. Research on union organizing should focus especially on card check strategies and preorganizing of newly established work sites (e.g., Saturn Corporation). Recently, for example, workers at the University of Miami struck not over substantive issues but over the right to have unions recognized after card checks rather than full-blown union election campaigns. And leaders of the Change to Win coalition, which features a number of unions that withdrew from the AFL-CIO in 2005, argued that union influence depends on successful organizing. This success depends in turn on changing the grounds on which organizing campaigns are fought, and thus, the battles over procedural issues such as the card check.

Similarly, preorganizing enables labor and management to negotiate the terms of their future relationships before a union is actually voted in by workers. Preorganizing frames the organizing debate less around each side’s worst fears about the other, and more on the realities of practice, allowing for a more interest-based approach. More can be done to study the conditions and legal constraints around preorganizing and to understand the effects such agreements might have on the long-term relationship between companies and unions.

For collective bargaining, future trends suggest more attention to living contracts and decentralized bargaining. These moves toward more flexible systems of conflict resolution allow for changes over time and for differences across bargaining units. The extent to which organized labor is able to respond toward managerial demands for flexibility, yet continue to provide effective, independent representation, will be central to unions’ abilities to stem the erosion in membership and to regain influence over the workplace. Similarly, grievance systems are likely to stay most relevant where they are able to address problems close to their source: the metaphorical “shop floor” (itself increasingly likely to be a call center or other service workplace). Effective conflict management will be nimble and responsive to the needs of workers and managers; researchers should study the processes and structures that evolve to meet these challenges.

Finally, at the broadest level, strategic partnerships between labor and management could increase the potential of unions to represent their membership effectively. However, strategic partnerships are relatively rare. While it is not clear if managers or union leaders can adapt themselves to this view of union–management relations, this trend is worth watching.
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Since the beginning of the 1990s, organizational mergers have been implemented throughout the world with the aim of improving organizations’ effectiveness and competitiveness in the global economy (Daly, Poudre, & Kabanoff, 2004). Most organizational changes create stress and job insecurity, but organizational mergers represent a particularly stressful kind of change, given the large-scale nature of this change, as well as the fact that employees must relinquish an identity that was previously important to them (their premerger organization) and shift their allegiance to the newly merged organization (Cartwright & Cooper, 1992; Nadler & Tushman, 1989). To account for the fact that between 60% and 70% of mergers fail to achieve their economic aims (Devoge & Shiraki, 2000; Gunders & Alpert, 2001; KPMG, 2001), commentators have proposed that relying on a strictly economical point of view is unlikely to provide insights into why mergers so often fail. In fact, some researchers have proposed that there is much unexplained variance in predicting why mergers fail or succeed (Hitt, Ireland, & Harrison, 2001), and that human factors need to be taken into consideration to understand what goes on during organizational mergers (Cartwright & Cooper, 1992).
Different psychological approaches have been proposed to understand employees’ reactions to organizational mergers (see Seo & Hill, 2005). Studies using a stress-and-coping approach have focused on variables located at the individual level of analysis, such as employees’ appraisals of the merger situation and the coping strategies used to deal with it (e.g., Terry & Callan, 1997; Terry, Callan, & Sartori, 1996). The organizational fit approach implicitly recognizes the intergroup dimension of the merger by proposing that the successful integration of both organizations into an overarching, merged entity depends on the degree of fit between the values and the practices endorsed by the management of the two merging organizations (Buono, Bowditch, & Lewis, 1985; Larsson & Lubatkin, 2001). To account for the fact that conflict and rivalries are often observed during mergers, however, and for the processes by which the two merging organizations come to fit together and form one new superordinate group, an intergroup approach is warranted. Because mergers involve the imposition of a new superordinate identity on employees, while also requiring them to let go of their premerger organizational identity, mergers trigger the type of recategorization and social identification processes that are central to intergroup theories (e.g., Anastasio, Bachman, Gaertner, & Dovidio, 1997; Haunschild, Moreland, & Murrell, 1994; Terry, Carey, & Callan, 2001; van Knippenberg, van Knippenberg, Monden, & de Lima, 2002).

To provide an understanding of employee responses to an organizational merger, this chapter outlines an intergroup perspective, based on the social identity approach (Hogg & Abrams, 1988; Hogg & Terry, 2001; Tajfel & Turner, 1979). From this perspective, identification and recategorization processes (Gaertner, Dovidio, Bachman, & Rust, 1993; Hornsey & Hogg, 2000) are key factors that need to be considered in an effort to understand intergroup conflict in response to an organizational merger. These processes also need to be considered longitudinally (Cartwright & Cooper, 1992; Seo & Hill, 2005), as intergroup dynamics are in flux in the context of a merger. Results of three studies are presented. The aims of these studies were to demonstrate that intergroup rivalry and conflict does occur in the context of organizational mergers and that the nature and extent of this conflict can be predicted from a social identity perspective. The second aim of the research was to examine the effects of the beliefs about the sociostructural characteristics of the intergroup relations in the new organization and justice perceptions on employees’ adjustment during this change. The third goal of the research was to investigate, in a longitudinal manner, how these social identification and justice processes operate as the merger unfolds. An intergroup perspective has considerable potential to contribute to the current literature on organizational mergers, given that reducing conflict and effectively managing organizational diversity in newly formed superordinate organizations is likely to have considerable benefits for employee well-being and morale, while it also enhances the likelihood that the merger will be successful. A focus
on justice complements this approach in accounting for how employees’ treatment within the new, merged organization facilitates or hinders their identification with the new, merged organization and, hence, the extent to which they adjust to the change (Tyler & Blader, 2003).

SOCIAL IDENTITY THEORY

Social identity theory (SIT; Tajfel & Turner, 1979, 1986; Turner, 1982; see also Hogg & Abrams, 1988) is a general social psychological theory of group processes and intergroup relations that addresses the social component of the self-concept, which is referred to as “social identity.” By accounting for the intergroup dynamics and the antagonistic motives of the groups involved, SIT is particularly useful for understanding the intergroup competition and rivalry that emerge in mergers. Social identity—the part of the individual self-concept that derives from memberships in social groups—is a fundamental psychological variable that shapes individuals’ attitudes and behaviors. Organizational identity represents an important basis for self-definition (Hogg & Terry, 2001). It has been proposed that two underlying sociocognitive processes account for group and intergroup phenomena: (a) social categorization and (b) self-enhancement. Based on categorization principles, when people define or categorize themselves as members of a self-inclusive social group (e.g., an organization), distinctions between in-group and out-group members are accentuated, and differences among in-group members are minimized (Turner, Hogg, Oakes, Reicher, & Wetherell, 1987). Self-enhancement reflects the fact that because the self is defined in terms of the group membership, people are motivated to favor their in-group over the out-group. This self-enhancement motive means that group members are motivated to acquire or to maintain a positive social identity for their in-group (Tajfel & Turner, 1979). Thus, to the extent that one’s in-group is perceived as better than the out-group, the quality of a person’s social identity is enhanced and becomes more positive (e.g., Amiot & Bourhis, 2005).

Central to SIT is the premise that because people are motivated to enhance their feelings of self-worth, they seek to belong to groups that compare favorably with other groups (Tajfel, 1974, 1975; Tajfel & Turner, 1979). Membership in low-status groups—groups that compare unfavorably to other groups—is unlikely to provide the basis for positive social identity. The desire for a positive social identity means that while low-status group members are motivated to acquire a more positive social identity, high-status group members are motivated to maintain both their membership in the group and the existence of the social category. These behaviors are motivated by the desire to maintain or enhance the positive contribution that the identity makes to their self-concept (Ellemers, Doojse, van Knippenberg, & Wilke, 1992; van Knippenberg, 1978; see also Zuckerman, 1979).
Laboratory studies have shown that participants assigned to a high-status group (a) show pride in their group, (b) identify strongly with the group, and (c) seek to maintain their group membership (Ellemers, van Knippenberg, de Vries, & Wilke, 1988; Ellemers, van Knippenberg, & Wilke, 1990; Sachdev & Bourhis, 1987, 1991). Similar findings have been reported in field research (Brown, Condor, Mathews, Wade, & Williams, 1986). In contrast, there is evidence that memberships in low-status groups have a negative impact on strength of identification (Ellemers et al., 1990; Ellemers, Wilke, & van Knippenberg, 1993) and self-esteem (Brown & Lohr, 1987), and that members seek to disassociate themselves from such groups (Ellemers et al., 1988).

Status Differentials and Identity-Management Strategies

Like many other intergroup contexts, mergers often involve organizations that differ in status (van Oudenhoven & de Boer, 1995); that is, one organization is likely to be more productive, resourceful, and competitive in comparison with the other (see also Terry & Callan, 1998; Terry & O’Brien, 2001; Terry et al., 2001). Whereas much of the extant work on intergroup relations in organizations assumes symmetrical relations between groups, relations between nested social groups in superordinate organizational structures (such as premerger organizations in a merged organization) and those that involve groups and social categories that extend outside the organization’s boundaries are likely to differ markedly in terms of status and power.

According to SIT, members of low-status groups can use a number of strategies to improve or enhance their social identity (Hogg & Abrams, 1988; Tajfel & Turner, 1979; van Knippenberg & Ellemers, 1993). Low-status group members may engage in individual mobility. The use of this strategy reflects efforts to seek membership in a relevant high-status comparison group. This strategy is particularly likely to become relevant for low-status group members involved in a merger. Because mergers destabilize the intergroup structure and involve the creation of a new, more inclusive, superordinate organization, this new structure creates the potential to allow low-status group members to “pass” and to join a higher status group. In line with SIT, it will be possible for low-status group members to use these efforts only if the previously existent boundaries between the premerger organizational groups are open.

In contrast to this individualistic response, low-status group members may engage in group-oriented or collective strategies, which by definition are more conflictual. Social competition is one such response; it involves direct strategies to address the negative standing of the group, and to reverse the status differential that separates low- and high-status groups. Social creativity is a second collective-oriented strategy; it is a cognitive response and involves making intergroup comparisons that favor the
in-group (also referred to as “in-group bias” and “in-group favoritism”). The aim of this strategy is to positively reevaluate the in-group (Hogg & Abrams, 1988). To achieve this aim, intergroup comparisons may be made on new dimensions, a modification of values assigned to comparative dimensions, or the selection of a different comparison group (Hogg & Abrams, 1988; Lalonde, 1992).

Some evidence proves that members of low-status groups engage in more in-group bias than members of high-status groups (see Brewer, 1979; cf. Hinkle & Brown, 1990; Sachdev & Bourhis, 1987, 1991), a pattern of results that is consistent with Tajfel’s (1974) expectation that group differentiation is most marked when the classification is particularly salient, or in other words, personally relevant to group members. The status relevance of the dimensions or attributes on which in-group and out-group members can be judged, however, must be taken into account when making predictions concerning the effects of group status on in-group bias (see Mullen, Brown, & Smith, 1992). As previously noted, low-status group members may attain a positively valued group distinctiveness through the use of social creativity in their intergroup comparisons. One way in which this may be achieved involves the pursuit of positive in-group differentiation on dimensions that do not form the basis for the status hierarchy, or which are only peripherally related to this hierarchy. Because the status-defining and status-relevant dimensions cannot be ignored (Lalonde, 1992), members of a low-status group may well acknowledge their relative inferior status on the status-relevant dimensions. On the status-irrelevant dimensions—that is, on those not directly related to the basis for the status hierarchy—however, members of low-status groups should show positive differentiation.

In contrast to members of low-status groups, high-status group members should show in-group bias on the status-defining dimensions (Mullen et al., 1992). This is because to do so serves to verify their dominant position in the intergroup context. Thus, among high-status group members, in-group bias should be more marked on status-relevant than status-irrelevant dimensions. In fact, on the latter type of dimension, a “magnanimous” out-group bias or “reverse discrimination” effect may be evident (Mullen et al., 1992). In other words, high-status group members may be willing to acknowledge that the out-group is better than the in-group on dimensions that are clearly irrelevant to the basis for the status differentiation (see also Sachdev & Bourhis, 1987; Turner & Brown, 1978).

In-Group Bias During Organizational Mergers

The very nature of an organizational merger challenges employees’ organizational identity, which serves not only to heighten the salience of the identity, but also increase the likelihood of antagonistic and conflictual intergroup perceptions and behaviors. In fact, the merger situation
implies a direct confrontation between the two organizations as they both strive to optimize their own position in the new organization. The heightened salience of employees’ premerger group memberships in the context of a merger is likely to mean that there is an accentuation of intergroup status differences (see Mullen et al., 1992). This accentuation of differences directly confronts members of the low-status group with the reality of their disadvantaged position in the new intergroup structure. A merger of unequal status groups can also imply that the higher status premerging organization will seek to assimilate the lower status organization and impose its own premerger identity on the new, merged organization. Doing so should directly threaten the survival of the low-status group’s identity within the new, merged organization (see van Knippenberg et al., 2002; van Leeuwen, van Knippenberg, & Ellemers, 2003). Thus, low-status group members should be particularly threatened by the merger situation and, for this reason, can be expected to engage in high levels of in-group bias, particularly on the dimensions that are not central to the status differentiation. In contrast, levels of threat are likely to be lower for the employees of the high-status organization in comparison with the low-status employees. In an effort to verify their superior status in an unstable intergroup context, however, these employees are likely to engage in more in-group bias than the low-status employees on dimensions that are central to the basis for the status differential.

For both the low-status and high-status employees, levels of threat associated with the merger should be positively related to in-group bias. Among members of the low-status organization, high levels of threat are likely to be associated with efforts to attain a positive social identity through in-group bias on status-irrelevant dimensions. A similar effect—on the status-relevant, rather than the status-irrelevant, dimensions—should be evident for the members of the high-status organization. The more threatened high-status employees are about the merger situation, the more they should be motivated to reassert their superiority on status-relevant dimensions, an expectation that is predicated on the basis that a threatening intergroup context is likely to engender identity protection strategies among high-status group members (Tajfel, 1975; van Knippenberg & Ellemers, 1993).

EVIDENCE OF THREAT AND IN-GROUP BIAS DURING AN INTERGROUP MERGER

In a study of an organizational merger, Terry and Callan (1998) examined the interplay among premerger organizational status, perceived threat associated with the merger, and in-group bias. Data were collected from 1104 employees of two hospitals—a high-status metropolitan teaching hospital and a relatively low-status local area hospital. To assess in-group bias, participants indicated the extent to which they agreed that each of the two organizations (their own premerger organization and the other orga-
nization) could be described as possessing eight different characteristics. Preliminary discussions with healthcare workers indicated that three of the dimensions were status-relevant: (a) high prestige in the community, (b) challenging job opportunities, and (c) high variety in patient type. In general, the other five dimensions were regarded as being peripheral to the basis of the status differential between hospitals. These dimensions included (a) little industrial unrest, (b) good relations between staff, (c) good communication by management, (d) relaxed work environment, and (e) modern patient accommodation.

It was proposed that the employees of the low-status hospital would, overall, engage in more in-group bias than the employees of the high-status hospital, particularly on the status-irrelevant dimensions. On the status-relevant dimensions, it was expected that the employees of the high-status hospital would engage in more in-group bias than the employees of the low-status hospital. As expected, employees of the low-status hospital did engage in more in-group bias, overall, than the employees of the high-status hospital. This result was qualified by a significant interaction between status and the type of dimension (status-relevant or irrelevant). As shown in Figure 13.1, in-group bias among the low-status employees was evident only on the status-irrelevant dimensions. In contrast, on the status-relevant dimensions, they acknowledged the superiority of the high-status hospital. The opposite pattern of results was obtained for the
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**FIGURE 13.1.** In-group bias on the status-relevant and status-irrelevant dimensions for employees of the low-status and high-status organizations.
high-status employees. Among these employees, there was evidence of in-group bias on the status-relevant dimensions and bias in favor of the out-group on the status-irrelevant dimensions.

As expected, employees from the low-status organization appraised the merger as more threatening than the employees of the high-status organization. Moreover, there was evidence, in line with predictions, of a positive relationship between appraised stress and intergroup differentiation on the status-irrelevant dimensions among the employees of the low-status organization, but not for the high-status employees. Thus, the more the employees of the low-status organization were threatened by the merger, the more likely they were to engage in in-group bias on the status-irrelevant dimensions. Contrary to expectations, the status-by-threat interactions were nonsignificant in the prediction of differentiation on the status-relevant dimensions.

The fact that low-status group members displayed more evidence of both threat and in-group bias could be due to the heightened salience of their relatively inferior status in the context of the merger. In such a context, they may have been particularly motivated to differentiate themselves positively from the employees of the other organization. This pattern of results accords with the social identity perspective, as does the finding that organizational status interacted with type of dimension on which the two organizations were rated. For the high-status employees, there was a tendency to rate the in-group as better than the out-group on the status-relevant dimensions, whereas the low-status employees engaged in in-group bias on the status-irrelevant dimensions. These results presumably reflected the motivation of the employees of the high-status organization to affirm their position of relative superiority in the new organization. In contrast, the low-status employees—presumably motivated by a desire to attain positive social identity—exhibited in-group bias on the dimensions not centrally relevant to the basis for the status differences among hospitals.

STATUS, LEGITIMACY, AND EMPLOYEE RESPONSES TO A MERGER

From an SIT point of view, mergers are fundamentally unstable intergroup situations. Mergers (a) create instability in the intergroup structure as they involve the recategorization of different organizational groups into one superordinate entity, (b) weaken the boundaries between the premerger organizations, and, at least to a certain extent, (c) increase the permeability between these previously distinct premerger organizations. In addition to considering the role of group status on in-group bias, subjective beliefs concerning the intergroup context are, according to SIT, critical to an understanding of intergroup relations. According to Tajfel (1974, 1975), the extent to which group members perceive their status position to be legitimately attained is an important sociostructural belief that should be an important determinant of group members’ identity–management
strategies. Specifically, high-status group members who perceive their current status position to be legitimate—that is, as a deserved outcome of a just procedure—are likely to react to the threat of a merger more negatively than those who view their status position as less legitimate. Dominant group members who feel that their status position is legitimate are likely to react more negatively to the possibility that the intergroup status relations may change as a consequence of the merger. This is presumably because they believe their superior status position to be deserved and that they are motivated to maintain the status distinctions between the groups (see Tajfel & Turner, 1979).

In contrast, low-status group members who perceive their status position to be a legitimate outcome of a just procedure are likely to be more accepting of a merger situation than those who perceive that it is an illegitimate reflection of the group’s relative standing. The perception that their low-status position is legitimate is undesirable, and hence employees who feel this way are likely to react more positively to the merger because of the possibility that the situation may facilitate individual mobility attempts. The instability brought about by the merger is thus likely to be welcomed by these low-status group members, who are motivated to deal with their inferior status and opened to the possibilities of social mobility. On the other hand, the perception of an illegitimately low status position may engender the behavior and responses that are more typically observed in members of high-status groups. In other words, an illegitimately low group status is likely to give rise to mutual solidarity (e.g., strong in-group identification) and hence a negative reaction to the threat of an organizational merger.

Research has shown that members of groups perceiving an illegitimately low status position do display behavior that is usually observed among high-status group members, such as relatively strong in-group identification and in-group-favoring discrimination in reward allocation (Ellemers et al., 1993, Turner & Brown, 1978). There is also evidence that low-status group members are more likely to engage in collective status improvement when the situation is perceived to be illegitimate, whereas individual action (e.g., social mobility) is more likely when the status differential is perceived to be legitimate. Thus, there is some support for the proposal that low-status group members who perceive their status position to be a legitimate outcome of a just procedure are likely to be more accepting of a merger situation than those who perceive that it is an illegitimate reflection of the group’s relative standing. In contrast, little empirical attention has focused on the effects of perceptions of legitimacy on the intergroup behavior and responses of members of high-status groups; however, Turner and Brown (1978) did find that members of high-status groups were most biased toward low-status groups when the status hierarchy was perceived to be unstable (which is relevant to an organizational merger) but legitimate.

To examine the interplay between relative group status and judgments about the legitimacy of the group’s status position in the unstable context of an organizational merger, a study of the merger between two previ-
ously independent scientific organizations—(a) one of relatively high status, in terms of research performance, budget, and viability, and (b) one of relatively low status—was undertaken (Terry & O’Brien, 2001). First, it was proposed, once again, that members of the low-status group would show the most negative responses to the merger. Both individual outcomes (perceived threat and job satisfaction) and group-related outcomes (identification with the merged organization, common in-group identity, and intergroup anxiety) were assessed. Second, it was proposed that the employees of the low-status group would exhibit higher levels of in-group bias on dimensions not directly relevant to the basis for the status differentiation (e.g., administrative efficiency, good communication skills, professional attitudes) than the employees of the high-status organization would, but that employees of the high-status group would exhibit the most in-group bias on the status-relevant dimensions (e.g., scientific excellence, scientific diversity, project accountability). Third, it was proposed that the effects of premerger group status would be moderated by employees’ perceptions of the legitimacy of the status differential between the two groups. Specifically, it was anticipated that for members of the low-status premerger group, high levels of perceived legitimacy would be related to low levels of status-irrelevant in-group bias, and more positive responses to the merger, whereas the opposite was proposed for the high-status employees—for these employees, it was anticipated that high levels of legitimacy would be associated with high levels of status-relevant in-group bias, and more negative responses to the merger.

Respondents were 120 employees of the merged organization, who ranged in age from 20 to 64 years old. The sample comprised approximately equal numbers of employees from the two premerger organizations. As expected, participants from the high-status premerger organization identified more strongly with the new organization than the employees of the low-status organization. Employees of the low-status premerger organization were also less likely to perceive a common in-group identity than employees of the high-status premerger organization, and they appraised the merger as more threatening. There was also a weak tendency for employees of the high-status organization to be more satisfied with their job than the employees of the low-status organization.

Thus, this second study replicated the finding that, overall, the employees of the low-status premerger organization are likely to react most negatively to the merger situation. There was also clear evidence of in-group bias among both groups of employees involved in the merger. Moreover, the pattern of in-group bias accorded with the predictions derived from SIT, as did the observed relations between perceived threat and in-group bias. Also, in support of SIT, the perceived legitimacy of the basis for the status differentiation between the groups was associated with more positive responses to the merger among employees of the low-status premerger organization, but with poorer responses among employees of the high-status premerger organization.
As in the Terry and Callan (1998) study, in-group bias varied as a function of whether or not the dimension was central to the basis of the status differentiation (status-relevant) between scientific organizations or more peripheral (status-irrelevant). In-group bias among the low-status employees was more marked on the status-irrelevant dimensions than on the status-relevant dimensions, whereas the opposite pattern of results was evident for the high-status employees. It was expected that threat would relate to differentiation on the status-relevant dimensions for the high-status employees and to differentiation on the status-irrelevant dimensions for the low-status employees. In line with predictions, the positive relationship between perceived threat and in-group bias on the status-relevant dimensions was significant for the employees of the high-status organization, but not for the low-status employees. In contrast, perceived threat was positively related to in-group bias on the status-irrelevant dimensions for the employees of the low-status premerger organization, but not for employees of the high-status organization.

As expected, there was consistent evidence—on a range of empirically distinct measures of employee responses to an organizational merger—that the effect of premerger organizational status was moderated by the perceived legitimacy of the status differentiation in the new organization. There were significant status-by-legitimacy interactions on each of the measures of employee responses to the merger, but not on the measures of in-group bias. In accord with SIT, the perception that the basis for the status differentiation was legitimate was associated with positive responses to the merger (in terms of scores on the measures of identification, common in-group identity, job satisfaction, and weakly, on the measure of threat) among the employees of the low-status organization, but with negative responses to the merger among the employees of the high-status group. This result was evident on in-group anxiety, common in-group identity, and perceived threat (the latter two results were relatively weak).

The consistent link between perceptions of legitimacy and acceptance of the merger among the employees of the low-status premerger organization accords with previous research (e.g., Ellemers et al., 1993; Turner & Brown, 1978). Because the perception of an illegitimately low group status is likely to give rise to mutual solidarity and collective (rather than individual) attempts to change the status quo, it should be associated with low acceptance of the merger. In contrast, the perception that a low-status position accurately reflects the group’s lack of capacities (Ellemers et al., 1993) is likely to give rise to acceptance of the new organizational structure, given that it may offer options for individual mobility. For the high-status premerger group, the observed results are consistent with the expectation that dominant group members who feel that their status position is legitimate are likely to react in a negative manner to the possibility that the intergroup status relations may change. This reaction presumably occurs because they believe their superior status position to be deserved (Tajfel & Turner, 1979; see also Turner & Brown, 1978). It is not surprising
that the evidence linking perceptions of legitimacy to responses to the merger among the employees of the high-status organization was relatively weak. Given that the threat associated with the merger was most marked for members of the low-status group, their responses to the situation are, hence, particularly likely to be influenced by perceptions of the sociostructural characteristics of the intergroup context.

INTERGROUP DYNAMICS OVER TIME

The Terry and Callan (1998) and Terry and O’Brien (2001) studies revealed that the instability brought about by the merger situation evoked different reactions from low- versus high-status group members; however, the experience of low- versus high-status group members over time, as the merger progressed, must also be considered. While very little longitudinal research has investigated the intergroup processes occurring in mergers over time (cf. Terry, 2003), low- versus high-status groups’ motives throughout the merger are likely to change as the merger evolves. In fact, in the unstable context of a merger, members of a low-status group, who are attuned and motivated to improve their social identity, are likely to respond more favorably to the conditions of increased permeability brought about by the merger, because for them, permeability facilitates social mobility—or “passing”—into a higher status group (Tajfel & Turner, 1979; Terry et al., 2001). This enhancement motive among members of the low-status group is likely to be especially salient at the beginning of the merger, when perceptions of permeability and the associated opportunities provide them with an optimistic outlook on the merger (Tajfel & Turner, 1986). Whether low-status group members’ initial positive reactions to the merger can be sustained throughout the merger depends in part on how much opportunities and possibilities will be concretely available to them as the merger proceeds. The tendency for low-status group members to focus on the use of social mobility at the beginning of the merger is also supported by propositions of the five-stage model of intergroup relations (Taylor & McKirnan, 1984; for empirical evidence, see Wright, Taylor, & Moghaddam, 1990). According to this model, because of the individualistic bias of our Western societies, social mobility strategies—as individual strategies—are favored as an identity-enhancement strategy and likely to be tried first. In contrast, collective or group-oriented attempts to change the intergroup situation will be used by disadvantaged groups as a later resort, only if social mobility attempts have failed and intergroup boundaries are found to be impermeable.

The unstable situation brought about by the merger, however, is likely to elicit different reactions from members of the high-status group. Because high-status group members are motivated to maintain their superiority, this instable intergroup situation involves a direct threat to the status quo and compromises their advantaged position. Becoming
associated with a lower status group (e.g., the low-status merging partner) also carries the threat of having their social identity “dragged-down” by this lower status group (e.g., Hornsey, van Leeuwen, & van Santen, 2003). Because high-status group members’ premerger organizational identity is likely to be quite positive (Sachdev & Bourhis, 1987), issues of identity loss inherent in mergers should be particularly strong for members of the high-status group at the beginning of the merger (Seo & Hill, 2005). High-status group members’ motives for identity maintenance should, therefore, be particularly salient at the beginning of the merger, when feelings of novelty and uncertainty are at their peak, and they have not yet had the opportunity to assert their superiority in the new intergroup structure (e.g., Mullen et al., 1992). As the merger proceeds, and to the extent that members of the high-status group can assert their advantageous position within the new, merged group, these negative responses and feelings of threat should dissipate (Tajfel & Turner, 1986; see also Datta, Pinches, & Narayanan, 1992, and Marks & Mirvis, 1998, for discussions and evidence specific to mergers).

JUSTICE CONCERNS AND IDENTIFICATION PROCESSES

Perceptions of fairness in the merging process are also likely to be a crucial factor influencing employees’ adjustment to an intergroup merger as they represent employees’ beliefs about how resources and outcomes are redistributed within this new organizational entity (distributive justice), how new procedures and rules are implemented, and how employees are treated and respected within the new, merged organization (procedural justice). Research conducted during periods of organizational change has shown that when workers see themselves as being treated fairly, they are more likely to develop attitudes and behaviors in support of change (Cobb, Wooten, & Folger, 1995; Folger & Cropanzano, 1998). Furthermore, both distributive and procedural justice have been found to be important in predicting adjustment to mergers (e.g., Citera & Stuhlmacher, 2001; Cobb et al, 1995; Greenberg & Folger, 1983; Lipponen, Olkkonen, & Moilanen, 2004; Meyer, 2001).

According to Kabanoff (1991), perceptions of equity, which tap into principles of distributive justice, are crucial during mergers. Specifically, Kabanoff argued that equity should be the chief distribution principle when economic productivity is the goal and when the organizations involved differ in status. Meyer (2001) further proposed that procedural and distributive justice are not completely independent in the context of mergers. For example, equity can be used as the distribution mode when reallocating outcomes within the new, merged organization, but this can be done by ensuring that fair procedures are used and that organizational members are treated respectfully. Because equity promotes productivity, without consideration for the relationships between group members,
it is important to complement this distribution mode by the use of fair and respectful procedural rules and treatment (Meyer, 2001). Combining equity with a respectful treatment of organizational members appears particularly important in the context of a merger, where relationships between members of different premerger organizations are in the process of being built (Lind & Tyler, 1988; Tyler & Blader, 2003).

In order to account for how justice concerns and social identification processes are interrelated, Tyler and Blader (2003) proposed the group engagement model (GEM). According to this model, procedures and practices within a group shape group members’ degree of attachment to this group (e.g., their degree of social identity), which in turn influences their behaviors, attitudes, and values. Perceived fairness is important because it conveys identity-relevant information about the quality of one’s relationships with the rest of the group. Fair procedures and treatment indicate a positive, respectful position within the group and promote pride in the group membership (see Lipponen et al., 2004; and Tyler & de Cremer, 2005, for evidence supporting these propositions during organizational mergers).

SIT and superordinate identification models (Gaertner et al., 1993; Hornsey & Hogg, 2000) concur with the GEM in considering social identification as a crucial mediating process linking characteristics of the social context (such as fairness) to intraindividual and intergroup outcomes. According to Tajfel and Turner (1979), group cognitions play a central mediating role in the relationships between group members’ perceptions of the intergroup situation and different outcomes (e.g., in-group bias). Self-categorizing as a member of the new, merged organization implies that group members can relate to this new, superordinate organizational identity and that it has now become part of who they are. In their common in-group identity model, Gaertner et al. (1993) further proposed that when group members recategorize as members of the new, merged group and perceive that this group represents one rather than two distinct groups, positive intergroup and affective consequences follow. Various studies (e.g., Dovidio, Gaertner, & Validzic, 1998; Gaertner, Dovidio, & Bachman, 1996; Gaertner et al., 1993, 2000) found that identifying with a new superordinate group and perceiving the new group as inclusive of the preexisting groups mediate the relationships between the intergroup context (e.g., intergroup contact), and both in-group bias and adjustment.

A LONGITUDINAL INVESTIGATION OF STATUS, FAIRNESS, AND IDENTIFICATION OVER THE COURSE OF A MERGER

In an effort to capture the longitudinal processes involved throughout a merger, the adjustment patterns displayed by pilots involved in a merger between two airline companies were investigated over a two-year period (Amiot, Terry, & Callan, 2007). The merger involved a higher status organization (a former international carrier) and one of lower status (a domestic
carrier). The merger was initiated by a government decision. When implemented, the merger followed an absorb integration pattern (Mottola, Bachman, Gaertner, & Dovidio, 1997). That is, the domestic airline was formally acquired by the international carrier, and the merged airline retained the name and many defining features of the former international carrier (see Rosson & Brooks, 2004). The acquired organization was therefore assimilated into the acquiring organization. Furthermore, the merger was implemented such that the premerger status structure was largely retained to the extent that members of the premerger organizations remained segregated and distinct in their work tasks. In fact, two years into the merger, low-status group members reported finding it more difficult to become involved in the activities and work previously done by members of the other premerger organization in comparison with members of the higher status group.

It was first hypothesized that members of the low-status group would show poorer adjustment to the merger than members of the high-status group, both in terms of perceived fairness, individual outcomes (e.g., perceived threat, job satisfaction), and group-related outcomes (e.g., in-group bias, identification with the new, merged organization). Second, it was hypothesized that patterns of adjustment would follow different routes over time for members of the low- and high-status groups (e.g., Taylor & McKirnan, 1984). More specifically, as members of the low-status group are likely to realize the implications of the merger (e.g., less permeability and social mobility than first expected, opportunities failing to materialize) and as their disadvantaged positions within the new, merged organization consolidates, their adjustment to the merger (in terms of perceived threat and job satisfaction) was expected to decline over time. Inversely, as members of the high-status group realize that the instability brought about by the merger does not threaten their advantaged positions and as their superior positions within the new, merged group can be confirmed, their adjustment to the merger should increase over time. Third, based on empirical and theoretical propositions which have stressed the role of recategorization and superordinate identification in the process of adjusting to a merger, it was expected that identification with the new, merged organization would mediate the associations between conditions of implementation (e.g., perceptions of fairness) and adjustment to the merger (e.g., in-group bias, changes in job satisfaction and in threat; see Figure 13.2).

The present analyses focus on data collected among 215 participants who completed both questionnaires. Time 1 data were collected three months after the implementation of the major changes associated with the merger, whereas the Time 2 data (collected two years later) were collected soon after the merger agreement had been formalized. The 215 participants did not differ from those who had completed only either the Time 1 (N = 662) or the Time 2 (N = 465) questionnaire. The sample consisted of 154 long-haul fleet staff (former employees of the international carrier) and 61 short-haul fleet staff (former employees of the domestic airline). Participants were employed across the full range of ranks of pilots in the
organization, while a minority were flight engineers, and ages ranged from 24 to 58 ($M = 39$ years old).

While the first questionnaire included measures of perceived fairness, threat, and job satisfaction, the second questionnaire again assessed perceived status, threat, and job satisfaction, but also included measures of in-group bias, identification with the new, merged organization, and identification with the premerger organization. The perceived fairness measure included items that tapped into both distributive justice (e.g., “How equitably has the merger been implemented?”) and procedural justice (e.g., “To what extent (if any) do you feel that your premerger company has been disadvantaged in the merger?”). To assess perceived threat, participants were asked to rate the merger, compared with other stressful situations they had experienced on different dimensions (e.g., stressful, disruptive, difficult). To assess in-group bias, participants indicated the extent to which they agreed that each of the two premerger organizations (their own premerger organization and the other organization) could be described as having eight different characteristics (e.g., technical expertise, friendly attitude, professional attitudes). In this study, a global in-group bias score was obtained by averaging the difference scores (in-group rating minus out-group rating) obtained for each item. While strength of identification with the new, merged organization was assessed using items tapping into this new identity (e.g., “How much do you identify with the new, merged organization?”), identification with their premerger organization was also assessed (e.g., “How much do you see yourself belonging to your premerger organization?”). Finally, job satisfaction was assessed using items such as “All things considered, how satisfied are you with your job?” Threat and job satisfaction were measured at both Times 1 and 2, and a residualized change score (Cronbach & Furby, 1970) was created so as to tap into group members’ changes in these two variables over time.
First, participants agreed on the respective status position of their pre-merger organization, such that employees in the premerger, high-status (international carrier) organization rated their own premerger organization as being relatively higher in status than employees from the lower status premerger organization (domestic airline). In line with predictions, the employees of the low-status premerger organization reported poorer adjustment to the merger in comparison with high-status group members. In fact, in comparison with high-status group members, low-status group members reported lower perceptions of fairness at the very beginning of the merger (i.e., Time 1). This finding is in line with SIT, according to which members of the low-status group can become particularly aware of the injustice and the illegitimacy of their disadvantaged position within the intergroup structure when they perceive some alternatives to this situation and that their position can be improved (Tajfel & Turner, 1986; see also Platow, Wenzel, & Nolan, 2003). This might have been particularly the case at the beginning of the merger, when members of the low-status group appeared more optimistic about the opportunities offered by the merger and the intergroup structure was unstable.

Then, once the merger was implemented (e.g., two years after the beginning of the merging process), members of the low-status group reported lower identification with both the new, merged organization and with their premerger organization, as well as more in-group bias in comparison with members of the high-status group. The findings regarding in-group bias corroborated those from the Terry and Callan (1998) study, in revealing more overall in-group bias among members of the low-status group, and also concurred with theoretical propositions made by SIT, according to which group differentiation is most marked when the social categories are particularly salient or personally relevant to group members (Tajfel, 1974). In the context of the present study, where, at Time 2, possibilities for improvement and access to new opportunities were somewhat deceiving, manifesting more in-group bias might have represented one social competition strategy used by low-status group members to achieve a more positive and distinct social identity. The findings concerning the identification measures are in accord with SIT in that they show that an inferior group membership—a comparison that is likely to be heightened in a merger situation—has a negative impact on a person's social identity (e.g., Brown et al., 1986; Ellemers et al., 1993; Sachdev & Bourhis, 1987, 1991). These findings also replicated those obtained in Terry and O'Brien (2001), which revealed lower identification with the new, merged organization among members of the low-status group.

Despite these main effects of premerger organization status, and as expected, low- versus high-status group members' adjustment to the merger (on the measures of threat and job satisfaction) followed different patterns from the very beginning of the merger up to two years later. As can be seen in Figure 13.3 and Figure 13.4, members of the low-status group reported a lower level of adjustment to the merger over time (in
FIGURE 13.3. Mean change over time in threat among members of the low- and high-status groups.

terms of their job satisfaction more specifically), whereas members of the high-status group reported an increase in their levels of job satisfaction and a decrease in their perceptions of threat. These findings are important not only because they provide a longitudinal proof that low- versus high-group members’ patterns of adjustment follow different routes throughout the merger, but they also suggest that specific motivational processes (enhancement vs. protection motives) may be involved as low- versus

FIGURE 13.4. Mean change over time in job satisfaction among members of the low- and high-status group.
high-group members experience an organizational merger and realize the implications this change has for them as members of a specific pre-merger organization.

In fact, for members of the low-status group, the unstable context of the merger can be initially perceived as offering a certain amount of permeability and the opportunity to join a higher status group. These perceptions of permeability and social mobility might have been especially operative at the beginning of the merger, when members of the low-status group were eager to see the opportunities offered through the merger and that opportunities for “passing” were still salient. These propositions are also in line with the five-stage model of intergroup relations, which proposed that members of the low-status group should prioritize the use of social mobility (over collective strategies) as a means to improve their statuses, especially if intergroup boundaries are perceived to be permeable (Taylor & McKirnan, 1984). However, with time, members of the low-status group showed a decrease in their adjustment to the merger. Because the present merger was characterized by assimilation of the low-status group into the high-status group (Mottola et al., 1997), and because at Time 2, members of the low-status group came to perceive that it was difficult to have access to new opportunities, low-status group members may have come to realize, with time, that the occasions for passing and for improving their positions within the new intergroup structure were deceiving, and that the new, merged organization was in fact more representative of the higher status group. These characteristics and implications of the merger, which became clearer and more established over time, could explain why low-status group members’ adjustment decreased throughout the merger.

Conversely, and as expected, members of the high-status group reported an increase in their adjustment to the merger over time. Whereas members of the high-status group started off the merging process by being relatively defensive, their adjustment improved throughout the merger. This pattern of findings could be explained by the fact that for members of the high-status group, the merger carried the threat of having their social identity “dragged down” by associating with a lower status group (Hornsey et al., 2003). This identity maintenance motive could have been especially prominent at the beginning of the merger, as the instability, novelty, and uncertainty of the merger was salient and likely to threaten the status quo (Seo & Hill, 2005), and when members of the high-status group did not yet have the opportunity to assert their superiority in the new intergroup structure. Yet, as the merger proceeded, and because the high-status group did come to have opportunities to assert their advantageous position within the new, merged group (i.e., the merger was characterized by assimilation and by the perpetuation of the original status differentials), these negative responses and feelings of threat decreased. These findings differed somewhat from the Terry and Callan (1998) and Terry and O’Brien (2001) studies, which found main effects for premerger status (e.g., higher threat and
lower job satisfaction among members of the low- than of the high-status group). The present findings allow us to qualify and to bring more nuances to the effect that premerger organizational status has over time. Nevertheless, future research is needed to directly assess if changes in the proposed psychological processes (e.g., permeability, social mobility, perceptions of opportunities) were paralleling and underpinning the changes observed in group members’ adjustment to the merger over time.

As expected, results of the path analyses conducted to test the hypothesized model (Figure 13.4) clearly showed that perceptions of fairness at Time 1 predicted an increased identification with the new, merged organization two years later (at Time 2). This identification, in turn, predicted lower in-group bias, as well as a decrease in feelings of threat and an increase in job satisfaction over time. Tests of mediation also revealed that identification with the new, merged organization was a significant mediator in the associations between perceptions of fairness and adjustment outcomes. Moderation tests further revealed that the associations of the model did not differ significantly across premerger organizations. While the model tested allows us to test the processes operating over a two-year period, these findings also allowed us to uncover the processes leading to the prediction of both intrapersonal (e.g., changes in threat and in job satisfaction) and intergroup (e.g., in-group bias) outcomes.

**Changes in Social Identity and Integration of New Identities Into the Self**

Despite the longitudinal contribution of this research, future research needs to directly investigate changes in social identities throughout a merger. A growing number of studies provided support for the presence of variations occurring in group members’ social identities over time (e.g., Ethier & Deaux, 1994; Jetten, O’Brien, & Trindall, 2002). However, the exact processes by which group members come to increase their identification with the new, merged organization need to be examined.

Recently, we have proposed a model to account for the developmental processes whereby group members integrate novel social identities and resolve the conflicts likely to emerge between these identities within the self (Amiot, de la Sablonnière, Terry, & Smith, 2006). Theoretically, the situational, short-term changes in social identities have been accounted for by self-categorization theory (Turner et al., 1987). However, the longer term processes whereby social identities become a recurrent part of the self and by which conflicts between different social identities are reconciled within the self remain to be examined (for evidence of identity clashes during mergers, see Larsson & Lubatkin, 2001). Based on developmental theories (e.g., Harter, 1999, 2003; Mascolo & Fischer, 1998) that have proposed specific stages through which the self becomes increasingly complex over time, we have proposed three stages of social identity development and integration, which we believe could apply to the context of intergroup mergers.
The categorization stage takes place when group members are confronted with the existence of a new social group. Based on the categorization and distinctiveness principles proposed by SIT, at this stage, old and new social identities should be highly distinct and identification with the new social group is not yet possible. For instance, in the first stages of the merging process, an employee’s premerger organizational identity is likely to be the only relevant and salient identity, and identification with the newly merged superordinate organization is not yet possible given the lack of exposure to this new group. Moreover, the threatening aspects of the merger (Terry et al., 2001; Terry & O’Brien, 2001), elicited both by the instability it brings to employees’ work conditions and social benefits and by the risk it poses to the survival of the premerger organizational identity (van Knippenberg et al., 2002), are also likely to inhibit the integration of the new social identity in this first phase.

As the merger progresses, and as employees have increased contacts with members of the other premerger group and identities are simultaneously activated, identification with the new, merged organization becomes possible. At the second compartmentalization stage, the multiplicity of social identities is recognized, but identities are still highly distinct, unrelated, and context dependent (e.g., employees identifying strongly with their premerger organization when socializing with fellow employees from their premerger organization, but identifying with the new, merged organization when interacting with their new boss, a former member of the other premerger organization). It is only at the integration stage that a new social identity becomes incorporated and integrated within a person’s sense of self. At this stage, possible conflicts between old and new identities also need to be resolved (Harter & Monsour, 1992). For the employee experiencing an organizational merger, conflicts between organizational identities could be resolved through simultaneously identifying with the premerger organization and the newly merged superordinate organization. However, this would occur only to the extent that the premerger identity is recognized as being distinct and as contributing positively to the overall merged entity (e.g., Hornsey & Hogg, 2000). Another integration strategy would occur by establishing cognitive links (i.e., finding similarities) between their premerger identification and the newly merged organization (i.e., van Knippenberg et al., 2002; van Leeuwen et al., 2003).

While longitudinal research is definitively preferable to test the proponents of this developmental model, other considerations, such as the use of appropriate statistical techniques that allow tapping into changes occurring within each individual over time and mapping the multiplicity of social identities within their overall self, are also warranted. Furthermore, both the conditions facilitating (e.g., social support) versus inhibiting (e.g., status/power differentials, threat) the integration of multiple social identities and the consequences of this integration (e.g., in-group bias vs. well-being) need to be considered so as to paint a complete portrait of the changes occurring in social identities over time.
CONCLUSIONS

Taken together, the research reviewed in the present chapter provides strong support for the utility of adopting an intergroup approach to the study of organizational mergers. More specifically, the research reveals clear evidence that the nature and extent of intergroup rivalry and conflict in the context of an organizational merger can be predicted from the social identity approach and that the relative status position of an employee’s premerger organization, his or her beliefs about the nature of the intergroup relations, and the fairness involved in the merging process have an important role in predicting employees’ responses to a merger situation.

Overall, the results of the present research add to a growing body of literature that has supported the importance of adopting an intergroup perspective and, more specifically, a social identity perspective, in research on employee responses to an organizational merger (see Haunschild et al., 1994; Mottola et al., 1997; Terry & Callan, 1998). Theoretically, the present research brings together propositions from different theoretical models, including SIT, justice models, and models of superordinate identification. Some work is also presented that investigated the role of these processes in a longitudinal manner, as the merger situation progressed. Such efforts are important because they provide clear evidence for the dynamic and fluctuating processes operating during such organizational changes.

The applied significance of the present research derives from the social significance of protecting the well-being of employees and the effectiveness of organizations involved in mergers. Increasingly, it is being recognized that employee responses to a merger may account for the frequent failure of this type of organizational change (e.g., Marks & Mirvis, 1998). Indeed, recent commentators pointed to the need to move beyond a consideration of financial and strategic fit in the implementation of a merger to a focus on the extent to which the two organizations can achieve “cultural fit” in the new organization. Central to whether the new partners can be effectively integrated into the new organization or, in other words, whether cultural fit can be attained, is a consideration of the intergroup dynamics that are likely to be engendered in the context of an organizational merger. The results of the present research pointed to the fact that intergroup rivalry and conflict is likely to be observed in this context, presumably because of the motivation on behalf of both groups of employees to optimize the position of their new group in the newly merged organization. In order to reduce the type of intergroup competition observed in the present research and to minimize employees’ negative experiences throughout a merger, newly merged organizations should engage in efforts to encourage the development of employees’ feelings of identification with their new, merged organization.

Furthermore, the present findings revealed that the merger is experienced differently by members of the low- versus the high-status group. Managers and decision makers should thus recognize the intergroup dynamics
involved in a merger and ensure that mechanisms are put in place so that employees from the low-status premerger group do not feel threatened by the merger but rather, feel that they bring specific, unique, and valued contributions to a greater whole—the new, merged organization. Low-status group members’ perceptions of threat could also be minimized by ensuring that their premerger identities do not become lost within the new, merged organization, but that they are alive and striving (van Knippenberg et al., 2002; van Leeuwen et al., 2003). The use of a new or an hybrid corporate visual identity (e.g., name and logo) rather than the retention of the corporate identity of the higher status premerger organization represents one example of a concrete way to achieve this goal (see Rosson & Brooks, 2004). While emphasizing the importance of the new, merged organization has been argued to decrease rivalry between the different subgroups (Gaertner et al., 1993), it also appears crucial to recognize the distinctiveness of each premerger organization within the context of a new and binding merged organization (Hornsey & Hogg, 2000; Marks & Mirvis, 1998).

REFERENCES


IV
Commentaries
None of us label ourselves as conflict researchers. We do, however, share an interest in organizational diversity (e.g., Umphress, Smith-Crowe, Brief, Dietz, & Watkins, 2007); and, even though organizational scholars rarely view diversity through a conflict lens, we are aware that doing so can be worthwhile (e.g., Brief, Umphress, et al., 2005). We are not alone here. For example, in their introductory chapter, De Dreu and Gelfand (this volume) reasoned principally from social identity theory (e.g., Tajfel, 1978) that diversity is a source of value-related and relationship conflicts. Also, in this volume, Jehn, Bezrukova, and Thatcher’s contribution is devoted to diversity issues and conflict.

Given our common interests and outsiders’ perspective, we thought it would be a potentially fruitful exercise to study the contributions in this book with an eye toward insights into diversity-driven conflicts and how to resolve them. To this end, we posed a series of questions about such conflicts and then we poured over the chapters in search of answers. This process yielded insights and perhaps even more questions, indicating the many insights yet unrealized. More broadly, it suggested to us that organizational conflict research could better inform those organizational scholars whose
work does not fall into the conflict domain (e.g., those who study diversity). As outsiders, we perceive the conflict literature to be somewhat insulated; that is, it does not seem to be often employed outside of its own boundaries as a source of solutions for pressing theoretical problems. We think it should be. As the editors observed, the study of conflict focuses on a fundamental question: “How do individuals and groups manage their interdependence with one another?” (De Dreu & Gelfand, this volume). We see this question as being at the heart of organizational studies; as such, we think that organizational scholars in general, not conflict researchers in particular, are likely to gain valuable insights from the conflict literature.

In what follows, we pose some of the questions we see as being central to diversity-driven conflicts and their resolution. As the reader will see, the discussion that follows is far from exhaustive. We present rather simple ideas and questions, largely stripped of the complexities of life in organizations; we hope such simplicity stimulates others to supply richer understandings of diversity-driven conflicts and their resolution.

WHEN DOES DIVERSITY LEAD TO THE PERCEPTION OF CONFLICT?

Conflict is widely understood to be “a process that begins when an individual or group perceives differences and opposition between oneself and another individual or group about interests and resources, beliefs, values or practices that matter to them” (De Dreu & Gelfand, this volume). We know from realistic group conflict theory (e.g., Campbell, 1965; Levine & Campbell, 1972; Sherif, 1966), for example, that conflict is likely to occur when groups perceive that they are in competition over scarce resources. From social identity theory, we know that the perception of group differences coupled with a positive view of one’s own group can evoke in-group/out-group conflict (Tajfel & Turner, 1986). Fundamentally, conflict begins with perception. As such, our initial inquiry was “when does diversity lead to the perception of conflict?”

DeDreu and Gelfand’s (this volume) definition of conflict indicates that only one party must perceive a conflict in order for it to exist. While parties potentially could become conscious of a conflict at precisely the same moment, we assume that a more likely scenario is that one party becomes aware of a conflict before the other. This scenario led us to wonder whether minority or majority parties are more likely to first perceive diversity-driven conflict. We suspect that minority group members are more likely to first detect such conflict given that majority group members sometimes fail to realize their own prejudices. Modern racists, for example, do not recognize themselves as racist despite their capacity for both hold-

1 When we use the term diversity, we essentially are referring to differences in race, gender, sexual orientation, and the like (rather than less stigmatized and politically charged bases for diversity, e.g., organizational tenure; see Jehn, Bezrukova, & Thatcher, this volume, for a discussion of different bases of diversity).
ing subtly racist attitudes (e.g., “Blacks are pushing too hard, too fast, and into places where they are not wanted”; McConahay, 1986, pp. 92–93) and discriminating against Blacks (e.g., Brief, Buttram, Elliot, Reizenstein, & McCline, 1995). Considering their lack of insight into their own attitudes and motives, it is not difficult to imagine a modern racist expressing a racially insensitive remark without realizing the potential harm created. Such remarks could signal the existence of conflict in the minds of minority group members, despite the majority group member’s ignorance of any conflict. Considering the possibility that minorities are more likely to perceive diversity-driven conflict, at least under some conditions, Olekalns, Putnam, Weingart, and Metcalf’s (this volume) discussion of online conflict led us to wonder whether diversity-driven conflict might be derailed by computer-mediated communication and whether this might be a potential benefit of an often problematic medium of communication. That is, the presence of diversity may be less detectable online (e.g., due to androgynous names and communication styles). Assuming that the detection of diversity is a necessary precursor to perceiving diversity-driven conflict, ignorance of the existence of diversity could render such conflict unlikely.

Beyond the simple question of which party is more likely to first detect a conflict, we also wondered how the nature of the conflict might be affected depending on which party first becomes aware of the conflict and on the lag between when the first and second party both recognize the conflict. For instance, a woman joins an all male work group. A male member sees her as competition for a desired promotion, and he sees her sex as providing her with an unfair advantage. Weeks after joining the group, the woman realizes that the male in question has been subtly behaving as an adversary. Would the nature of such a conflict be different if the female first perceived the male as a threat or if both parties very quickly realized they were potential adversaries?

We also are led to wonder whether DeDreu and Gelfand’s (this volume) definition of conflict adequately captured the full potential character of diversity-driven conflicts. Social dominance theory (Sidanius & Pratto, 1999), for instance, tells us that most types of group conflict and oppression (e.g., racism, sexism, and nationalism) can be regarded as different forms of the same basic human predisposition to form group-based social hierarchies, where valued, finite resources (e.g., money, employment, education, and healthcare) are disproportionately held by the upper echelons of the hierarchy which dominate groups at the lower levels. It is not difficult to imagine that those benefiting from such arrangements come up with rationalizations to justify the inequity (and, thus, do not perceive a conflict), while those not benefiting see such arrangements for what they are—resource conflicts (e.g., DeDreu & Gelfand, this volume). What is perhaps less intuitive (although it is empirically supported), is the idea put forth within social dominance theory (Sidanius & Pratto, 1999), as well as system justification theory (Jost, Banaji, & Nosek, 2004), that subordinate groups (e.g., Blacks and women) suppressed by dominant ones sometimes participate in and contribute to
their own subordination (Umphress et al., 2007); that is, they too sometimes buy into the rationalizations that legitimize the inequality. From this perspective (and contrary to the widely accepted definition of conflict), groups may be seen as being in conflict without either group being consciously aware of the situation. Instead, the entire state of affairs is made palatable to both parties by the salve of a “legitimizing myth,” which “provides moral and intellectual justification for the social practice that distributes social value within the social system” (Sidanius & Pratto, 1999, p. 45).

For example, Jaffee (this volume) described the development of “managerial ideology” in response to the rise of factory production. Quoting Bendix, Jaffee asserted that such an ideology neutralizes labor–management conflict by either denying or justifying the exercise of managerial authority. In other words, this managerial ideology obscures the existing conflict from view. While Jaffee was not explicit about labor and management both being deluded by managerial ideology, there is evidence in the diversity literature that ideology is not merely a tool of oppression, but that it also serves as a needed justification for those benefiting from favorable power differentials. Research on “White guilt,” for instance, has demonstrated that when Whites are conscious of the advantages they enjoy in society merely due to their skin color, they are much more supportive of affirmative action measures (Iyer, Leach, & Crosby, 2003; Swim & Miller, 1999). That is, without a justifying ideology Whites cannot always stomach the stark reality of injustice, and, in response, they attempt to disabuse the system, endorsing a more balanced distribution of resources, such as employment.

DOES DIVERSITY-DRIVEN CONFLICT ALWAYS ARISE PASSIVELY?

To us, the view of conflict as a “process beginning with a perception” evokes an image of passivity, implying that conflict is something we wake up to one day just as we might wake up to a blue sky or snow on the ground. It is just something that happens to us. Reading Raver and Barling’s (this volume) chapter on workplace aggression, however, led us to contemplate deliberately provoked conflicts. The incidents these authors described might “just happen” to victims but not to the aggressors. Unfortunately, as Raver and Barling pointed out, little is known about the connections between diversity and workplace aggression. Perhaps a place to start would be to expand on their investigation into the motives behind certain unsavory workplace behaviors. In particular, research could focus on diversity-relevant motives behind aggressive behaviors like keeping members of subordinate groups (e.g., Blacks and women) “in their place.”

Pruitt’s (this volume) discussion of “retaliatory escalation” suggested that conflict, in fact, may very well have to do with putting people “in their place.” Describing the primary motivations behind such escalation, he included things like demonstrating strength and promoting norms. Similar to these motivations, Rudman and Fairchild (2004) suggested ste-
reotype enforcement as the motivation behind backlash against gender deviants (or those who deviate from gender stereotypes). They found that women who dared to step outside of their roles by succeeding in male-typed activities were sabotaged by their competitors, who were fully aware of the stereotype-maintenance implication of their actions (e.g., the implication that the poor performance of the sabotaged women would preserve gender stereotypes). Moreover, the researchers found evidence that backlash resulted in implicit and state self-esteem enhancement for the saboteurs, and that gender deviant women’s fear of backlash served to cow them into trying to conform to gender stereotypes by hiding any gender deviance, including successful performance in a male-typed task. The former may serve as positive reinforcement for engaging in sabotage; the latter may serve to perpetuate gender stereotypes.

Besides the motivation to maintain stereotypes, people are also motivated to seek fair distributions of resources. In fact, De Dreu and Gelfand (this volume) cited conflict over resources as a major source of conflict in organizations. As such, we suggest affirmative action programs, which have been surrounded by controversy since their inception, as a potential hornet’s nest of diversity-driven resource conflict. For example, Blacks benefiting from affirmative action programs may be seen by certain White coworkers as violating distributive fairness norms (e.g., Blacks may be seen as taking more than their share of jobs in an organization). Consistent with our speculation, James, Brief, Dietz, and Cohen (2001) found that Whites high in modern racism (McConahay, 1986) demonstrated negative attitudinal reactions to affirmative action programs aimed at benefiting Blacks. Such perceptions of injustice and negative attitudes might lead these White coworkers to aggressively assert their superiority in the workplace.

WHAT TYPES OF CONFLICT FOLLOW FROM DIVERSITY?

Given the connections in the conflict literature between types of conflict and outcomes (e.g., De Dreu & Gelfand, this volume), our next question was “What types of conflict follow from diversity?” Jehn et al.’s (this volume) contribution emphasizing alignment theories of group composition concerned with the simultaneous alignment of multiple characteristics across members (e.g., faultline theory; Lau & Murnighan, 1998) provided us with a rich response. Jehn et al. recognized the difference between social category (e.g., race and sex) and informational (e.g., work experience and education) characteristics and asserted that subgroups formed along the former characteristics lead to stereotyping and prejudice, while those formed along the latter facilitate the effective pooling of information and integration of perspectives. These observations served as the basis for Jehn et al. predicting that individuals in groups with strong social category faultlines will experience high levels of intragroup relationship, task, and process conflicts. Alternatively, individuals in groups with strong infor-
national faultlines will experience high levels of intragroup task conflict and low levels of intragroup relations and process conflicts. These propositions provide an explanation for inconsistent findings evident in the literature and alert organizational scholars not to construe diversity in terms of categories like race and sex as being conceptually equivalent to those based on characteristics like functional background or organizational tenure. We are dealing with apples and oranges; bravo to Jehn et al. for recognizing the difference. Too often, in our judgment, diversity researchers have ignored these differences, theoretically equating, for example, being Black and being an accountant.

WHEN MIGHT DIVERSITY-DRIVEN CONFLICT LEAD TO POSITIVE OUTCOMES?

Schulz-Hardt, Mojzisch, and Vogelgesang (this volume) argued that conflict sometimes promotes creativity and performance, providing empirical evidence from several studies supporting their claim. If conflict can be functional, then when might diversity-driven conflict lead to positive outcomes? Schulz-Hardt et al. offered “activation” as one explanation for the positive effects—when dissent is voiced, increased cognitive processing and group discussion takes place. Indeed, Antonio et al. (2004) found increases in complex thinking due to the presence of a racial minority in a group. We wonder, however, about the boundary conditions that might curtail the positive effects of diversity in groups. One of these conditions might be the extent to which a dissenting opinion is diversity relevant. For example, a female group member holding a dissenting opinion that the group should be less task focused and more relationship focused might choose to keep this opinion to herself for fear of confirming negative stereotypes about women in the workplace. Alternatively, should she choose to share this dissenting opinion rather than stimulating cognition and discussion, it may very well be dismissed by the men and even other women in her group as being a stereotypical female concern and not a legitimate business issue.

HOW MIGHT DIVERSITY-DRIVEN CONFLICTS BEST BE RESOLVED?

Assuming that diversity-driven conflicts are likely to emerge in organizations (cf. Sidanius & Pratto, 1999), our final question concerned their resolution. In our search for answers, we turned to Terry and Amoit’s (this volume) contribution in which they discussed the implications of status for mergers. They provided the following bit of advice: Managers and decision makers should

ensure that mechanisms are put in place so that employees from the low-status premerger group do not feel threatened by the merger but rather, feel that they bring specific, unique, and valued contributions to a greater
The new, merged organization. Low-status group members’ perceptions of threat could also be minimized by ensuring that their premerger identities do not become lost within the new, merged organization, but that they are alive and striving. (p. 407)

Could this wisdom be successfully applied to other types of “mergers”? For instance, is this good advice for organizations trying to bring women into largely male-occupied units or divisions, or largely White-populated organizations trying to promote racial diversity? We see some parallels between mergers of organizations and mergers of social groups, and we suggest that research on the former could potentially provide very helpful insight into the problems of the latter.

CONCLUSIONS

All in all, we found some thought-provoking answers from this volume to the questions we posed about diversity-driven conflict. This exercise of searching for insights into diversity-driven conflict was so stimulating in fact that many of our “answers” really came in the form of new questions and speculation. We found that conflict research is a fertile ground not only for insights into the problems of diversity but also for inspiring interesting new questions.

That our reading of this volume sparked so many questions, even in the course of our writing this brief commentary, demonstrates, we think, the rich streams of conflict research that could be tapped should conflict researchers turn their attention more deliberately to the problems of diversity. However, we do not mean to suggest that diversity is the only arena into which conflict researchers could fruitfully expand. Other central aspects of organizational life ripe for conflict researchers to tackle include individual, group and organizational learning; worker well-being (e.g., Spector & Bruk-Lee, this volume); a host of work-related attitudes and affective reactions; work motivation; career outcomes; power and politics; leadership; and organizational cultures and structures. Conflict is relevant to such a broad array of phenomena because, as demonstrated in this volume, conflict and its resolution pervades moment-to-moment, everyday life in organizations, influencing group processes, communication, decision making, and interpersonal relationships in the workplace. Indeed, looking back several decades we found precedents for conflict researchers asking and addressing broader questions (e.g., Blake, Mouton, & Sheppard, 1964; Pondy, 1967, 1969; Walton & Dutton, 1969). It is our contention that a more broadly focused conflict literature would be greatly beneficial to the larger community of organizational scholars.
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Conflict is part of the fabric of organizational life. In our daily round of interactions, we are more than likely to be involved in some form of conflict, even if we do not label it as such. Some nice examples in the context of escalation include failing to help, to return phone calls, to give out information, or talking behind another’s back and refusing requests (chapter 8). Indeed, we now widely accept that conflict is embedded in the very structures of today’s organizations, making the possibilities for conflict and its management almost infinite. And because it is potentially ever present, it has been an elusive phenomenon to frame and conceptualize in a systematic way. As the editors note, the absence of comprehensive treatments of the subject is striking. Certainly, there have been efforts to focus on particular dimensions—the management of conflict (De Dreu & van de Vliert, 1997), the hidden or less formal dimensions (D. M. Kolb & Bartunek, 1992), and the processes of constructive conflict (Kreisberg, 2003).

What has marked the study of conflict in the past decade or so has been fragmentation of the topic. The late Jeffrey Z. Rubin (1981) once likened the disjointed study of third parties to an elephant where different scholars notice only certain parts. A similar phenomenon has occurred in the study of organizational conflict. Foremost, have been the students of negotiation; the empirical work on this topic has been voluminous. Even though much of this work suggests an organizational context in the tasks that are studied, negotiation has been treated largely as an isolated phenomenon unhinged from other organizational processes (Barley, 1991). In a slightly different vein, the importation of alternative dispute resolution (ADR) into organizations has resulted primarily in handbooks of dispute
system design with only limited inquiry into how these systems operate and fit within organizations (Lipsky, Seeber, & Fincher, 2003; Ury, Brett, & Goldberg, 1988).

What distinguishes this volume is an accomplishment to be applauded—we have a significant mass of the entire elephant in one place. The diversity of topics is exemplary—from a historical sweep of conflict theory to reviews of micro processes of negotiation to topics not heretofore represented—aggression, health, and well-being—to institutional issues such as dispute systems, labor management relations, and mergers. Despite the presence of the entire elephant, I see it as still experienced in parts. I expect there is much to learn if there were more integration across topics and levels. That is the first issue I want to raise. The second has to do with sense making and meaning. I subscribe to the view that conflict and its management is an interpretive process—that what a conflict is about shifts and changes depending on how it gets processed (D. M. Kolb & Bartunek, 1992). Even though many of the chapters take a process perspective—another welcome addition—the dynamics of how meanings shift because of processes and the relation of these shifts to conflict outcomes could be usefully expanded. Finally, this volume concerns conflict in workplace organizations. Yet, the organizational implications for how conflicts are handled, beyond a few mentions of performance and effectiveness, are missed. I want to comment on these three areas.

LET US TALK OF WHAT WE LEARN BY PARTNERING

In their classic study of organization conflict, Lawrence and Lorsch (1969) talked of the high need for both differentiation and integration in environments that are changing rapidly. Many of the chapters in this volume exemplify the kind of differentiation that has occurred in the field. In doing so, opportunities for integration that might move the field forward may have gone unrealized. I say “may” for a number of reasons. First, in their introduction (chapter 1), the editors highlighted many insights we glean across levels and topics. And second, in an interesting twist, the chapters that might be seen as “atypical,” in the sense that they are not directly about negotiation, conflict resolution, or group decision making, the well differentiated parts of the field, do attempt to integrate some ideas about conflict, health, aggression, and dissent into existing literatures. I want to suggest a few other opportunities within the domain of the interpersonal and group level as well as between that level and the organization and institutional.

Let me give a few examples from the second part of the book. The paucity of research on emotions in the study of conflict generally, and negotiation in particular, is often noted. Considering the topic of workplace aggression (chapter 7) expands how we think about emotions. Resistance and revenge could redefine some of the ways we might think about agency
in the process of escalation (chapter 8). Similarly, the study of aggression seems to lack process models whereas escalation is just that. It would also be interesting to consider how aggression changes the emotional coloration of choices in the dual concern model (chapters 1 and 3).

Chapter 9 on health and well-being has many interesting integrative implications. First, it obviously highlights how narrow some of our outcome measures typically are (chapters 3 and 4). However, it also makes us consider what other aspects of the self, psychological state for example, might play out in even highly structured negotiation tasks (J. Kolb, 1999). Further, it makes us rethink whether the neat distinctions we make among types of conflict (chapter 6), that they are task, relational, or process, might be experienced differently depending on the state of the people involved and the contexts within which the conflicts occur.

The opportunities for partnering and integration present intriguing possibilities across levels. There has been a distinct move to incorporate interest based bargaining into contemporary union management relations. The success, as chapter 12 suggested has been mixed, depending in part on the level of trust between the parties. What might the research on faultlines (chapter 6) contribute to helping parties move their constituencies in the direction of interest based bargaining? Or how might the insights in the ways minorities affect the thinking of majorities (chapter 5) contribute to the challenges in bringing along bargaining committees to commit to a different approach to bargaining? Or consider, the ways in which incorporating insights on conflict escalation (chapter 8) might be important in evaluating organizational dispute systems and their points of intervention (chapter 11). Or consider how third parties (chapter 10) might deal differently with parties bent on aggression or revenge (chapter 7). The gap between what we know from the second part of the book about microprocesses in the management of conflict and how these insights might contribute to managing conflict at the organizational and institutional level seems ripe for partnering and integration.

The book suggested other opportunities as well. Laid out in the history of conflict (chapter 2), we see a central dilemma in the managing of conflict—the need of organizations to control its members and the ways its members find to resist. Coming from different theoretical and methodological perspectives, studies of normative control and the oppressiveness of some corporate cultures and professional norms contribute a different perspective to our understanding about how conflict is managed (Burroway, 1979; Kunda, 1992; Morrill, 1992). Similarly, studies of resistance help us see some of the ways that organizational members incite conflict in the service of change (Meyerson, 2001). Although resistance finds its way into several parts of this book, this area could be expanded.

The type of partnering I am suggesting is not a trivial matter. There are some methodological and, potentially, ideological issues that may preclude efforts at integration. Laboratory methods have dominated many of the areas covered in the book. To move into organizational contexts has
typically, although not always, meant using different methods—surveys, interviews, ethnographies, and case studies. It may be a challenge, one fraught with conflict, to get scholars who work in one paradigm to agree on how to study phenomenon from an integrated perspective. It may be that integration will require more triangulation of methods. Ideology may also be an issue. A focus on conflict management focuses on the interests of leaders in the relatively smooth functioning of their organizations. We see this normative value in many of the chapters, for example, what processes lead to joint gain (chapters 3 and 4). Work on control and resistance takes a more critical stance, focusing on conflict handling, rather than management (chapter 2). These value positions may be more difficult to integrate.

THE MEANINGS (AND SHIFTING MEANINGS) OF CONFLICT IN ORGANIZATIONS

With their now classic article on *naming, blaming, and claiming*, Felstiner, Abel, and Sarat (1981) metaphorically and theoretically captured the dynamic processes of meaning in conflict. There is nothing inherent in the notion of a particular conflict. Conflicts are social events that are embedded in the structure of social relationships and that are given shape and definition as disputants take action. Depending on the audience and the forum, the same conflict can be phrased in many different ways. To use a popular example from the dispute resolution field, the same disagreement can be defined in terms of rights that are violated, interests to be worked out, or power to be exerted (Ury, Brett, & Goldberg, 1988). This perspective, sometimes called a disputing perspective, would expand not only our study of conflict processes, but also how we understand the outcomes. Let me use some examples from the book.

The focus on microprocesses is a welcome addition to what has been traditionally a black box between inputs and outcomes, especially in the study of negotiation. However, with a few exceptions, the discussion of process does not show how meanings might have changed. In chapter 3, for example, although we learn about different sequences and the relation to outcomes, how parties’ understand their issues and behaviors is still a black box. Similarly, in chapter 5, we learned about how dissent affects creativity and performance but not how the majority actually takes in minority viewpoints. Putnam (2004) showed, for example, how shifts in the levels of abstraction—from specific to general, from concrete to abstract, from individual to system—change how parties understand their issues. These new understandings can lead to a redefinition of the issues, to different arguments, which in turn leaves space for different types of outcomes (chapter 12). Indeed, were we to take seriously the notion that disputes can be transformed, we might abandon our linear models in favor of more interactive ones. Then we might notice that our conflicts are rarely resolved, but are rephrased, redefined, and reprocessed, and so continue to surface again in different forms.
It is this insight that can be usefully applied in the study of third-party processes and dispute resolution systems. Akin to studies of ADR in legal and community arenas, there is a tendency to focus on particular outcomes like usage and satisfaction and on the tactics or strategies that are used (chapters 10 and 11). However, we need to pay more attention to how meaning is managed in the context of these processes. Disputes or grievances are not objective events but are negotiated over by the involved parties. As such, the subjects and remedies sought can change dramatically. Gadlin (1994) described how a complaint that came to him as ombudsman about a performance issue expanded into a larger dispute about race because of supporters who counseled the complainant. Similarly, there is an incentive in dispute systems to normalize disputes so they can be dealt with in ways that fit a dispute resolver’s areas of expertise and capacities. The incentive to “resolve” issues at the individual level means that an issue is interpreted as being between individuals. However, the problems may be a reflection of more systemic issues and so resurface later, and/or they may be a manifestation of the conflict “splitting” where individual disputants are “blamed” for something that has its roots elsewhere in the organization (Donnellon & Kolb, 1994; Smith, 1989). Indeed, complainants may be more likely to become more aggressive in their approaches to conflict if they feel that the system has served them poorly (chapter 7). If we take seriously the challenge to move across levels in our study of conflict (chapter 1), we need to look at the ways dispute systems contribute to the ways disputes are channeled to different levels and with what consequences to complainants and organizations.

An interpretive perspective can also lead in new directions in the study of third party intervention in organizations. Although strategic choice models dominate the study of mediation (chapter 10), we need to attend more to the ways that mediators actively frame a conflict such that it leads to particular actions. This would mean that we consider the preferences and values of mediator, for say, problem solving, transformation, or other goals (Baruch-Bush & Folger, 2005), the relationships between the mediator and the parties, and the types of issues confronted. For what we know from research in other settings is that mediation is practiced in different ways by different practitioners in different settings depending on the issues, the relationship of the parties to each other and the mediator, the institutional location of mediation, the culture in which it is embedded, and the timing of it relative to other processes (Merry, 1989). If we consider these types of concerns, we can begin to compare how mediation plays out in different types of organizational contexts and how organizational cultures may influence these processes and with what consequences.

In doing so, we need to question the typologies that so neatly distinguish among third parties. Although these different forms of conflict resolution processes exist, they are not distinct in the way formalistic descriptions imply. Rather the lines between facilitation, mediation, arbitration, and
adjudication, for example, are blurred. Indeed, mediation often has more in common with the procedure or processes it replaces than with the way it is practiced in other contexts (Conlon, Carnevale, & Murnighan, 1994). If that is the case, as we look to how third parties operate in organizations, we may need to take seriously the advice of the editors (chapter 1) to look at these processes over time. That means tracing the fate (and meaning) of conflicts longitudinally as they are processed using different procedures. In doing so, we need to attend to the less formal and overt means of conflict handling as well (D. M. Kolb & Bartunek, 1992).

SO WHAT? OR THE ORGANIZATIONAL CONSEQUENCES OF CONFLICT MANAGEMENT

The final issue I want to discuss brings us back to the subject of the book—organizational conflict. Factors that might influence organizational conflict and how it is expressed and managed at the individual, group, intergroup, and organizational levels (chapter 1) are given extensive treatment in this volume. The role of culture is particularly noteworthy. This is important because, as I have suggested, previous efforts tended to isolate conflict management from its organizational roots. However, we need to close the loop. How do conflict and its management impact the organization? In answering this question, it is not merely performance or turnover or other such managerial measures that we need to consider, but rather how the management of conflict influences and shapes the organizational context and culture in which future conflicts are played out (Giddens, 1984).

First, level matters. There is a tendency in organizations to individualize disputes. That is, people’s understandings of a conflict often begin by focusing on individuals and dyads (Smith, 1989). Indeed, the discussion of conflict sources (chapter 1) begins at the individual level. What research has shown is that when conflicts and grievances are treated at the individual level, it means that existing systems and power relationships are more likely to remain intact (Donnellon & Kolb, 1994). To extend the discussion of level, it makes sense to consider the organizational implications of dealing with conflicts at particular levels. Second, there is some evidence in other settings that the ways conflicts are handled become normalized, that is, they evolve over time to be seen in ways that might be quite different from the intention. In recurring legal conflicts, for example, Galanter (1974) showed that particular relationships mean that the “haves” come out ahead. What are the organizational implications of the finding reported in chapter 11 that grievance systems in nonunion work places yields low, not high, satisfaction? Not only will the system get a negative reputation, and so will not be used, but also it might mean that other organizational consequences are more likely. To what degree does the management of conflict lead to change or does it merely duplicate existing hierarchical
relationships (Kunda, 1992; D. M. Kolb & Bartunek, 1992)? Who does come out ahead?

One implication of the relative failure to consider explicitly organizational implications is that when change occurs it may go unnoticed. For example, there are some significant examples of how new approaches to collective bargaining led to a major transformation in relationships between labor and management (Eaton, McKersie, & Fonstad, 2004). At MIT, the actions of a coalition of women scientists led to more equity in working conditions and opportunities (Meyerson, 2001). It is generally accepted that conflict can lead to change, but we need to be clearer about the kinds of changes we are talking about.

Let me conclude with an example that suggests how conflict management impacts organizational practices in ways that change the context for the expression of conflict and for its potential outcomes. The example comes from an intervention study of gender, work, and family issues in the workplace (Bailyn, Kolb, & Fletcher, 1997). It is a truth generally acknowledged that, until recently, work was structured as if people had no life outside of it. This might have been a norm that fit many men very well but presents a challenge to women (and men) who have families. Conflicts over time and responsibility and schedules happen routinely in work groups and between supervisors and subordinates. People might leave the organization and/or grieve their treatment. At the same time, individuals begin to negotiate alternative work schedules. The conflict is treated at the individual level—a matter of choice even though work practices such as “face time” make it difficult for the individual to manage work and personal life. However, it can also happen that the negotiations can accumulate such that they lead to policies that enunciate flexible work arrangements. That means that future negotiations take place against a background of legitimacy as least as expressed in a policy.

However, cultural assumptions about an “ideal worker,” means that people, especially those with high career ambitions, do not take advantage of the policies for fear it will negatively impact their careers, that is, until the conflict is dealt with at the group level—how can a team do its work and still let its members have a life? The potential outcome of this form of managing the conflict means that flexible work arrangements become a norm and so conflicts around them might be mitigated. It also might be because these changes happen at the group level, that decision-making structures become less centralized on other issues as well. It also may be that this process leads to more gender equity in the workplace, which might give voice to groups who have not been as vocal, and so on. I use this loose example to suggest that as we look at how conflict is managed at different levels, we need to study how these processes change the contexts within which future conflicts play out. These aspects of the management of conflict are still elusive.
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Before we inquire into origins and functional relations, it is necessary to know the thing we are trying to explain. (Asch, 1952/1987, p. 65)

This is a wonderful collection of essays that attests the depth, breadth, and vigor of the study of conflict and conflict management in organizations; it is a privilege to provide commentary. I focus here on the theories—and their historical influences and future prospects; that is, I look back in time with an eye to looking forward. Hence the whence and the whither, the former a focus on from what place, as in, whence comes this splendid feast? And the latter, whither, as in, to what place, result, or condition: Whither are we wandering? If we are wandering toward more research—and we are—, this volume is a huge success. Each of the essays here is a gold mine of ideas for future studies crying out to be done. Pruitt (chapter 8, this volume), for example, lists no less than seven sets of research questions that could each be a Ph.D. thesis—each could even be a distinct career of research.

It is interesting that this volume’s title starts “The psychology of . . .” because there really is more than that here. The reader will of course find here the most recent developments in psychology relevant to organizational conflicts, for example, work on motivational processes, group decision making, aggression, culture, social identification, and fairness.

processes. However, we also have here important contributions that reflect state of the art scholarship in the fields of communication, creativity, organizational diversity, and health, all applied to understanding organizational conflict. There are two chapters on conflict management per se, mediation and dispute resolution systems, and chapters on two contexts of conflict that are particularly relevant to organizations, union-management conflict and mergers. And the essay on escalation, by Pruitt (chapter 8, this volume), presents a general model of conflict that is relevant to conflict no matter what, where, or whom, and an especially nice thing about escalation models is the focus on when: Time is by definition a primitive in escalation models. Most models of organizational conflict are static, absent the dynamic interplay of processes that evolve in time, a point nicely made by De Dreu and Gelfand (chapter 1, this volume). But the field is clearly moving toward better treatment of time as a parameter for modeling, a point I return to below.

It was Ruth (1:16) who gave us “Whither thou goest, I will go,” and this is also apparent in the study of organizational conflict: The effort very much reflects the fads and fancies of the broader disciplines that are brought to bear; whither the disciplines wander—whether it be to cognition, emotion, cultural analyses, multilevel analysis, decision theory, or neuroscience models—the study of organization conflict will go as well. However, it would be a mistake to assume it is a one-way street; for example, it has taken some time for social psychology and economics to catch on to the importance of positive factors in human interaction, such as matters of fairness and respect, something that organization scholars discovered some time ago in the humanistic reaction to “scientific management,” illustrated nicely here by Jaffee (chapter 2, this volume). In other words, one can see the human relations movement in organizations as having presaged the positive movement in psychology (cf. Seligman & Csikszentmihalyi, 2000).

In the study of organizational conflict, we are still largely in a taxonomic phase, with occasional efforts to move to explanation and prediction. In the study of negotiation, it is more clear, with broad agreement, that there are basic strategies—contending, concession making, problem solving—that can lead to agreement. Measures of “concession” or “trade-off” are often clear. The comprehensive review by Goldman, Cropanzano, Stein, and Benson (chapter 10, this volume) indicated that taxonomic work in mediation has also developed nicely in recent years. And, there has been some progress on understanding the basic structure of agreement, although much work lies ahead (cf. Carnevale, 2006).

---

2 The Bible, King James Version, Book of Ruth, 1:16: And Ruth said, Intreat me not to leave thee, or to return from following after thee: for whither thou goest, I will go; and where thou lodgest, I will lodge: thy people shall be my people, and thy God my God: 1:17 Where thou diest, will I die, and there will I be buried: the LORD do so to me, and more also, if ought but death part thee and me.
How significant is the term *organizational* as a qualifier of *conflict*? Of course, arenas of conflict differ from one another in terms of how negotiation works, to be sure, but there are many more similarities than differences among settings—organizational, political, and interpersonal. These similarities make it possible to develop general theories of negotiation. This means that we can learn things from one arena and generalize to another. For example, negotiations between representatives differ in some respects from negotiations between individuals who act on their own behalf, as noted by De Dreu and Gelfand (chapter 1, this volume) as well as by Beersma, Conlon, and Hollenbeck (chapter 4, this volume). These sorts of distinctions—about variables—are more fundamental than the differences between the arenas in which negotiation takes place. This means that we can borrow ideas and effects, and models, from a variety of literatures—international relations, for example, that speak to matters of organizational conflict.

**WHENCE**

Modern writing about organizational conflict reflects several key influences and traditions. One source of influence is *historical writing*, highly informative descriptions of actual conflict events. Indeed one of the earliest known instances of writing, in the history of writing, was a description of a conflict that was resolved via mediation (Kramer, 1963). Other examples are the highly informative descriptions of labor and industry disputes written by people close to real situations (Peters, 1955; see also Douglas, 1962; Follett, 1926), and international mediation the collection of essays put together by Campbell (1976) written by the people who were the actual participants in the 1954 Trieste negotiations involving Italy and Yugoslavia.

Sometimes historical reports and accounts inform the *popular books and manuals that provide advice* (e.g., Fisher & Ury, 1981). Often these writings are cook-bookish and full of aphorisms that in practice are difficult to apply; for example, one should be “. . . firm as a rock when necessity demands, and supple as a willow at another moment” (de Callierdes, 1716/1963, p. 43). However, when does necessity demand firmness and when should one be supple? Nevertheless, these writings serve as useful foils for the modern researcher.

Often historical writings and close observations of real settings are synthesized in broad theoretical generalizations about conflict behavior. The behavioral research tradition in conflict, which is represented predominantly in this volume, seeks to develop and test predictive theory about the impact of environmental conditions on negotiator (and mediator) behavior and the impact of these conditions and behaviors on outcomes (cf. Walton & McKersie 1965). Much of the early social-psychological work, especially the laboratory experiments, tested notions presented in works
such as those of Walton and Mckersie, and Stevens (1963); for example, ideas about the function of mediation, such as face saving (Pruitt & Johnston, 1970).

But the behavioral work also leans heavily on another tradition, mathematical models of rational behavior developed by economists and game theorists (e.g., Luce & Raiffa, 1957), and variations on that theme that combine the tools of rational analysis to examine the wide range of tactics faced by most negotiators and third parties (e.g., Raiffa, 1982; Schelling, 1960). In addition, important collaborations between economists and psychologists provided, and continue to provide, much theoretical leverage to the domain. For example, the classic work by Siegel and Fouraker (1960) inspired early studies on aspirations (Kelley, Beckman, & Fisher, 1967), which provided the foundation for the dual concern theory developed by Pruitt (1981). This theory distinguished between self-concern, which was reflected in the Kelley et al. notion of resistance and other concern, which has a foundation in the work on leadership style that emerged from the Ohio State Leadership Studies, that is, the notion of consideration (see Hollander, 1979). The essay by Beersma, Conlon, and Hollenbeck (chapter 4, this volume) nicely represents this work.

WHITHER

I began this comment with the observation that the study of organizational conflict reflects the fads and fancies of broader disciplines—social psychology, sociology, economics, and so on—and whither they wander the study of organization conflict will go as well. However, the whither will wither, in my humble opinion, if the core areas of industrial–organizational psychology are not more vigorously brought to bear on the study of organizational conflict. In particular, matters of measurement. Conflict has a lot of parts and pieces, even when we place the "organizational" boundary on it. So when we ask the Asch question—what is it that we are trying to explain?—there is no easy answer, a point also made in several of these essays (e.g., Spector & Bruk-Lee, chapter 9, this volume). This was apparent also in Jaffee’s comments on forms of resistance in organizations: “covert political conflict” can include “material and personal sabotage, theft, noncooperation, strategic inaction, and symbolic disrespect or escape” (chapter 2, this volume). Consider these forms in conjunction with the set of behaviors identified by Raver and Barling (chapter 7, this volume): “offensive remarks, threatening others, isolating an individual so he or she has difficulty working, harshly criticizing others, making obscene gestures, giving someone the ‘silent treatment,’ failing to transmit information, physical assault, and theft from other employees” (p. 211).

To build a cumulative science of organizational conflict we need good measures of the parts and pieces. Moreover, there are areas that the field needs to do a better job of integrating. The traditional, core areas of indus-
trial psychology—selection, personnel, training, performance appraisal—have not been sharply developed in the study of organizational conflict. We need a job analysis of negotiation.

In other words, a real gap in current work, especially that driven by lab-based studies of conflict, is a clear picture of the forms and character of behavior that fall under the general rubric of organizational conflict. We lack taxonomic work of conflict, basic types and forms, and the same point can be made about the structure, and discovery, of “win–win” agreements: “A large issue is how the parties come to know or be aware that they have found a creative, integrative agreement. It may ultimately be a matter of appropriate measurement that takes into consideration objective and subjective factors that are immediate as well as long term” (Carnevale, 2006, p. 431). Not to belabor the point, but we really do need measures that predict job performance when the job is negotiation, or mediation, or when the job is trying to find a good outcome in a dispute between marketing and production. There are signs of progress; for example, just to name two, the recent efforts to develop measurement tools for organizational justice processes (Donovan, Drasgow, & Munson, 1998), as well as measures of the subjective dimensions of conflict outcomes (Curhan, Elfenbein, & Xu, 2006).

Good taxonomic work is needed, as Asch suggested, prior to the analysis of functional relations. It is necessary to know the thing we are trying to explain; for one, the effects we want to explain are often not simple. Negotiation is a complex system, and this means that multiple processes interact in complex ways and with feedback. This means that a variable that has an effect in one context can have the opposite effect in another context. Schultz-Hardt, Mojzisch, and Vogelgesang (chapter 5, this volume) nicely and importantly illustrated the positive impact of dissent on creative performance, and this makes great sense especially in light of Deutsch’s notion of constructive conflict (see Deutsch, Coleman, & Marcus, 2006). But when is there too much dissent? When is it destructive? Carnevale and Probst (1998) reported that conflict could inhibit creativity. Again, we lack good taxonomic work on types and forms of conflict and types and forms for creativity relevant to conflict. Steigleder, Weiss, Balling, Wenninger, and Lombardo (1980) suggested that some conflict is aversive and, thus, likely to produce rigidity effects.

Of course, we run the risk of too many categories and distinctions, a dizzying proliferation of distinctions; it is welcome relief to see efforts at synthesis and simplification, as when Jehn, Bezrukova, and Thatcher (chapter 6, this volume) noted, “We believe that the distinction between social category and information diversity incorporates previous distinctions of visible versus nonvisible diversity and surface-level diversity versus deep-level diversity” (p. 187).

The important matter of time in models of negotiation and conflict, mentioned by De Dreu and Gelfand (chapter 1, this volume), reflects a large and important development in the field. Time is at the center of Pruitt’s
discussion of escalation (chapter 8, this volume); for example, the important study by Mikolic, Parker, and Pruitt (1997) showed clearly the temporal dynamic of conflict processes, and further shows that some effects, such as gender, change across time. Olson-Buchanan and Boswell (chapter 11, this volume) made the same point about time in their call for moving the field forward, in noting that disputing in organizations is a recursive process “whereby prior experiences with an ODR system have implications for later dispute situations and resolution” (pp. 340–341). The same point can be made about pattern bargaining (Friedman, Hunter, & Chen, chapter 12, this volume). Henderson, Trope, and Carnevale (2006) reported that time perspective can organize cognitive processes in negotiation.

In an interesting analysis of organizational mergers, Terry and Amiot (chapter 13, this volume) also highlighted the importance of time. They focus on developmental processes and the emergence of novel social identities, as a three-stage process, that can facilitate resolution of conflict. Interestingly, Kelman (1999) made a similar point about emerging identities and conflict resolution in the Middle East.

There also are interesting context questions that can be raised. In their impressive review and work on groups in negotiation, Beersma et al. (chapter 4, this volume) showed that dispositional variables, such as social value orientation, could play an important role in conflict behavior. One way to extend this work is to look at groups in context. For example, Probst, Carnevale, and Triandis (1999) showed that the most competitive individuals in a group would become the most cooperative in their group when their group is in competition with another group. Will they also be the first to leave their group if their group is losing the between group competition?

The important role of the broader context of disputes is also seen at a macrolevel in the changes that have affected U.S. labor. Friedman et al. (chapter 12, this volume) note the broad changes in the environment that affect the way labor and management negotiate, for example, the advent of global competition.

One thing that is largely absent from the literature is the top-down effects of conflict in networked relationships in organizations. A nice story from the early days of research makes the point: the first attempt to get intergroup conflict by Sherif, for the Robbers Cave studies, failed.

But briefly, this happened before the Robbers Cave experiment, in the summer of 1953. In an earlier study, Sherif showed that he could produce hostile attitudes (in groups that were formed to cut across earlier established friendships) by introducing competing goals. The 1953 study was designed to test the next step, showing that these hostile attitudes could be overcome through superordinate goals. But this time around he was not able to produce the initial hostility, even though he tried hard (and in questionable ways) to do so. He considered the whole exercise a failure, since he was not able to create the conditions that would allow him to test his hypothesis. He was not inter-
ested in figuring out why creating the hostility didn’t work this time around. The Robbers Cave was his second attempt to test the hypothesis. I assume it succeeded, at least in part, because in that study he did not give himself the added handicap of breaking up initial friendships in forming the groups. (H. C. Kelman, personal communication, August 8, 1998)

It turned out that in the initial effort, the two emergent leaders of the groups of kids knew each other—they had a personal relationship from their hometown—and they trusted one another; when a conflict-provoking incident occurred, they got together and talked about it and came to the conclusion that the camp counselors were responsible. They conveyed this back to their groups. In other words, the trust between the two and positive relationship between the leaders was critical, and their abilities to convey this back to their group and have it accepted was key. The important role of trust and positive relationships, especially among leaders, is a promising direction, with only a few hints in the literature of the dynamics (e.g., Nelson, 1989).

CONCLUSIONS

If organizational conflict and tension is a permanent feature of all organizational systems, as noted by Jaffee (chapter 2, this volume), this of course means that conflict scholars will never be out of work. And the work sometimes pays off. Even in the worker versus owner domain, characterized as “a history of trial and error in developing methods and techniques for managing and conceptualizing these tensions,” good ideas do emerge, for example, the advent of final-offer arbitration, an idea that Carl Stevens helped along, as well as the notion of expedited arbitration noted by Friedman et al. (chapter 12, this volume). It is curious that more effort to come up with novel resolution procedures has not been tried, especially using laboratory simulation methods. A big question for the worker versus owner domain is whether the analysis of underlying processes, such as motives, cognitions, emotions, and even neuroscience models, will help the effort. The essays by Pruitt (chapter 8, this volume), Goldman et al. (chapter 10, this volume), and Olson-Buchanan and Boswell (chapter 11, this volume) suggested the affirmative. It might be worth noting in this context that the current interest in procedural justice processes might be construed as part of the “postbureaucratic” effort to “control and extract” human labor in a Machiavellian manner, which is the double-edged sword of procedural fairness noted by MacCoun (2005).

Indeed, many of our conflict and negotiation effects are double-edged swords. Look at the effects of high aspirations, which sometimes lead to no agreement, sometimes to high quality agreement; good relationships, which sometimes produce poor agreements; negotiation teams, which sometimes produce contentious responses at the same time as high quality agree-
ments; gain and loss frame, which sometimes lessens the likelihood of agreement and sometimes produces high quality agreements; even cooperativeness and competitiveness as individual dispositions can go either way with the most competitive person in the group becoming the most cooperative in the right circumstances. All of this points to the remarkable plasticity of the human character, to use a phrase spoken by Bandura. Even conflict itself has good and bad effects, as noted by Schultz-Hardt et al. (chapter 5, this volume), as well as Deutsch et al. (2006), and others (e.g., Coser, 1956). And Pruitt (chapter 8, this volume) made the same point about escalation sometimes having positive consequences for individuals and organizations. Sometimes, our variables are triple edged, having no effects under some circumstances; for example, communication processes—such as the sight of the other—can sometimes have a positive impact and sometimes a negative impact on negotiation, and sometimes it just makes no difference, as hinted by Olekalns, Putnam, Weingart, and Metcalf (chapter 3, this volume). These authors further noted a particularly interesting aspect of communication: the advent of new communication technologies that are likely to alter the face of conflict management dramatically in the future.

If there is one thing about the study of conflict in the workplace that we can all agree on, it is that there are, today, a lot more people doing it than there was 50 years ago. And the people who are doing it come from a wide array of disciplines and countries, which means two things: the study of culture is now at the forefront, and so are efforts at cutting across disciplinary boundaries. A case in point is the recent edited volume by Carnevale and De Dreu (2006) that contained 25 chapters about method in the study of social conflict, written by scholars in political science, psychology, organization behavior, economics, law, and so on.

But there are clear exciting destinations on the horizon, and many of the essays in this volume pointed the way. For example, the work on positive psychology, civility in the workplace, and spirituality seems ripe for integration with the broader study of organizational conflict (Ashforth & Pratt, 2003). And integrating current models of decision making, such as prospect theory and the notion of framing, with models of affect and motivation is clearly a hot direction (Carnevale, 2007). Both reflect trends in the broader disciplines; for example, we now see broad efforts to integrate models of emotion with decision theory (Novemsky & Kahneman, 2005). Given the trend to brain imaging in social psychology and neuroeconomics, we can see brain-imaging studies of organizational conflict on the horizon. These are all exciting developments with great potential as the field moves forward.
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This impressive volume attests that researchers and professionals have begun to give conflict in organizations the theoretical attention and rigorous empirical analysis that it deserves. Through organizations, wars are waged, peace is developed, communities are built, and goods and services are produced and delivered. Less fully appreciated is that to make these organizations work requires daily, even hourly, conflict management. Indeed, in our intensifying, interconnected, cross-cultural, and fragmented world of organizations, the demands on managers and employees to deal openly and constructively with their differences are increasing. To paraphrase Kurt Lewin, there is nothing more important than a good theory about conflict management, especially theories that protagonists can apply together.

Chapters have summarized that organizational members can make good use of their conflicts to dig into issues, develop creative alternatives, select viable solutions, and gain the conviction to implement them. Conflict invigorates the problem-solving processes that are at the heart of an organization that recognizes and takes advantage of opportunities as well as deals with threats (e.g., Chen, Liu, & Tjosvold, 2005). Without problem solving, successful organizations are vulnerable; without constructive conflict, organizations cannot confront reality and develop future directions. However, chapters in this volume have also documented the staggering costs of conflict and shown how escalating conflict can split organizations.

Unfortunately, there are serious shortcomings in our research on conflict that make it much less useful than desirable. We have not very successfully given conflict management knowledge away. Indeed, surveys indicated that many employees are estranged from their managers, even
see them as dishonest (Hogan, Curphy, & Hogan, 1994; Kouzes & Posner, 2005). Many managers and employees appear to be skeptical about the value of our ideas and studies, even though present conflict management practices are very costly. Years ago, we did a study to estimate the dollar costs of when organizational members did not work together well and manage their conflicts (Tjosvold & Janz, 1985). The costs were many thousands of dollars a year for each employee. The costs are probably much larger today.

Applying organizational research is intellectually challenging and requires close collaboration between researchers and practitioners, but shortcomings in our research itself also interfere. Reading the chapters suggested several key conflicts in the study of conflict. These comments identify key conflicts and argue that confronting and resolving these and other conflicts can help us fulfill the promise of conflict research.

CONFLICT TO DEVELOP OUR DISCIPLINE

In the development of disciplines as in organizations more generally, conflict has a normal and potentially quite constructive role. Indeed, researchers are continually disagreeing over such issues as the value and utility of data and their sources (Kennedy, 2003). Researchers also debate such major issues as the role of values in developing science (Anderson, 2004). Like others, conflict researchers have reached agreement on ways of considering our area and conducting studies in it; however, there are also differences of opinion about various issues and approaches that can potentially alter and strengthen the field (Kuhn, 1962).

Morton Deutsch (1989) recounted that well-managed conflict contributed significantly to the very productive and influential Research Center for Group Dynamics at MIT. Kurt Lewin communicated to each person that he or she was vital to the center’s mission. He led loosely organized research seminars, called the Quasstrippe (or winding string), and encouraged lively, spirited debate. Near the end of these exhilarating controversies, he typically offered a deeper perspective that would integrate both the conflicting views and the people arguing them.

However, their inabilities to resolve conflicts also had costly, long-term consequences. Deutsch argued that Lewin’s early death contributed to the widening rift between the “tough-minded scientist” Leon Festinger, the “soft-hearted activist” Ronald Lippit, and the people sympathetic to them and their ideas. It was not so much that their conflicts escalated into open warfare, but rather, they led to the development of separate groups and perspectives that grew apart. The unresolved conflict between science and action continues to divide contemporary social psychology and its offspring, organizational psychology and behavior.

This note identifies conflicts that I think deserve more attention and more controversies. The field is not characterized by warfare; conflicts have
not escalated as much as been ignored and avoided. I also offer my own position on these conflicts not as the final word but as a means to stimulate opposing views and help us engage in full, constructive controversy.

DEFINING CONFLICT: WE HAVE TO

The most critical conflict is the definition of conflict. But conflict researchers generally and those who contributed to this volume in particular were not very concerned about defining conflict, perhaps because they assumed that there already is an accepted consensus. The Raver and Barling chapter distinguished conflict from a host of related “dark side of workplace” concepts, but they did not discuss alternative ways of defining conflict. Paul Spector and Valentina Bruk-Lee, in their chapter on health and well-being, were the exceptions in that they argued that the failure to reach a consensus on conflict is a major obstacle to our progress.

But our common definitions are misleading and have significantly disrupted our understanding. Although, as the Schulz-Hardt, Mozejish, and Vogelgesang chapter documented, researchers recently shed light on the positive face of conflict, common definitions have interfered with understanding the various ways that conflict can contribute to individual development and organizational performance.

Traditionally, conflict is defined in terms of opposing interests involving scarce resources and goal divergence and frustration (e.g., Pondy, 1967). This tradition has continued with little discussion.

Carsten De Dreu and Michele Gelfand, in their excellent introductory chapter, defined conflict as a “process that begins when an individual or group perceives differences and opposition between oneself and another individual or group about interests and resources, beliefs, values, or practices that matter to them” and cite Pondy (1967) as a source. This definition is an improvement over the traditional definition, but it is so general that it does not directly challenge the traditional definition of conflict as opposing interests.

In addition to obscuring the reality that people with completely compatible goals not only can but often do have conflict, conflict as opposing interests is confounded with competition defined as incompatible goals. This confounding makes it unclear whether effects theorized or found are due to conflict or to competition. We need definitions that clearly and explicitly do not assume that conflicts involve competitive, negatively related goals.

The traditional definition of opposing interests, which assumes conflict is competitive, frustrates effective operations as conflict is confused with win–lose ways to manage it. Indeed, studies that ask people to complete questionnaires that use the term conflict by itself typically indicate that conflicts of various kinds are negatively related to outcomes (De Dreu & Weingart, 2003). Spector and Bruk-Lee cited a number of studies using the interpersonal conflict at work scale, where one of the four items is “people do nasty things to
me at work." But this item is not measuring conflict but a particular way of dealing with conflict. It is not surprising that studies using this kind of operation find that conflict seriously undermines well-being and health.

The organizational definition of conflict as opposing interests does reflect the popular assumption that conflict involves not only differences but incompatible goals and is win–lose. The Chinese term for conflict has even stronger connotations of a win–lose battle than the English term. Practically, people who assume that their conflicts are competitive are unlikely to be able to develop constructive ways of managing their conflicts (Deutsch, 1973). Our definition and research are reinforcing popular misconceptions rather than challenging them and helping people develop more realistic and useful understanding and attitudes toward conflict.

The irony is that the literature has had an unconfounded definition of conflict for several decades. Morton Deutsch’s (1973) theory of cooperation and competition indicated that defining conflict as opposing interests is fundamentally flawed. Although Deutsch is one of the most prominent conflict researchers, the implications for his definition of conflict have been largely missed. There does not appear to have been enough direct, open conflict about definitions to generate questioning of traditional definitions and develop more effective ones!

Deutsch (1973) defined conflict as incompatible activities; one person’s actions interfere, obstruct, or in some way get in the way of another’s action. Incompatible activities occur in both cooperative and competitive contexts. Whether the protagonists believe their goals are cooperative or competitive very much affects their expectations, interactions, and outcomes. How they negotiate their conflicts in turn affects the extent to which they believe they have cooperative or competitive goals with each other.

TYPES OF CONFLICT: WE DO NOT HAVE TO

Recently, conflict researchers, as typified in the Karen Jehn, Katerina Bezrukova, and Sherry Thatcher chapter but also prominently throughout the literature, assumed that categorizing conflict as to its type can be very useful for understanding when conflicts can be constructive and destructive. Similarly, researchers, such as De Dreu and Gelfand in the introduction, distinguished conflict based on its source, namely, scarce resources, maintaining a positive view of the self, and the motive to have socially validated opinions. Although this categorizing may have some uses, researchers appear not to appreciate fully the serious difficulties with this approach.

Categories are arbitrary. Conflict is a very broad phenomenon; the types of conflicts and their sources are many. How can we assess whether a typology of 3 types of conflict is better than one with 5 or 12? The labels we assign these conflicts are also arbitrary. Developing an accepted, empirically developed taxonomy is a complex undertaking.
A more important difficulty is taking these categories too seriously, especially in the theorizing that conflict types or sources of conflict are more or less likely to be constructive. For example, conflicts that involve task issues are more constructive than relationship ones; conflicts based on resource scarcity are more likely to be destructive whereas those about socially validated beliefs are more apt to be constructive. The category of task conflict, for example, contains a wide variety of conflicts and they can be discussed effectively or ineffectively, as can relationship ones or process ones or whatever type of conflict. Just because people have scarce resources does not mean that they cannot approach their conflicts open-mindedly and try to distribute these scarce resources fairly and efficiently (Poon, Pike, & Tjosvold, 2001; Tjosvold & Poon, 1998). Managers have demonstrated that they can use their anger to resolve issues and strengthen their relationships (Tjosvold & Su, in press). Indeed, research has not been able to show that task conflicts are reliably more constructive than relationship ones (De Dreu & Weingart, 2003).

Another objection to categories is both practical and philosophical. Practically, what value is there in telling managers and employees that relationship conflicts are not constructive? Are they supposed to make these issues disappear or simply not talk about them?

 Philosophically, our research should empower people, should give them the courage and the know-how to deal with conflicts. But the idea that relationship conflicts or scarce resources are harmful can let people believe that the negative effects of conflicts are inherent in the conflicts themselves. Rather than recognize that they are making choices that affect course and consequences of conflict, they believe that the destructive conflict “just happens to them.” Our research should help people confront and meet their responsibilities to manage their conflicts, not give them an excuse to avoid or escalate conflict.

 Distinguishing conflicts by their type or source fits popular stereotypes about the value of rational, impersonal ways and the obstructive role of feelings in dealing with conflicts. But feelings and thinking are highly related. Even discussing academic issues involves important emotions; researchers have strong feelings about how to conduct their studies. Dealing with conflict requires an integration of our rational and emotional sides. Our research should help people confront their stereotypes and adopt more useful ways to manage their conflicts constructively. However, there is conflict over how we should conceptualize conflict management.

BEHAVIORAL STRATEGIES VERSUS SOCIAL PSYCHOLOGICAL APPROACHES TO MANAGING CONFLICT

Conflict is something people do and must act upon; even avoiding conflict often involves considerable effort and strategizing (Tjosvold & Sun, 2002). Researchers, especially communication-oriented ones, as
represented in the Mara Olekalns, Linda Putnam, Laurie Weingart, and Laurie Metcalf chapter, typically have tried to identify constructive management of conflict through identifying the effects of various strategies. Experimental negotiation researchers also have examined the outcomes of various bargaining strategies.

Social psychologically oriented researchers, as represented by the Bianca Beersma, Donald Conlon, and John Hollenbeck chapter, have taken an approach that is not always clearly recognized as distinct. Beersma et al. summarized research on the effects of various motive orientations, namely, proself and prosocial, on the dynamics and outcomes of negotiation. Our own work, based on Deutsch’s theory, has contrasted the effects of negotiators taking a cooperative (mutual benefit) or competitive (win–lose) approach to dealing with the conflict.

The very influential dual concerns model, summarized in the Olekalns et al. chapter, combines both approaches. It assumes that the concern for self and the concern for other combine to predict one of five strategies used in the conflict; the strategy in turn affects outcomes.

Surely motives and actions are closely related. However, behavioral strategies and social psychological approaches should be clearly recognized as distinct. I am often told, for example, that there are more than two strategies—not just a cooperative or competitive one—to deal with conflict or that a cooperative approach of compromising or being nice or never making a demand is unrealistic. But cooperative and competitive approaches communicate how the protagonists understand their relationship and intend to resolve the conflict; they are not behavioral strategies. A cooperative approach to conflict could include compromising and being nice and giving in, but not necessarily. Indeed, these strategies could be used for competitive purposes and communicate a competitive intent. Interestingly, our experimental and field studies in North America and in Asia show that openly discussing differences reinforces cooperative relationships; avoiding conflict reinforces competition (Tjosvold, Leung, & Johnson, 2006; Tjosvold & Sun, 2003).

The value of social psychological approaches has not been as widely recognized as it should be. My own disenchantment with research on strategies occurred very early. My dissertation study found that threats themselves could have quite contrasting effects depending upon the extent that they confirmed or disconfirmed the other’s social face (Tjosvold, 1974). More generally, the effects of strategies depend upon how they are implemented and the conditions under which they are. A threat can be given warmly and deferentially or coldly and disrespectfully; friends can do it, as can enemies. And people have many, many strategies to deal with conflict.

Although studying behavioral strategies may appear to be a practical approach to identifying effective ways of managing conflict, social psychological approaches have the potential to develop elegant frameworks for identifying the major choices protagonists have to manage their con-
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Conflict that recognize the varied conditions under which conflict is managed. No sure-fire strategy will communicate to others that you are committed to managing the conflict to strengthen cooperative goals and to resolve issues for mutual benefit. However, if you do communicate this intent, considerable research indicates that the conflict is very likely to be constructive compared with a competitive approach.

THEORIES TO ANALYZE CONFLICT ACROSS LEVELS

This volume follows the tradition of separating research based on whether the studies are micro or macro, that is, interpersonal or group level compared with the organizational level. I am not so cranky that I want to disagree with this way of organizing chapters. I have done it myself.

Indeed, De Dreu and Gelfand’s introductory chapter helpfully reviewed recent research to explore how conflicts at one level affect conflicts at different levels. One of the beauties of studying conflict in organizations is that an argument between two persons is very much a part of the wider intergroup and organizational contexts. Their group membership, job demands, understanding of organizational values and relationships, and other aspects all have an impact on the conflict and its management. Indeed, a conflict within an organizational team can also be a conflict between teams. Conflict protagonists often discuss conflicts that are embedded within a larger intergroup conflict; when the senior management group, for example, makes organizational decisions, managers represent their own teams’ opposing perspectives. A rivalry between executives can lead to ongoing conflict between departments.

Deutsch (2005) has recently argued that the management of internal and external conflicts is highly related. Unresolved conflicts within a person and ineffectively managed conflicts with others are mutually reinforcing (Bazerman, Tenbrunsel, & Wade-Benzoni, 1998). Similarly, competitive conflict between groups in organizations can reinforce competitive conflict within the groups (Hempel, Zhang, & Tjosvold, 2006; LaBianca, Brass, & Gray, 1998). Researchers have tended to develop and test their theories on one level; but, in addition to recognizing that organizational conflicts cross levels, we need theories of managing conflict that can be applied at various levels for a full understanding of conflict in organizations (Hempel et al., 2006).

USING OUR CONFLICTS

As with other joint undertakings, conflict researchers have conflicts but these are not obstacles. We do not want to follow the common path of conflict avoidance along with more hidden win–lose conflict.
This note has identified conflicts that deserve more attention, more conflict management. I do not mean to imply that I have the right position; there are strong arguments for different ways of resolving these conflicts. I hope my comments can promote productive dialogue. More generally, we need forums where we engage in the conflicts over the study of conflict directly, not to divide us, but to forge more effective ways to understand conflict and its management. Managers and employees need and deserve our best, united efforts to develop knowledge that they can apply to manage their increasingly complex conflicts.
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