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Preface

The genesis for this volume came from the organized workshop The Scientific Study of Bureaucracy held at the Fifth Public Management Conference, Texas A&M University, College Station, Texas, December 3–4, 1999. The contents of this volume represent original scholarly essays that enhance our understanding of how bureaucracies function as both organizational entities and also within a larger political system. The common denominator among these essays is a central interest in the functioning of public bureaucracies. This is distinct from research on new institutionalism in political science, whose primary emphasis is on democratic institutions (i.e., chief executive, legislature, and judiciary) and public administration’s largely applied and prescriptive nature, which is oriented toward practitioners.

Besides this primary emphasis on bureaucratic organizations from a basic social scientific perspective, the essays are rather diverse in terms of the substantive questions and methodological approaches that are brought to bear by the volume’s contributors. Topics ranging from bureaucratic decision making to administrative structure and institutional arrangements are covered by the essays contained in this volume. Methodological tools ranging from formal theory/rational choice deductive analyses to computational modeling and econometric testing of theoretical hypotheses are utilized by the contributors to analyze how public bureaucracies operate in a variety of tasks and settings. The purpose of this breadth is to provide generalizable insights into some of the most important issues confronting students of public bureaucracy within both political science and public administration. At the same time, however, the research questions posed by the contributors are not only timely but
also have their roots in classic scholarship in public administration within political science.

First and foremost, we wish to thank the volume’s contributors for providing us with some of their finest original research. We are also extremely grateful to Jeremy Shine and his colleagues at the University of Michigan Press, who have been very supportive of this project and have advocated the publishing of social scientific books and monographs on various political science topics for more than a decade. Professor Krause is ever grateful to his best friend and spouse—LeeAnne Krause—for her patience and support during the process of putting this edited volume together. Professor Meier would also like to thank LeeAnne Krause because she keeps George out of trouble most of the time. Finally, we would like to thank the numerous scholars studying public bureaucracy (both past and present) who have played a large role in developing the contours as to how we think about public bureaucracy. Without their valuable insights, this volume would never have come to fruition.
The Scientific Study of Bureaucracy: An Overview

Kenneth J. Meier and George A. Krause

The Foundations of the Scientific Study of Public Bureaucracy

The study of bureaucracy is the analysis of how administrative agencies function as organizations within a governmental system. The study includes interinstitutional relationships with democratic institutions such as chief executives, legislatures, or the judiciary as well as intrainstitutional activities concerned with explaining the organizational structure and behavior of administrative agencies. Scientific inquiry pertains to the development of systematic, generalizable explanations and subsequent empirical tests of the “what, how, and why” of bureaucratic agencies. This book contains essays that emphasize theory building and empirical testing of theories, theories of interest to students of public administration within political science. Our primary concern is how public bureaucracies operate in a democracy.

The study of bureaucracy within political science has an intellectual history that harkens back over a century. German sociologist Max Weber’s (1947) notion that maintaining a “rational-legal authority” was the appropriate way to conduct the business of governance was both a normative and an empirical theory. He advocated the basis for general explanations regarding how bureaucratic institutions should be designed, including the need for a division of labor, career personnel with specialized training and expertise, hierarchical formal organizational structures that do not duplicate other administrative units, and explicit rules and procedures to ensure clear lines of authority and accountability within the organization. This work has had a profound impact on our theoretical understanding of how superior-subordinate relationships within such or-
ganizations actually play out (e.g., Barnard 1938; Brehm and Gates 1997; Crozier 1964; Cyert and March 1963; Downs 1967; March and Simon 1958; Miller 1992; Simon 1947; Tullock 1965).

Similarly, Woodrow Wilson’s (1887) argument for an administrative apparatus that is devoid of politics and meddling arose from a normative concern of the era that American bureaucracy served as a bastion for political patronage (Nelson 1982; Skowronek 1982). Wilson’s call for an independent administrative state not beholden to the particularistic interests of elected officials reflects issues of theoretical interest in understanding the role and functioning of bureaucracy within our American democracy that range from whether the bureaucracy responds to political control from electoral institutions (e.g., Moe 1982, 1985; Weingast and Moran 1983; Wood and Waterman 1994) to the importance of professional expertise in policy administration (Eisner 1991; Khademian 1992; Mosher 1968).

Goodnow, Taylor, and Gulick: The Progressive Era

The early American study of bureaucracy finds its roots in the work of Goodnow, Gulick, and Taylor rather than that of Weber and Wilson. The influence of both Weber and Wilson, substantial as it was, came late to scholars of administration. Weber was not translated into English until 1946 (Weber 1946, 1947) and therefore his work was relatively inaccessible. Similarly, Wilson’s original essay disappeared from the literature until it was republished in 1941 (Van Riper 1983).

Goodnow (1900) also proposed a politics-administration dichotomy; he considered these to be two different functions but recognized that in practice politics was rarely separate from administration. This distinction became part of the progressive philosophy in public service training and was incorporated in the field’s first textbook (White 1926). The functional division allowed progress on two dimensions. On the administrative side, efforts were made to study implementation and the processes of bureaucracy in a scientific manner. On the political side, the focus was on designing governmental institutions, that is, creating the institutions that would formulate, adopt, and implement policy. The latter was inherently prescriptive. This effort (known as the study of the separation of powers) continued to occupy the time of public administration scholars until the 1950s (Waldo 1984, chap. 7; Appleby 1949).

On the administrative side, efforts were made to discover the prin-
ciples of administration, the one best way to design a work process or structure an organization. Work process design is most closely associated with the work of Fredrick W. Taylor (1919), who used experiments to determine how jobs should be structured. Taylor advocated a division of tasks with management charged with designing the optimal work processes and individual workers charged with responding based on the incentives offered for production. Taylor’s controversial motivation theory, the reliance on piecework and pure economic incentives, drew attention away from his scientific, albeit atheoretical, approach and generated skepticism (including a congressional investigation) about the contribution of Taylor (see Henry 1995, 55–56).

Taylor’s experimental approach also generated the first empirical challenge to this type of inquiry with Western Electric’s Hawthorne experiments. Those experiments demonstrated how human factors and relationships subverted material incentives (see Roethlisberger and Dickson 1939). Although scholars of public administration paid little attention to this work after the Hawthorne experiments, the fields of industrial engineering and operations research continue within the tradition of Taylor and the Hawthorne experiments.

A second stream of work went beyond production processes to examine how to structure organizations such as specialization, span of control, unity of command, and similar factors (Gulick and Urwick 1937; Fayole 1949). The method of analysis was observation rather than systematic data collection and analysis (for an early attempt at formal theory, see Stene 1940). Despite an impressive set of principles, Gulick (1937) himself lamented the lack of research supporting the principles and sketched out a research design to determine how one of them, span of control, could be systematically verified. That research agenda remained untouched, however. Simon’s (1947) devastating critique of the “proverbs of administration” effectively ended this approach to the science of administration within public administration.²

The work of Progressive Era scholars arguing for a scientific approach to administration gave way to the behavioral revolution in the study of organizations. The intellectual roots of this revolution can be traced to Barnard’s (1938) *The Functions of the Executive*, in which issues of authority relating to superior-subordinate relationships were analyzed. Central to Barnard’s argument are joint issues: (1) what motivates bureaucrats to behave as they do? and (2) why are they willing to sacrifice their individual
goals and belong to an organization? This line of inquiry sought to develop generalizable theoretical principles to facilitate our understanding of how administrative agencies make decisions rather than emphasizing normative descriptions as to how administrative agencies should function as entities in their own right and within a larger governmental system.

Simon’s (1947) classic *Administrative Behavior* focused on individuals as the key unit of analysis in order to understand how organizations perform. The two major cornerstones of this work were an emphasis on (1) providing a theory of administration centered on efficiency and (2) analyzing the nature of information processing by bureaucratic organizations by asserting that individuals’ cognitive limitations did not allow for rational-comprehensive decision making. The latter subject is developed in March and Simon’s (1958) *Organizations*, in which the rational-comprehensive method is shown to be empirically unrealistic and theoretically ungrounded. This stream of work also emphasized how routines (standard operating procedures [SOPs]) could be employed to overcome uncertainty and individual cognitive limitations and allow individuals in organizations to behave in a more efficient manner (Cyert and March 1963). Within this intellectual stream, Cyert and March attack the foundations of the neoclassical theory of the firm by maintaining that organizations are not optimizers in the traditional sense of maximizing profits. Instead, organizations behave inefficiently in a strict microeconomic sense since they will accrue slack resources.

**Constitutional Perspectives**

As the administrative science side of public administration focused on management and organizational questions, a parallel movement grappled with the issue of how to fit bureaucracy into the Constitution. The key challenge was reconciling the policy-making discretion of nonelected bureaucrats with the imperatives of democracy. Scholars were well aware of bureaucracy’s potential to subvert democratic ends; Herring’s (1936) work on bureaucratic power documented the ability of bureaucracy to engage in politics and shape the direction of public policy.

This debate was effectively framed by an exchange between Carl Friedrich and Herman Finer. Friedrich (1940) challenged the notion that elected officials could control the bureaucracy. Foreshadowing future principal-agent concerns about information asymmetry, Friedrich focused on the influx of scientists in government and how the possession of tech-
nical knowledge made political control difficult. In such a situation, the potential for a bureaucrat to dress his or her policy preferences in the guise of expertise was high. Friedrich’s solution was a fellowship of science whereby competing sets of scientists would serve as a check on each other and thus provide multiple viewpoints for politicians.

Finer (1941) responded critically to this proposal, arguing that democracy was the preeminent value, not one on a par with technical competence. Finer contended that democratic institutions had sufficient methods with which to control bureaucracy and therefore abrogating their political responsibility was not necessary. The Friedrich-Finer debate established two competing camps on the question of bureaucracy and democracy—the proponents of overhead democracy or control by political institutions (Finer 1941; see also Hyneman 1950; Key 1959; Redford 1969; and Wood and Waterman 1994)—and the proponents of the inner check or competition, ethics, participation, and so on (Friedrich 1940; see also Long 1952; Dahl 1970; Appleby 1952; and Frederickson 1997).

Significant for the development of public administration was the publication of Waldo’s (1946, 1984) Administrative State. Waldo considered himself a normative theorist and generally eschewed empirical questions for normative ones. His approach provided a place for scholars not interested in the behavioral revolution but still concerned about the relationship between bureaucracy and democratic institutions.

Research questions in this area were not only concerned with how the bureaucracy fit into constitutional governance (e.g., Rohr 1986) but also with alternative views of the constitutional chain of command. The separation of powers in the United States made the establishment of clear lines of bureaucratic authority difficult (Appleby 1949), a topic later known as the multiple principals problem. Although most scholars accepted the notion of presidential hierarchy in terms of the bureaucracy, a sizable group of scholars defended the constitutional preeminence of Congress (Rosenbloom 2000; Hyneman 1950; Key 1959). Accepting a Congress-centered view of the Constitution with regard to bureaucracy has clear implications for how the bureaucracy should relate to other political institutions (see Rosenbloom 2000).

Of the inner check proposals, one, representative bureaucracy, is of particular interest because it developed and tested a systematic body of midrange empirical theory of public bureaucracy. Representative bureaucracy in a nutshell contends that a bureaucracy representative of the
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general public in demographic terms is likely to produce policies generally in accord with public preferences. The logic of the theory was first set forth by Long (1952), although he made no effort to test it. Critical tests and theoretical reformations came later (Meier and Nigro 1976; Rosenbloom and Featherstonhaugh 1977; Saltzstein 1979). A consistent body of empirical literature now indicates when and under what conditions passive representative (demographic similarity) might lead to active representation (policy congruence) in terms of race, ethnicity, and gender (Selden 1997; Meier 1993b).

Bureaucratic Pathologies and the Public Choice Approach to Administrative Organizations

Public choice approaches to the study of organizations focus on problems of control and responsiveness. Using economic tools of analysis, this brand of research analyzes the pathologies of the administrative state and their implications for organizational performance. Tullock’s (1965) work on hierarchical distortion posited the pernicious effects of misinformation that can be channeled both horizontally and, even more critically, vertically through administrative organizations. According to Tullock, agency efforts to combat information flow problems within organizations are essentially futile since “authority leakages” are both inevitable and cumulative.

In his classic treatise The Bureaucratic Phenomenon, Crozier (1964) arrived at conclusions similar to Tullock’s. Rather than focusing on information flows, Crozier viewed the crux of the problem confronting administrative agencies as being centered on the question, How is power allocated within bureaucratic organizations? Crozier argued that organizations reflect imperfect social compromises that arise in bargaining among individuals and groups. Specifically, the organizational design, structure, and operation are not randomly determined but reflect an equilibrium agreement among actors and stakeholders behaving in a purposeful manner.3

Both Tullock and Crozier separately conclude that bureaucratic agencies are sufficiently ossified that they require abolishment. This lack of responsiveness to constituency demands, whether it be from elected officials, citizens, or pressure groups, is attributable to bureaucratic inertia that occurs within the organizational setting. Subsequent work by Niskanen (1971) extended this work on the limitations of administrative
governance. Niskanen’s central claim is that bureaucracy is preoccupied with resource (budget) maximization and that its monopoly power over the distribution (administration) of the supply of public goods and services made it inefficient and unresponsive to both citizen and politician preferences.⁴

One notable departure from this malignant view of bureaucratic pathologies is Downs’s *Inside Bureaucracy* (1967). He argues that individual bureaucrats have different preference structures, thus making effective coordination and policy-making difficult. He extends the behavioral tradition, describing different behaviors exhibited by zealots, advocates, statesmen, conservers, and climbers. The implication of these bureaucratic personality types is that communication channels in bureaucratic organizations will be muddled and will lead to performance distortions. Downs contends that bureaucratic pathologies can be corrected by finding the proper mix of agency personnel types, adopting extraorganizational means such as reorganization, obtaining feedback on its performance from outside sources, or creating overlapping administrative responsibilities to encourage competition and discourage subordinate collusion.⁵

**The Modern Advent of the Scientific Study of Bureaucracy**

**Principal-Agent Theory**

At the heart of much of the modern “scholarship” on administrative organizations is the application of the principal-agent model. According to Terry M. Moe,

The principal-agent model is an analytic expression of the agency relationship, in which one party, the principal, considers entering into a contractual agreement with another, the agent, in the expectations that the agent will subsequently choose actions that produce outcomes desired by the principal. . . . [T]he principal’s decision problem is far more involved than simply locating a qualified person—for there is no guarantee that the agent, once hired, will in effect choose to pursue the principal’s best interests or to do so efficiently. The agent has his own interests at heart, and is induced to pursue the principal’s objective only to the extent that the incentive structure imposed in the contract renders such behavior advantageous. (1984, 756)
Implicit in the notion of a principal-agent relationship for studying the bureaucracy is not only the issue of task delegation by a superordinate (principal) to a subordinate (agent) but also the existence of inherent goal conflict between the principal and agent (e.g., Mitnick 1980; Perrow 1972). This began as a means of investigating issues pertaining to incomplete information and uncertainty in microeconomic decision making (Mitnick 1980; Moe 1984; Jensen and Meckling 1976; Ross 1973). Incomplete information means that principals, who wish to delegate authority to perform tasks on their behalf, have neither full nor accurate information regarding agents’ actions. Typically, agents possess specialized knowledge about the particular problem that the principal does not. Hidden information and actions are therefore embedded within these relations (Arrow 1985; Moe 1987, 480–82). Even in those rare instances in which the principal has specialized knowledge equivalent to that of the agent, he or she still experiences informational problems since the responsibility for task execution lies with the agent.

How do principals attempt to rein in the behavior of agents whose preference profiles are not in sync with their own? The dual cornerstones of the principal-agent model are its emphasis on the nature of incentives and the monitoring of behavior employed by the principal (superordinate) to ensure faithful action by an agent (subordinate). The principal, in theory, can structure incentives to get the agent to comply with the principal’s wishes. For example, an elected official may provide greater slack resources to an agency that is faithfully executing the former’s policy preferences (ex post incentive). He or she may also provide an agency possessing a credible organizational reputation with greater discretion vis-à-vis the rules and procedures issued through enactment legislation. Monitoring of agent behavior is a more intricate task than creating incentive structures, thus making the former more daunting for purposes of ensuring agent compliance. Intensive monitoring of bureaucratic performance initiated by congressional oversight committees akin to “police patrols” is a costly endeavor (McCubbins and Schwartz 1984; Ogul 1976; Scher 1963; but see Aberbach 1990). Similarly, presidents who invest heavily in “activist” monitoring devices, such as detailed budgetary and performance auditing via the Office of Management and Budget (OMB), also incur transaction costs (i.e., costs incurred in carrying out such oversight activity) as well as opportunity costs (i.e., time and resources that could be spent on policy activities that would yield greater marginal net benefits to
the administration’s policy agenda). The use of active monitoring, therefore, contains the stigma of punishment and generates displeasure among agents who receive close and frequent scrutiny of their task performances (Brehm and Gates 1997, 43).

The use of principal-agent theory in political science has generated conflicting models. Considerable work within this paradigm by scholars suggests that agencies’ information asymmetries are sufficiently large to make it difficult for elected officials (principals) to monitor the behavior of administrative agencies (agents) (e.g., Banks and Weingast 1992; Bendor, Taylor, and Van Gaalen 1985, 1987; Niskanen 1971; Woolley 1993). Conversely, a larger body of work adopting the principal-agent perspective views incentive structures and monitoring activity employed by elected officials as being effective in reining in the behavior of administrative agencies (Breton and Wintrobe 1975; McCubbins and Schwartz 1984; McCubbins 1985; McCubbins, Noll, and Weingast 1989; Miller and Moe 1983). Specifically, these works are termed principal-agent models of political control over the bureaucracy since political institutions have various policy and administrative tools at their disposal to ensure bureaucratic compliance to their policy wishes. A voluminous body of empirical literature testing this theory in various manifestations over the past two decades has demonstrated strong support for the principal-agent model of political control over the bureaucracy (e.g., Carpenter 1996; Moe 1982, 1985, 1987; Rothenberg 1994; Scholz and Wei 1986; Scholz, Twombly, and Headrick 1991; Weingast and Moran 1983; Weingast 1984; Wood and Waterman 1994; but see Krause 1996a, 1999).

Principal-agent theory has both strengths and weaknesses as an analytic device for understanding public bureaucracies in a democratic system. One advantage of principal-agent theory is that it makes relationships between superordinates and subordinates tractable, which in turn can cull generalizable theoretical and empirical insights about how public bureaucracies function in a democracy. Also, while this paradigm at its elemental level is a static theoretical conceptualization, it has the flexibility to allow for the dynamic elements of principal-agent relationships (Carpenter 1996; Wood and Waterman 1993). Finally, not only can principal-agent theories be applied to study relationships external to the administrative organization that are commonplace, but this paradigm can also be adapted to investigate intraorganizational relations within bureaucratic agencies (Brehm and Gates 1997).
Inherent limitations associated with principal-agent theory do exist. The theory assumes goal conflict from the onset (Mitnick 1980; Perrow 1972). In numerous instances, however, agency-political relationships may typically reveal goal congruence (Meier, Wrinkle, and Polinard 1995; Waterman and Meier 1998). Second, the application of principal-agent relationships in numerous studies of public bureaucracy falsely views administrative agencies as being subservient agents of the principal(s) (see Brehm and Gates 1997 for an exception). In such studies, hierarchy is imposed, which assumes that principals serve as superordinates to the agent’s subordinate relational position. This alternative view, however, is problematic since a contract is an agreement between equals; introducing hierarchy negates the ability to use standard economic principles that do not assume an ability to coerce agents into compliance.

Moreover, classical organizational theorists have long noted that agency-political as well as supervisor-subordinate relationships are predicated on a “zone of acceptance” where both parties have a stake and a voice in the agent’s actions (Barnard 1938; Simon 1947). Finally, principal-agent models of bureaucracy are generally not flexible in how they handle the inherent complexity of structural relationships among relevant actors (Krause 1996a, 1999). For instance, the multiple levels containing multiple principals and agents that are common in bureaucratic organizations, and more broadly the administrative state, are difficult to fit into this framework. Relatedly, principal-agent models do not allow one to assess potentially vital relationships that fail to fit neatly within the confines of this theoretical paradigm. A principal, for example, can possess noncontractual authority over an agent whereby the former is not responsible for appointing or selecting individuals to represent his or her interests yet the latter perform this role anyway given both the positions that they hold within an organization and the resulting policymaking authority that it possesses (Krause 1994).

**Transaction Cost Theory**

Running parallel to the evolution of the principal-agent approach has been the increasing use of transaction cost economics. Transaction costs are distinguishable from production costs in that the former term refers to the costs incurred by operating in a complex environment where information and coordination problems exist while the latter pertains to the “nuts and bolts” of the production process found in neoclassical the-
ory of the firm. Simply, the transaction is the unit of analysis for investigating institutions (Williamson 1985, 41). What matters according to this theory is not simply the production of outputs by the firm or administrative agency but rather the costs incurred in the contractual arrangements and production processes that go beyond conventional factors such as labor, capital, and land. Transaction cost theory places an emphasis on how interactions among individuals or institutions will invariably incur costs of information acquisition and task performance concerning either ex post or ex ante activities. Examples of the former include drafting, negotiating, and safeguarding an agreement, and cases of the latter are disequilibrium costs when transactions drift out of alignment, corrections to ex post misalignments, the start-up and operating costs corresponding to government institutions where disputes are typically handled, and those costs incurred in the process of obtaining commitments from other parties (18–19).

Information costs among institutions and actors are nonzero (or at least nontrivial). Knowledge about other actors’ preferences and actions is costly because the value of items is not known with certainty and monitoring the behavior of others is expensive. Transaction costs will result in decisions that are allocatively inefficient (Coase 1937). While monitoring costs are considered in principal-agent models in matters of delegation, measurement costs usually are not. Transaction costs are thus simply the costs associated with planning, adapting, and monitoring task completion under alternative governance structures (Williamson 1985, 2). In this light, the underpinnings of this theory serve as a means of gauging the flow of information and subsequent behavior of relevant actors. Since human, organizational, and institutional relations are not frictionless, positive transaction costs will be incurred by these entities.

The transaction cost perspective of public organizations complements the research on public organizations that views public bureaucracies as experiencing information deficiencies (e.g., Downs 1967; March and Simon 1958; Simon 1947; Stinchcombe 1990; Wilson 1989; cf. Williamson 1985), failing to operate in a neatly ordered, authoritative hierarchical fashion (Alchian and Demsetz 1972; Barnard 1938; Simon 1947), and having structures and jurisdictions that play a notable role in defining the parameters of performance (Knott and Miller 1987; Moe 1989, 1990; North 1990; Williamson 1975, 1985). While this theory has been applied to studying how chief executives and legislatures bargain to determine
whether or not the former wish to delegate administrative authority to the latter (Epstein and O’Halloran 1999; Huber and Shipan 2002), it has yet to be explored by political scientists with regard to specific questions of how public bureaucracies make decisions or how they behave in either a political setting or as organizations in macro- or microlevel terms (see Horn 1995 for some initial work). The analysis of public bureaucracies through a transaction cost lens makes sense since these types of costs can be viewed as the operating costs of a system (Arrow 1969). As a result, the application of transaction cost theory to the study of public bureaucracy could be quite useful for understanding how these entities operate in a larger political environment as well as within their organizational subunits and subfunctions.

Transaction cost approaches can also illustrate some advantages of organizations. If, for instance, one views public institutions, including bureaucracies, as having the potential to generate increasing returns to scale in the production of public goods and services, this can result in greatly reduced transaction costs (Pierson 2000). Government, for example, has the ability to coerce, and thus it can eliminate some transaction costs by fiat (declaring standards for products [e.g., high-definition television] or processes [pollution control]). The ability to apply a uniform pattern of policy to all situations nationwide dramatically reduces the overall transaction costs of implementing a government policy.

Organizational Theory Perspectives

Although political scientists rarely contribute to organizational theory, they frequently use it to guide their research. Four strains of work in organizational theory are relevant to our discussion here—the open systems approach of Thompson, the organizational behavior approach of Argyris and others, the empirical work on public versus private organizations, and the contributions of Herbert Kaufman. Each will be discussed in turn.

Interest in organizational structure per se (rather than in how external political institutions use structure) has roots in the work of Gulick (1937) but was brought back to respectability by Thompson (1967) and Perrow (1972). Thompson presented the classic theory of organizations as open systems; within this presentation, he provides a series of testable hypotheses about how organizations respond to environmental pressures and how structures influence what the organization does. Al-
though Thompson’s hypotheses have not been of interest to political scientists, his open systems approach can be found in the work of several scholarly works in political science (Rourke 1984; Keiser 1999; Meier 2000). Perrow’s work, in turn, is a vigorous defense of organizational sociology and the importance of structure in studying organizations. It interprets the literature, stressing structural rather than “people” questions. Within sociology, the work of Perrow and Thompson is most fully developed in Mintzberg’s (1979) research agenda on structural influences in organizations.

The organizational behavior approach traces its roots to the Hawthorne experiments, but the key work was McGregor’s (1960) distinction between theory X and theory Y management. The influence of McGregor meant that devotees of organizational behavior was interested in internal management questions (rather than political ones) and how to generate greater performance in the organization. Management theories based on the organizational behavior literature proliferated, including those of Likert (1967) and Argyris (1972). The applied nature of the theory (e.g., in management) means that it has not spawned a significant body of empirical research among scholars of public administration. On a more theoretical level, Mosher (1968) linked many organizational behavior questions to the political side of bureaucracy and in the process presented a strong argument for the inner check on bureaucratic autonomy.

One active area of empirical scholarship is that of public versus private sector differences. This literature starts with March and Simon’s (1958) notion of a generic theory of organizations. Subsequent work has found that the public sector attracts individuals with different values than does the private sector (Nalbandian and Edwards 1983; Edwards, Nalbandian, and Wedel 1981); public organizations are also likely to have more and conflicting goals (Rainey 1997), more restrictive procedures (Bozeman 1987), lower levels of turnover except at top levels of the organization (Rainey 1997), and different incentive structures (Perry and Wise 1990). These differences provide a fertile ground for hypotheses for scholars interested in external control over the bureaucracy and how public bureaucracy is likely to respond to efforts aimed at control.

The other notable stream of research is Herbert Kaufman’s series of studies on public organizations. In *The Forest Ranger* (1960), Kaufman documented the ability of an organization to socialize its members by
structuring personnel policies. In *Administrative Feedback* (1973), he found evidence that agency heads had sufficient tools to monitor subordinate behavior but did not necessarily use them. In *Red Tape* (1977), Kaufman analyzed both the functional and the dysfunctional aspects of procedural controls. In *Are Government Organizations Immortal?* (1976), he found empirical evidence that government organizations, once created, are difficult but not impossible to eliminate (Carpenter 2001; but see Lewis 2000a for a different perspective). Finally, in *Time, Chance, and Organizations*, Kaufman (1991) provocatively argues that government organizations survive not because they perform well but because they are blessed with favorable environments. Although Kaufman generally used case studies and qualitative methods, his systematic approach to key organizational questions and his willingness to probe inside the black box of organizations make his work a key forerunner of contemporary scientific studies of bureaucracy.

**What We Have Learned; What Do We Still Have to Learn?**

The preceding approaches have one ingredient in common—they have each assisted our systematic thinking on how bureaucratic organizations operate. For instance, the principal-agent approach has helped make the relationship within bureaucratic agencies, and in relation to their political superordinates, a tractable one in which one can deal with the moral hazard and adverse selection problems inherent in the delegation of authority.

The traditional public administration literature has demonstrated the importance of the values held by bureaucrats and the impact that these values have on both political control and public policy outputs (e.g., Eisner 1991; Khademian 1992). Additional research has demonstrated Down’s concerns about external control; specifically, attempts to impose rational budgeting systems (Program Planning Budgeting System [PPBS], Zero-Based Budgeting [ZBB], Management by Objectives [MBO]) have been altered and even subverted by bureaucrats in the implementation process (Wildavsky 1984). Open systems theories of bureaucracy have demonstrated their value in focusing research on how organizations cope with the political environment (Keiser 1999) and as a general framework for assessing political control (Meier 2000).

These approaches also have one common ingredient lacking for continued rapid progress—they apply theories of behavior from economics,
sociology, or psychology to understand bureaucratic organizations. As a result, many key issues have been neither addressed nor resolved. Uniquely political science theories of the administrative state are uncommon, even given the notable advances made in this field of inquiry over the past two decades by political scientists. This is not to imply that interdisciplinary approaches to the study of bureaucracy should be eschewed; instead it is meant to encourage the development of theories and methods that are appropriate for understanding administrative organizations as governmental institutions, not just externally but internally as well. For instance, how do conflicting policy preferences within an agency come about? How does this, in turn, affect its ability to execute its policy mission?

More recent research over the past twenty years has typically (though not always) been more preoccupied with external political forces than with what goes on inside the agency (cf. Brehm and Gates 1997, 2–3). As a result, our knowledge of how politicians structure rules, procedures, and incentives (e.g., McCubbins and Schwartz 1984; Moe 1984, 1989, 1990; McCubbins, Noll, and Weingast 1989); the tools that apply to elicit responsiveness from public bureaucracies (e.g., Carpenter 1996; Scholz and Wei 1986; Scholz, Twombly, and Headrick 1991; Wood and Waterman 1994); and the bargaining among electoral institutions that takes place in determining the fate of administrative agencies (e.g., Bawn 1995; Epstein and O’Halloran 1999) is well developed.

Unfortunately, the systematic, generalizable body of knowledge concerning what makes administrative agencies tick is still largely uncharted territory in need of theoretical and empirical investigation. We know little about how bureaucratic agencies make decisions in a political environment or how bureaucratic structures affect responsiveness and performance in a variety of settings. While we know that all public organizations deal with multiple and conflicting goals, we have little information about how they resolve goal conflict on a day-to-day basis. Similarly, we are just beginning to ask how external performance criteria affect bureaucracies and how they can shape responses in unexpected ways (Bohte and Meier 2000). Finally, we only have general ideas about how well organizations socialize their members (Downs 1967; Kaufman 1960) and have little empirical knowledge about how effective such methods are and whether or not they can be overcome by external political actors (see Carpenter 2001 for a notable exception).
This volume intends to shed light on several issues of considerable importance to understanding public bureaucracies as both governmental institutions and administrative organizations. One basic theme underlying these works is an emphasis on theory-ladeness, whether it involves mathematical/symbolic logic, statistical analysis, or verbal conceptualization. Another is a bureaucentric focus that places administrative agencies front and center in understanding how the administrative state functions. We feel that the original scholarly essays contained in this volume will stimulate ideas and research on topics that either have not been addressed or need to be reexamined in a distinct, fresh manner that will challenge our current way of thinking. While the vast majority of research on public administration within political science has focused on top-down accountability issues involving political control over the bureaucracy by democratic institutions, this volume is intended to redirect some of those energies toward administrative decision making and behavior.

The dual emphasis on systematic social scientific inquiry and a bureaucentric focus contained in this volume reflects a neoorganizational approach to studying administrative institutions. This general thematic approach parallels that of new institutionalism, which has risen to prominence within political science over the past two decades.

Daniel P. Carpenter’s essay, “Why Do Bureaucrats Delay? Lessons from a Stochastic Optimal Stopping Model of Agency, Timing, with Applications to the FDA,” advances a theoretical model of bureaucratic decision-making processes that allows us to gain insight into the timing of decisions. With theoretical roots linked to March and Simon (1958), Carpenter’s approach can be refined and applied to other bureaucratic settings in which we wish to understand when agencies make policy decisions such as the timing of prosecution cases (Whitford 1998). George A. Krause’s essay, “Agency Risk Propensities Involving the Demand for Bureaucratic Discretion,” focuses attention on the demand side of this commodity, as opposed to the supply side commonly analyzed within political science. Krause derives comparative-static results concerning the risk-bearing nature of an administrative organization based on a simple model of agency demand for discretion under uncertainty derived from the separate impact of discretion and policy outcome (implementation) uncertainty. Thomas H. Hammond’s essay, “Veto Points, Policy Preferences, and Bureaucratic Autonomy in Democratic Systems,” provides us with an important theoretical window into the amount of bu-
reaucratic autonomy agencies enjoy based on the preference configuration of elected officials in relation to potential veto points across different institutional designs. Hammond entices us to grapple with important cross-national differences in the design of electoral institutions and administrative governance that often get overlooked in the study of political control over the bureaucracy. David B. Spence’s essay, “The Benefits of Agency Policy-making: Perspectives from Positive Theory,” extends his recent line of research on a key point central to this volume—that bureaucracy matters in the delegation of authority. Spence argues that agencies enjoy expertise advantages in delivering public goods and services that enable them to serve citizens’ needs better than elected officials can. These essays are contained in part 1 of this volume, “Theory,” since each study employs a deductive-theoretical approach to analyzing issues germane to public bureaucracies.

Part 2 of the volume contains essays that advance cutting-edge methodological technologies for studying public bureaucracy. The essay by John Brehm, Scott Gates, and Brad Gomez, “Donut Shops, Speed Traps, and Paperwork: Supervision and the Allocation of Time to Bureaucratic Tasks,” examines the allocation of time along a variety of work-related task subfunctions of a street-level bureaucrat. This is done by applying a rarely employed statistical distribution, the Dirichlet distribution, to deal with compositional data problems that involve the allocation of a fixed total amount of labor effort. Andrew B. Whitford’s essay, “Adapting Agencies: Competition, Imitation, and Punishment in the Design of Bureaucratic Performance,” employs numerically based computer simulation methods in order to analyze administrative agencies as a complex adaptive system. Whitford demonstrates that the design of bureaucratic organizations with respect to optimal performance entails difficult trade-offs involving predictability versus change, search versus outcomes, and stasis versus growth.

Part 3 contains a set of theoretically motivated empirical studies of bureaucratic institutions. Steven J. Balla and John R. Wright’s essay, “Consensual Rule Making and the Time It Takes to Develop Rules,” examines a regulatory reform/regulatory renegotiation. By structuring the regulatory process akin to a corporatist process, various parties that will be affected by a regulation are allowed to participate in the actual rule-making process. In theory, such processes should result in a faster process with fewer post-regulation disputes. Lael R. Keiser’s essay, “Why It Matters Whether State
Bureaucrats as Opposed to Federal Bureaucrats Administer Federal Programs,” poses the important question, Does it matter that state bureaucrats administer the social security disability program? Her study finds that state bureaucracies respond rationally to fiscal incentives and thus shape programs in ways not necessarily intended by the federal government.

Michael J. Licari’s essay, “Bureaucratic Discretion and Regulatory Success without Enforcement,” on indoor smoking policies, presents the interesting null case. At times, bureaucracies might be given too much credit for program results. Licari examines a policy with no bureaucratic enforcement and still finds a fair amount of compliance. This raises interesting questions about what one might expect without bureaucratic activities and whether this implies that we need to reformulate the null hypothesis. Kevin B. Smith’s essay, “Administrative Structure and Social Democratic Results: The Case of Education,” examines the relationship between institutional structure and bureaucratic goals. Using data on teachers, he compares how mission goals change in public, Catholic, other religious, and nonsectarian schools. How these goals vary and their relationship to liberal democratic values permit him to make inferences about the impact of major structural changes in the implementation of education such as school choice programs. Kevin Corder’s essay on federal credit programs, “Structural Choice and Political Control of Bureaucracy: Updating Federal Credit Programs,” examines an underresearched area of the federal bureaucracy. Corder finds that bureaucratic institutions are afforded considerable autonomy and that this does not come into conflict with legislative goals as much of the existing scholarly research on the topic would predict.

In presenting these studies, we showcase what we feel reflects the frontier of basic scholarly inquiry into the study of public bureaucracy within political science. This subfield is an interesting blend of rigorous theoretical reasoning and well-crafted, sophisticated empirical research. All the essays in this volume represent original scholarly inquiry. The work is both a showcase and a challenge, however. It raises many more interesting questions than it answers. Specifically, it highlights the potential of analyzing public bureaucracies from a bureaucentric as opposed to the common focus on elected officials. We hope that our readers take up these challenges, use the material presented here, and conduct their own research to further our knowledge about the role of bureaucracy in politics, policy, and governance.
1. This work is similar in approach to recent new institutionalism scholarly works on political structure (e.g., Calvert, McCubbins, and Weingast 1989; Knott and Miller 1987; McCubbins 1985; McCubbins, Noll, and Weingast 1989; Moe 1989, 1990). The early work in this vein was not characterized by the same methodological rigor but had a much broader substantive reach. Both literatures addressed the question, Who benefits from the design of a set of structures?

2. The approach remained viable in business administration and organizational sociology. Joan Woodward's (1965) classic study of the relationship between organizational structure and performance is one notable effort. Within organizational sociology, questions of structure have been addressed empirically by Blau (1968), by Meyer (1968), and theoretically by Perrow (1972). The journal *Administrative Science Quarterly* has continued to serve as an outlet for this work.

3. In this way, one can view Crozier’s line of inquiry as being antecedent to the theory of the politics of institutional choice proposed over two decades later by both Knott and Miller (1987) and Moe (1989, 1990).

4. These authors never explain how an organization can be a closed system and still survive. This theoretical flaw perhaps explains the lack of empirical support for these models (Blais and Dion 1991).

5. Downs's work is unique among formal studies in that it builds on the extensive preexisting literature. Although he presents his work as axiomatic and deductive, he incorporates much of the empirical and theoretical work in the field at the time (e.g., his life cycle of bureaucracy is borrowed from the work of Bernstein [1955] and Huntington [1952]). This integration of prior work often went unnoticed because Downs rarely footnoted existing scholarship.

6. This interesting hypothesis is also derived from the institutional economics literature, but it has not yet been subjected to empirical research to the best of our knowledge.

7. Simon (1997), in the fourth edition of *Administrative Behavior*, sees transaction costs as half a step in the right direction away from what he feels is the misleading orientation of the theory of the firm. Simon is critical of the ability to interpret employee relations solely in terms of contracts.

8. One exception is Emmette Redford’s “overhead theory of democracy,” which serves as a precursor to the principal-agent literature developed in other disciplines (Jensen and Meckling 1976; Mitnick 1980; Ross 1973; Spence and Zeckhauser 1971).
Why do bureaucratic agencies often exhibit a reluctance to make their decisions quickly?

Why do some agency decisions take longer than others, even when they are made under identical statutes, agency structure, and administrative procedures?

Despite two decades of illuminating research in bureaucratic politics, one of the fundamental powers of the government—*the power to wait*, to delay its response to the requests of citizens—has not been systematically studied. The popular adage that agencies are “slow,” whether right or wrong, does not answer either of these questions. It simply restates the first query and cannot answer the crucial issue of variation in the second. The aim of this essay is to develop a modeling framework that will offer some generalizable answers to these questions. I will model the regulatory approval decision as the optimal stopping of a stochastic process, derive a set of predictions about the duration of regulatory review, and conduct tests of the model in duration analyses of drug review times by the U.S. Food and Drug Administration (FDA).

The duration of government decisions, in addition to their content, is one of the central issues of modern democracy. Government agencies display a high degree of variability in the time they take to grant permits, issue licenses, adopt new policies, take criminal and civil cases to trial, and approve new products.
Of these examples, there is no more controversial and seminal case than the approval of new pharmaceutical products by the FDA. The FDA exhibits wide variation in review times for new drug applications (NDAs). From 1993 to 1995, for instance, the FDA approved sixty-seven new chemical entities (NCEs), but the drug Flumadine (marketed by Forest Labs) spent eighty-two months in the NDA review stage, whereas Orlaam (BioDevelopment Corp.) was approved in less than a month (Kaitin and Manocchia 1997, 47). The speed of approval is important for patients and firms alike. As scholars and politicians have agreed, these are nontrivial differences. Drugs that are approved more quickly will be available to patients who need them. And firms that are able to get their drugs approved more quickly will gain important advantages over competitors in product recognition and physician prescribing practices (Olson 1997, 378).

All new drug applications are considered under the same statute—the Food, Drug, and Cosmetic Act of 1938, as amended—and the same administrative procedures. They are also approved by the same agency. The question is obvious, but it cannot be answered well by reference to procedures, structure, or statute: Why are some NDAs approved more quickly than others?

Political science research has until recently eschewed questions of the duration of agency operations. Beginning with the work of Simon (1947) and Bernstein (1955), scholars in institutional political science have studied extensively the behavior of bureaucratic agencies. In the main, this research has taken two forms. The first is the study of political control. During the past two decades, following largely the work of Arnold (1979, 1987), Moe (1982, 1985), Weingast (1983 [with Moran], 1984), and Wood (1988, 1991 [with Waterman]), a number of quantitative studies have concluded that political control of bureaucratic agencies by elected authorities (or “principals”) does prevail (see also McFadden 1976; Magat, Krupnick, and Harrington 1986; Rothenberg 1994; Wood and Anderson 1993; Ringquist 1995; and Carpenter 1996; but see Krause 1996a). Moreover, scholars have identified a number of mechanisms by means of which elected authorities can influence agency behavior, including congressional committee oversight (Weingast and Moran 1983), presidential and multi-institutional control (Moe 1995; Hammond and Knott 1996), statute (Moe 1990; Huber and Shipan 2002), “fire alarm” oversight
(McCubbins and Schwartz 1984), interest group monitoring (Spiller 1990; Banks and Weingast 1992), direct citizen contact (Scholz, Twombly, and Headrick, 1991; Brehm and Gates 1997), administrative procedures (McCubbins, Noll, and Weingast 1987; Bawn 1995), appointments (Wood 1988; Ringquist 1995), and budgetary control (Yandle 1988; Carpenter 1996).

A closely related literature, grounded in organization theory, has attempted to analyze the internal behavior of agencies. These studies include analyses of agency adaptation (Bendor and Moe 1985), bureaucratic learning (Bendor 1995; Brehm and Gates 1997), conflict and decision making in hierarchies (Williamson 1975; Miller 1992), budgetary decision making under bounded rationality and hierarchy (Padgett 1980, 1981), and “parallel versus serial” information processing (Bendor 1985; Heimann 1993, 1997).

None of these studies has placed the duration of agency decisions at the center of analysis. It is as if political scientists have assumed that the timing of decisions has nothing to do with “politics” and that the proverbial slowness of government agencies is, for all intents and purposes, neutral or trivial. The aim of this essay is to redress these shortcomings of the bureaucratic politics literature by focusing directly upon the duration of agency decision processes.

**The Benefits and Costs of Waiting**

The theoretical core of this chapter may be expressed in two arguments. First, waiting is a way of gaining more information about an uncertain decision that the agency regards as irreversible (or reversible only at cost). In the case of drug approval, the FDA sees its approval decisions as reputationally irreversible even though drugs can be recalled; once a drug has done sufficient harm that it must be recalled, the damage done to the agency’s reputation cannot be regained. (Indeed, recall as an agency admission of error may worsen the situation.)

Yet there are costs to waiting as well. Each potential drug has a *political demand* associated with it, a demand that rises in rough proportion to the number of potential citizens who need it (who have the diseases for which it is indicated), the degree of political organization of those citizens, the political power (or rents) of the pharmaceutical firm submitting the drug, and the degree of media and political attention given to
the drug and the disease that it treats. Drugs may also have opponents to their approval, as in the case of the abortion-inducing “morning-after pill,” RU–486. The degree to which the supporters of approval are unified, relative to any opposition, may be termed the cohesion of the political demand for the drug and may be considered an important part of the drug’s political demand. The FDA’s experience with AIDS drug approvals (see Epstein 1996) has forcefully demonstrated the political power of organized disease advocates.

The agency’s response to these demands is a stochastic dynamic optimum that embodies the trade-off between the value of additional time and the political cost of delay. The model has several interesting and counterintuitive predictions and carries a specific distributional prediction about the form of the hazard to be used in duration analysis.

The essay thus has the advantage, I hope, of linking empirical estimation tightly to an underlying theory of choice, a theory that is “dynamic” in the sense of Bellman optimality. The optimal stopping models considered here should serve as useful tools with which to analyze a range of bureaucratic behaviors as well as to structure duration analyses of bureaucratic and regulatory decision making. In previous uses of duration models in bureaucratic research, these models have not flowed explicitly from an underlying formal model (e.g., Whitford 1998; Balla and Knight 2002; though for a more intuitively based attempt to premise duration models upon an underlying theory, see Gordon 1999).

A central reason to analyze the duration of agency decisions is to redress an unfortunate theoretical and empirical imbalance in the bureaucratic politics literature. Most analyses in bureaucratic politics are either time-series analyses of agency enforcement aggregates (Moe 1982, 1985; Wood 1988; Ringquist 1995; Carpenter 1996; Krause 1996a; Olson 1995, 1997) or discrete choice analyses of agency behavior (McFadden 1976; Arnold 1979; Weingast and Moran 1983). While extensive insight has been generated by these studies, they all but ignore the critical question of the timing and rapidity of bureaucratic decisions. The speed with which agencies make decisions is an instrument of power over private sector actors and a source of immense agency discretion. Most new drug applications that pass the clinical trial stage are approved by the FDA. The critical question in FDA drug approvals is not if but when. This is the core issue in FDA reform debates.
Before proceeding with the theoretical and empirical analyses, it merits remarking that other mechanisms can generate delay in bureaucratic decision making. An agency may have too many tasks assigned to it by Congress. Delay may be equivalent to procrastination. Delay may be an attempt to pass the buck or dump an unpleasant task upon a successor. Or a certain procedure may simply take more time than another.

While some level of delay in organizational decision making occurs in all contexts, thinking of delay as overload, procrastination, buck passing, or procedural complexity has its limits. For one thing, it would be difficult to model any of these four phenomena in a way that would generate predicted variation in the delay time. If we observe the FDA taking more time with one drug than another, it surely cannot be due to buck passing or procrastination (the FDA will eventually have to decide upon the drug). If overload and the procedural complexity of the drug decision explain drug approval delay, then how can drugs considered by the same organization at the same time and under the same procedures receive different review times? Undoubtedly, all four of these factors are at work, but none of them can be the decisive component of variation.

A second caveat worth remarking here is that some of the hypotheses predicted by the model are relatively intuitive and are not derived entirely from the optimal stopping model itself. These include the hypothesis that a drug’s approval time is decreasing with the political clout of the firm submitting it; the hypothesis that approval time is decreasing with the organization of sufferers of the disease for which the drug is intended; and the hypothesis that expected FDA approval time is increasing in the disease-specific order in which the drug enters the market. Still, the stochastic optimal stopping model is useful here because it shows that commonsense observations about FDA drug approval are consistent with dynamic optimality and bureaucratic learning.

The chapter is organized as follows. In the section that follows, I outline the formal model that I will use to model an approval decision. In the next section, I will offer hypotheses and suggest measurements, and I will briefly test one of the model’s predictions.
An Optimal Stopping Model of the Approval Decision

The approval of a product or license presents the regulator with a learning problem. The agency must study a new product application (with accompanying “data”) and decide when the apparent benefits of the application—whether a product, a proposal, or a permit for new economic activity such as grazing or construction—outweigh the costs or risks associated with its use.

Learning in Continuous Time

The model here is tailored toward the bureaucratic review of a new product application, specifically a new drug application. The framework is, however, generalizable to learning about the guilt or innocence of a suspect (Whitford and Helland forthcoming; Gordon 1999) or the eventual environmental damage of a construction or grazing permit or energy-generating license. For the present, the model imagines product review as a process of page turning through a product application. One by one, the agency observes a series of experiments (in the case of FDA drug approval, clinical trials) in which a drug either harms or does not harm the person taking it. The sequence of binary outcomes—“harm” or “not harm”—becomes the data for the agency’s decision. I model the evolution of these observations as a continuous-time Wiener process, more commonly known as “Brownian motion.”

Let all drugs be indexed by $i$, diseases by $j$, and firms by $k$. All drugs in the model are characterized by two parameters. First, let $\gamma_{ij} (0 \leq \gamma_{ij} \leq 1)$ be the curing probability of the drug (which can be interpreted as the fraction of people with disease $j$ that drug $i$ will cure). I assume that $\gamma_{ij}$ is fixed and known with certainty throughout the agency’s decision process.

Second, let $\mu_i$ be the danger of the drug, which can be thought of as the expected number of people who will be harmed or killed by the drug over a given interval of time. Normalizing the interval to unity, $\mu_i$ may be thought of as the rate of harming consumers. The greater the danger of the drug the more its approval will harm the agency’s reputation for protecting public safety. I assume throughout that a drug’s danger is independent of its curing power, which implies $\text{cov}(\mu_i, \gamma_{ij}) = 0$.

Observed harm in regulatory review evolves according to a Wiener process $X_{it} = X(t)$, a linear function of underlying danger ($\mu$) plus a random component, as follows:
\[ X(t) = \mu t + \sigma z(t), \]  

(1)

where \( \mu \) and \( \sigma \) are constants and \( \sigma > 0 \) and where \( z(t) \) is a standard normal variable with mean zero and variance \( t \). A more “dangerous” drug—one with higher \( \mu \)—will yield more harm, but harm will also be affected by the random term \( z(t) \). A higher \( \sigma \) will yield a more volatile review—namely, a series of clinical results from which the agency will find it harder to learn what \( \mu \) is.\(^4\)

Observed harm is therefore a Markov process with independent increments, and the agency learns about \( \mu \) in a simple Bayesian fashion based upon the stochastic history of \( X(t) \). Letting \( X(t) \) start arbitrarily at 0, then it is normally distributed with mean \( \mu t \) and variance \( \sigma^2 t \). We assume that \( \sigma \) is the same across drugs but that \( \mu \) differs across them, according to a normal distribution with mean \( m \) and variance \( s \).\(^5\) For any drug review of length \( t \) and accumulated harm \( X(t) = x \), all relevant information for the agency’s decision is captured in a pair of “sufficient statistics” \((x \) and \( t)\). Bayesian estimates of \( \mu \) are

\[
\text{Posterior Mean} \equiv E_{\mu}(\mu) = \hat{\mu} = \frac{m/s + x/\sigma^2}{1/s + t/\sigma^2},
\]

(2a)

\[
\text{Posterior Variance} \equiv S(t) = \frac{1}{1/s + t/\sigma^2},
\]

(2b)

where \( m \) is the mean danger for the average drug in the population—or the expected danger of any drug, before the agency knows anything about it—and \( s \) is the “prior” (or preexperimental) variance of this danger. Notice that

\[
\lim_{t \to \infty} \hat{\mu} = \frac{x}{t} = \mu \quad \text{and} \quad \lim_{t \to \infty} S(t) = 0.
\]

The posterior variance \( S(t) \) is a crucial parameter. Simply put, \( S(t) \) is the best estimate of the agency’s uncertainty about the true value of \( \mu \). For this reason, at any time the value of waiting for another moment is an increasing function of \( S(t) \).

Reputation and the Value of Waiting to Approve

The fundamental assumption of the model is that the regulator guards its reputation for protecting citizen welfare (here “safety”). Students of the 1962 Kefauver Amendments argue that the FDA’s decision not to
approve the drug thalidomide played a crucial role in the expanded discretion that the agency received under the new laws (Quirk 1980). This reputation is an important political asset—it can be used to generate public support, to achieve delegated authority and discretion from politicians, to protect the agency from political attack, and to recruit and retain valued employees (Carpenter 2000b, 2001).

Yet, although waiting to approve always has some value, there is not always a net benefit to waiting. In other words, in many cases it is not optimal to wait forever. As with most inference problems in politics, the marginal return to more information is decreasing. Voters may not need ten debates or twenty polls to help them sort out the differences between two candidates; often two or three of each will do. A similar logic prevails in regulatory product approval: the value of waiting declines over time, as more is learned about the drug.

The Approval Payoff as the Cost of Information

There is another reason why waiting is not always optimal. Put simply, waiting is costly. Patients want a drug for their diseases, and firms that profit from drug sales want entry into potentially lucrative markets. To delay the approval of a drug is to impose costs upon these interests, and when these interests are organized or well publicized they can make it costly for the agency to delay. The case of AIDS offers a lucid example. When ACT-UP (AIDS Coalition to Unleash Power) protestors, dismayed that the FDA might delay approval of lifesaving therapies, demonstrated at agency headquarters in 1988, they embarrassed the agency and prompted a sharp change in policy on AIDS drugs (Epstein 1996).

In short, the information obtained while waiting, though valuable, is not free. To approve a drug is to please the patients who need it and the firms that will profit from its sales. I assume that the approval payoff $A$ for any drug is strictly positive and is a combinatorial and strictly decreasing function of the number of drugs that have already been approved for disease $j$, as follows:

$$A = \theta(\psi_j, L_j, N, \omega_k) = (1 + \lambda_k)\psi_j \gamma_j \prod_{j=0}^{N-1} \left(1 - \gamma_j\right),$$

where $L_j$ is disease $j$’s prevalence, or the number of persons with disease $j$, and $\psi_j$ is the political multiplier of disease $j$, a positive parameter. We can
interpret $\psi_j$ as the expected number of citizens, for every citizen afflicted by disease $j$, who will apply pressure upon the agency or the politicians governing it. The term $N_j$ is the number of marketed drugs that already treat disease $j$; and $\lambda_k$ is the political clout of the submitting firm, also strictly positive.

Since the approval payoff is a multiplicative function of its components, it is possible to collapse the different terms of the approval payoff in equation (4) into a single-index parameter. In this case, the function $\theta$ can represent the entire payoff.

The Agency’s Optimal Policy

The problem facing the agency can be described as the optimal stopping of the process $\hat{\mu}$, (see eq. 2), consistent with the following objective:

$$\max E e^{-\delta(t_{app})} [A - E_\mu^e I_\mu^e \int_0^\infty e^{-\delta(y-\delta)} \alpha \mu^*(y,\omega) dy]$$

$$= E e^{-\delta(t_{app})} [A - \delta^{-1} \alpha \mu^*(t_{app},\omega)],$$

(5)

where \(\delta\) is the discount factor, $t_{app}$ is a given approval time, $\mu^*$ is the agency’s estimate of danger at the optimal stopping time (as given in eq. 2), $\omega$ denotes an elementary event in the probability space $\Omega$, and $y$ is a variable of integration (a variable that has the same dimensions as time and functions purely as an index in the optimization problem). The parameter $\alpha$ represents the agency’s aversion to danger, or its “preferences” with respect to the relative weight it puts upon danger versus the clinical benefits of drugs.\(^7\) In all respects, the agency can be modeled as stopping the process $o \hat{\mu}$.

The political cost of approval, then, is simply the reputational loss that accrues to the agency from the observable danger of the drug. Upon the approval of the drug, the agency therefore “pays” the parameter $\alpha \mu$, which can be learned only through preapproval review of the product.

The problem facing the agency, then, is the problem of “stopping” the review only when the payoff of approval exceeds both the utility losses associated with the danger of the drug and the value of waiting for more information. In other words, the rational agency does not simply approve the drug when its apparent danger is less than the payoff of approval. This is the aspect of the agency’s decision that differentiates product approval from standard problems of administrative choice.

It is shown elsewhere (DeGroot 1970) that for sequential decision
problems upon Markov processes of this sort the optimal policy entails the division of the space of possible outcomes \([\hat{\mu}_r, t]\) into two regions—
a \textit{continuation region}, where observed values of \(\hat{\mu}_r\) suggest waiting, and a \textit{stopping region}, where values of \(\hat{\mu}_r\) suggest termination of the review process and approval of the drug. Figure 1 offers a sample division of the space, where \(\hat{\mu}_r\) has been replaced by \(W_t\). The policy can be described by a unique partitioning of \([\hat{\mu}_r, t]\) by a “barrier” \(\eta(t)\) such that the first departure from the continuation region involves the process \(\hat{\mu}_r\) “hitting” the barrier \(\eta(t)\) for the first time.

For purposes of the present discussion, I assume the existence of an optimum for the agency’s problem. Elsewhere (Carpenter 2000c) I prove the existence of an optimum for this problem, and existence theorems for related problems appear in Jovanovic 1979 and, most important, Miroshnichenko 1963.

The solution to (5) is complex and must satisfy three conditions. First, the agency’s policy must be \textit{dynamically optimal}. It must be the case that whatever the agency’s initial decision its subsequent choices constitute an optimal policy with respect the subproblem starting at the state that results from the initial actions (Dixit and Pindyck 1994, 100). Second, the optimal barrier \(\eta^*(t)\) must satisfy a \textit{value-matching condition} such that the agency is indifferent between taking the approval payoff \(A\) and losing the capitalized value of the drug’s danger. The value-matching condition says simply that the barrier represents indifference between the matched value of two options. Finally, the optimal stopping of Wiener processes must satisfy a third condition known as the \textit{smooth-pasting condition} (Dixit 1993). The smooth-pasting condition is difficult to explain simply, but it requires that along the approval barrier the time derivative of the approval payoff and the time derivative of the danger losses are equivalent. At the point of indifference between waiting and approving, the time path of the approval payoff cannot differ from the time-path of the danger loss or the agency would be better off either to have approved the drug earlier or to wait.

\textbf{Proposition 1.} The optimal barrier is

\[ \eta(t) = \delta A - \frac{S(t)^2}{2\sigma^2} F_{\mu(\cdot)}[\eta(t), t]. \]  

Here the term $F_{\hat{\mu}, \hat{\nu}}$ represents the second derivative of the function $F$ with respect to the estimate $\hat{\mu}$. By equation (3), the limit of $\eta(t)$ is $\delta A$, which $\hat{\mu}_r$ approaches from above. In the asymptote, the agency can learn nothing more about the drug because uncertainty about its danger (the posterior variance of $\mu$) is at zero. The benefits of approval (which have remained constant throughout the decision but are fully capitalized in the limit) are equal to $\delta A$. Meanwhile, the costs of approval are $(\alpha)\mu$. In the limit, the estimated danger converges to the true danger, so that the drug is approved asymptotically if $\alpha \mu < \delta A$, or $\mu < \delta A$ if we set $\alpha$ to one as we have done above. In finite time, of course, the agency cannot make the decision in such terms. *There is always a value to waiting for more information, regardless of the agency’s risk aversion.*

**Risk-Neutral Delay and Other Characteristics of the Approval Distribution**

The optimal rule for waiting has now been derived. Let $G^*(t)$ be the approval distribution, or the probability of approval under the optimal policy. Then an approximation to $G^*(t)$ can be retrieved from the class of first-passage-time distributions:
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\[
\Pr[\alpha \hat{\mu}_t < \eta^*(t)] = 2 \left\{ 1 - \Phi\left[ \frac{m - \delta A}{\sqrt{r(t)}} \right] \right\} = 2 \Phi\left[ \frac{\delta A - m}{\sqrt{r(t)}} \right],
\]

where \( \Phi(\cdot) \) is the cumulative standard normal integral and \( r(t) \) is the posterior precision of the Wiener process, or \( r(t) = s - S(t) \). \( G^*(t) \) and its density \( g^*(t) \) then comprise an inverse Gaussian or Wald variate (for a derivation see Harrison 1985). Notice that a greater approval payoff increases the approval probability.

The following propositions note interesting properties of the approval distribution.

**Proposition 2: De Facto Rejection without a Rejection Option.** In expectation, a nonzero fraction of drugs will never receive the agency’s approval, as \( \lim_{t \to \infty} G^*(t) < 1 \).

**Sketch of Proof.** The proof comes from examination of \( G^*(t) \) in (7). Because \( \lim_{t \to \infty} r(t) = s < \infty \) (eq. 3), the term in brackets in \( G^*(t) \) never reaches unity.

Proposition 2 implies that the probability of an endless review is strictly positive. Statistically, proposition 2 is sufficient to identify \( G^*(t) \) as a defective distribution.

In two ways, proposition 1 coheres with the FDA’s actual behavior. It is trivially consistent, of course, with the fact that not all drug submissions are approved. Yet it is also consistent with the fact that the FDA never formally rejects a drug. It simply deems a drug “not approvable,” and nothing prevents the producing company from submitting more data about the drug if it seeks approval at a later date (GAO 1995).

A central result of the model is that drug approval should be least likely precisely when some firms and patients most desire it: when a drug has completed early clinical testing and is submitted for review.

**Proposition 3: The Scarcity of Quick Approval.** For any drug \( i \in [t_{app}(i) < \infty] \) such that an optimal approval time exists, the approval hazard \( \theta(t) = g^*(t)|1 - G^*(t)| \) has the following two properties:

1. \( \theta(t = 0) = 0 \),
2. \( \forall t, t < (A - \delta \mu)^2, \lim_{t \to 0} \theta(t) = 0 \).

**Proof.** Result (1) obtains by the property of \( g^*(t) \) such that \( g^*(0) = 0 \). Result (2) follows from the unique mode of \( g^*(t) \) at \((A - \delta \mu)^2 \), below which \( g^*(t) \) tends to zero faster than \( G^*(t) \).
**Proposition 4: Nonmonotonicity of the Approval Hazard.**

The hazard \( \theta(t) = g(t)/[1 - G(t)] \) is nonmonotonic.

**Sketch of Proof.** By proposition 3, result (1), \( \theta(t = 0) = 0 \). By proposition 2, \( \theta(t) \) must return to zero in the asymptote.

Propositions 2 through 4 have important theoretical and empirical implications. First, we now have a generalizable explanation for agency delay, one derived under the assumption of risk neutrality and without assuming anything about the “slowness” of the agency. The reason for bureaucratic delay, the model suggests, is not sloth or slack but uncertainty reduction: *the information to be gained by waiting is most valuable at the beginning of a decision problem.* Even when \( A \) is large, the hazard of approval will be near zero at the beginning of bureaucratic review.

Second, the model shows that waiting can be a de facto form of rejection. Even where no formal rejection option exists, long-term waiting increasingly implies a zero probability of eventual approval under the optimum policy.

Finally, the model offers some important lessons for hazard estimation. The likelihood employed should be inverse Gaussian, and, more significantly, the hazard function should be nonmonotonic. This rules out the simple exponential distribution as a hazard specification, but it also rules out the most commonly used parametric distribution of political science duration analysis: the Weibull distribution.

**Hypotheses**

With the characterization of a dynamic stochastic optimum in proposition 1 and the theoretical results in propositions 2 through 4, the following hypotheses can be posed.

**H1:** Below a unique mode, the approval hazard \( \theta(t) \) tends to zero.

**H2:** \( \theta(t) \) is an increasing function of the prevalence \( L_j \) of the disease \( j \) treated by the drug \( i \).

**H3:** \( \theta(t) \) is an increasing function of the political influence and publicity of the patients with the disease treated by the drug, or \( \psi_j \).

**H4:** \( \theta(t) \) is an increasing function of the political clout \( \omega_k \) of the firm \( k \).

**H5:** If the agency’s preferences over danger versus availability are affected by elected authorities (as captured in \( \alpha \)), then \( \theta(t) \) is decreasing in \( \alpha \).
The hypotheses advanced here can be tested using a maximum likelihood duration model. Specifically, the model predicts that the duration of product approval for an agency faced with the problem in (5) will approve products according to an inverse-Gaussian distribution. The present framework therefore offers a more theoretically driven approach to the estimation of duration models in political science than is customarily the case (Carpenter 2002). From a strictly scientific point of view, an important advantage of stochastic process models is that they allow the functional form of statistical tests to be derived directly from the underlying model of behavior (Padgett 1980; Carpenter 1996, 2002).

A Nonparametric Test of H1

The first hypothesis can be tested using nonparametric statistics calculated from duration data that are unaccompanied by covariates. Before doing so, it will be useful to describe the FDA approval process and the approval time data that result from it.

Drug review by the FDA occurs only after a drug completes phase I clinical trials (testing for information on drug safety), phase II trials (testing for effectiveness and safety), and phase III trials (verification of safety and effectiveness and testing for adverse effects). On average, these trials consume six years of drug development. This is more than half of the time required to bring a new drug to market (Dranove and Meltzer 1994). After completion of phase III clinical trials, the sponsoring company submits a new drug application to the FDA. The FDA’s Center for Drug Evaluation and Research (CDER) then reviews the NDA by assigning it to a review team composed of doctors, pharmacologists, chemists, statisticians, microbiologists, and regulatory affairs experts. The most novel of these drugs, and the drugs that occasion the greatest controversy over approval and delay, are called new chemical entities. The dependent variable in the following analyses is the length of the NDA review stage (in months) for an NCE.

I have consciously restricted the sample in two ways. First, I analyze only NCEs, while the FDA screens hundreds of other drugs annually. These include both “generic drugs” (simple copies of drugs whose patent protection has expired) and “supplemental” applications, which occur when a company seeks to market its drug for a disease other than the one for which it was originally submitted. Because the review process is very
different for these applications, I leave them to another study. Second, the data (and the model) ignore the clinical trial stage of drug development. I have chosen not to analyze it here because the length of the clinical trial stage depends heavily upon the speed of the company and its clinical testing regime.9

Figure 2 displays a plot of the estimated hazard function along with a “confidence function” plot (the dotted line), which represents the value of two standard errors of the hazard estimate from zero. The hazard function is estimated using the nonparametric Kaplan-Meier method. In other words, when the estimated hazard function crosses the dotted line in figure 2, we can say as statisticians that the expected hazard differs from zero at a statistical significance level of $p < 0.05$.

Figure 2 shows that the expected hazard cannot be judged to be statistically distinguishable from zero until $\ln$ (review time) equals 1.7, or somewhere between seven and nine months into the review process. This is an interesting result because the 1962 Kefauver Amendments to the Food, Drug, and Cosmetic Act state that the FDA shall approve all drugs within six months of their submission. In other words, figure 2 suggests that for the entire period of legal review, plus one to three months, the expected instantaneous likelihood of approval for a drug is zero.

Yet the model also offers some logic as to why this is the case. The pattern in figure 2 is the result not of bureaucratic sloth nor of mismanagement of the review process. The most compelling theoretical explanation is that the value of waiting for information is greatest at the outset of a product approval process. Because the value of waiting is so high, there is a rational scarcity of quick approval. It is important to note, again, that this result is derived under risk neutrality—the agency neither prefers nor avoids gambles between high- and low-variance drugs—though the agency is always danger averse.

It is also worth noting that figure 2 essentially supports proposition 4 of the model, which predicted the nonmonotonicity of the hazard. Since almost one-half of submitted drugs are not approved (GAO 1995; this is an empirical fact that does not require a statistical test), the empirical hazard function must eventually fall to zero. All that is required for a demonstration of nonmonotonicity, then, is evidence that the hazard starts at zero in addition to ending at zero, which figure 2 shows. (Note that inclusion of nonapproved drugs in the sample would not change this result since the hazard can rise only if a drug is approved.)
Conclusion

While instructive, the theoretical and empirical analyses presented here could doubtless be improved and extended in fascinating ways. Theoretically, it would be interesting to incorporate a budget into the model and allow the agency to bestow resources explicitly upon drugs. A more interesting issue, to my mind, concerns the organizational factors that affect information processing. The FDA has long been hampered by high turnover, particularly when talented reviewers leave for the lucrative pharmaceutical sector. What happens if the agency loses information over time? What happens if agency decision makers are forgetful or, as is more likely the case, that organizational turnover results in a loss of “institutional memory”? Work is currently under way in this direction (Mullainathan 1998; Carpenter 2000d).

Empirically, an obvious shortcoming of the hazard rate analysis is the absence of drug applications that are rejected or withdrawn. As I have noted, the proprietary character of rejected drug applications renders this
problem far more difficult than one of simply collecting more data. Efforts are currently under way to collect a partial sample of rejected or withdrawn applications, though I note that only a partial sample will be possible and that theoretically substantive and interesting results can be drawn from analyzing approvals themselves. Review times conditioned upon approval, again, lie at the center of the political controversy over FDA regulation.

As a concluding note, I call attention to the fact that optimal stopping offers a different way of thinking about the dynamic behavior of bureaucracies. Most research on bureaucratic dynamics has been associated with the time-series tradition, which includes models of autoregressive and adaptive behavior (Moe 1982, 1985; Wood 1988; Wood and Waterman 1991; Wood and Anderson 1993; Carpenter 1996; Krause 1996b). These models have demonstrated the dynamics of bureaucratic behavior for aggregated decisions made over time. The contribution of the present study, I hope, is that it instructs students of public bureaucracy about the dynamics of single decisions in which time itself has value and is an object of choice.
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1. Under Bellman optimality (or dynamic optimality), it must be the case that the choices at a given period \( t \) (or for a given infinitesimal \( dt \)) must maximize the agent’s utility function for this increment of time and the (assumed) optimal path of all future decisions. Put in more crude and intuitive terms, dynamically optimal actors ignore sunk costs and care only about an optimal (step-by-step) sequence of choices in the future.

2. As Dixit (1993) shows, the Wiener process representation can also be derived by taking limits toward zero on the discrete walk of the binary outcomes harm and not harm. Thus, a discrete time process becomes, in the limit,
a continuous time process; accordingly, all of the results described in this essay may be replicated in a discrete time framework. I use continuous time for its greater mathematical generality and its convenience in the Brownian motion case.

3. I assume an exogenous industry production process in which the agency expects drugs to be submitted at a constant rate over time. Drugs are assumed to treat one disease and one disease only. See the conclusion for planned extensions of the model in which these assumptions will be relaxed.

4. Equivalently, infinitesimal movements in \( X \) are given by \( dX = \mu dt + \sigma dz \), where \( z \) is a standardized Weiner variable whose increment \( dz \) has zero mean and variance \( dt \) (Harrison 1985).

5. I make the assumption of constant variance only to simplify the exposition of the model.

6. The parameter can exceed unity because citizens other than those directly afflicted by a disease may lobby for drug approval. Those afflicted may have relatives, friends, or other allies in organized patient associations and the media who wish to see the drug approved.

7. Although it does not affect the mathematics of the model, I assume that the agency’s utility is linear in danger (\( \mu \)) and not harm \( [X(t)] \). Other functional forms are possible. If the agency’s reputation has the character of a durable asset subject to erosion, then perhaps the regulator’s utility is dependent not upon \( \mu \) but upon \( \text{exp}(\mu) \). This would render the stochastic process a “geometric” Brownian motion (Dixit 1993). In much of the discussion that follows, I set \( \alpha \) to unity without loss of generality. The model sidesteps the question of political control. One can assume that \( \alpha \) is a function purely of the preferences of the agency’s enacting coalition, or one can assume that the agency’s preferences are independent. The model’s predictions are the same under either regime.

8. This is a highly cursory summary of the drug approval process. See <www.fda.gov/cder> for more information. Drugs with an “accelerated approval” or “fast-track” status may be submitted for NDA approval before phase II trials are fully completed.

9. Dranove and Meltzer (1994) observe that the length of the Investigational New Drug (IND) stage is positively correlated with the length of NDA review. The speed of NDA review, while doubtless affected by drug firms, is more easily represented as a decision variable. I am currently working on a formal model of product approval with strategic firm submissions (see Carpenter and Ting 2001).
Agency Risk Propensities Involving the Demand for Bureaucratic Discretion

George A. Krause

Motivation to exercise discretion is another matter and poses serious problems for all types of complex organizations. . . . Nevertheless, we will work with a very simple assumption—that individuals exercise discretion whenever they believe it is their advantage to do so and seek to evade discretion on other occasions.

—James D. Thompson

In the study of public bureaucracy, an inherent tension arises concerning the balance of policy-making authority between politicians and administrative agencies. Administrative agencies enjoy some degree of discretion over policy-making via implementation via agency enforcement and rulemaking activities (e.g., Bryner 1987; Meier 1993a; Rourke 1984; Wilson 1989). Important theoretical breakthroughs emanating from the positive theory of bureaucratic discretion (PTBD) have generally focused on the supply side of this commodity. This strand of research treats the level of agency discretion as being determined by political choice, whether it pertains to the “hardwiring” of administrative agencies (e.g., Calvert, McCubbins, and Weingast 1989; McCubbins 1985; McCubbins and Page 1987; McCubbins, Noll, and Weingast 1987, 1989) or a trade-off that exists between political control and agency expertise (Bawn 1995; Epstein and O’Halloran 1994, 1996, 1999; Martin 1997). While these works provide valuable insights into the supply of bureaucratic discretion that is
produced from bargaining between political institutions, they fail to enhance our knowledge concerning the (agency) demand for this good. In other words, if the putative assumption noted in the opening quote by James D. Thompson is valid then it suggests that our present understanding of bureaucratic discretion is noticeably underdeveloped from the agency’s perspective.

The purpose of this essay is to undertake a new organizations theoretical approach to explain agency demand for bureaucratic discretion under conditions of uncertainty. The focus lies solely on the agency’s choice as to how much discretion it wishes to obtain (demand) in relation to the amount of policy outcome uncertainty that it experiences. In doing so, different types of risk-bearing behavior and contextual conditions that shape agency preferences for discretion can be theoretically examined. Particular emphasis on agency decision making under uncertainty reflects the imperfect and incomplete information that agencies possess on how policy implementation will turn out (e.g., Pressman and Wildavsky 1973). This, in turn, allows for an opportunity to assess the range of risk propensities that bureaucratic agencies will engage in an uncertain world. Bureaucratic discretion does not simply entail the level of slack provided by political principals from a well-defined (ideal) point noted in public choice models (e.g., Niskanen 1971; Tullock 1965). Rather, bureaucratic discretion more broadly refers to a range of parameters by means of which administrative agencies operate. This analysis departs from past research on bureaucratic discretion in political science since it does not focus on the decision making of political institutions but rather on how administrative agencies arrive at such decisions.

The layout of this essay is as follows. First, agency choice is shown to be a vital aspect in understanding administrative discretion. Second, it is demonstrated that the context in which agencies seek to obtain discretion will affect their decision-making calculus. Third, a positive theoretic analysis of an agency’s demand for discretion is examined in order to provide insight into the risk propensities for this commodity. Based on deriving the agency’s demand for bureaucratic discretion given a fixed level of agency utility, the comparative-static results demonstrate the following: (1) both risk-averse and risk-seeking agencies will exhibit an inverse relationship between bureaucratic discretion and policy (implementation) outcome uncertainty, (2) the bureaucratic discretion–policy outcome uncertainty relationship will be the same for a risk-averse agency
operating under a negative discretionary context as it will be for a risk-seeking agency operating under a positive discretionary context, and (3) a risk-averse agency operating under a positive discretionary context will behave the same as a risk-seeking agency operating under a negative discretionary context with regard to this relationship, and (4) a risk-neutral agency’s preference for bureaucratic discretion will be insensitive to changes in policy outcome uncertainty. Finally, the implications of these theoretical results as well as the limitations of this study are discussed.

The Importance of Understanding Agency Choice in Obtaining Bureaucratic Discretion

Bureaucratic policy implementation necessarily involves administrative discretion (Meier 1993a, 57). Discretion refers to the ability of an administrator to choose among alternatives and to decide how the policies of government should be implemented in specific instances (Rourke 1984, 36). Discretion is an important commodity for successful policy-making and is woven into the fabric of the Constitution as a means of diffusing both power and conflict among interests (Bryner 1987). According to Martin Shapiro (1988), administrative agencies are “supplementary law-makers” functioning akin to courts with the purpose of expanding legislative intent via their own decisions and interpretation of statutes. Discretion is obviously part and parcel of the administrative process, and sufficient discretion is essential for an agency to perform its tasks. However, the question remains: how is discretion determined within the venue of institutional politics?

Existing scholarship on the PTBD assumes that politicians determine the level of discretion agencies enjoy. Administrative agencies are generally treated as being exogenous to the decision of how much discretion politicians will bestow upon them (for a notable exception, see Volden 2002). Simply, agencies are treated as if they do not play an explicit role in determining the amount of discretion that they obtain from political principals. This is a very reasonable perspective if one takes a strict hierarchical view of public bureaucracy in a democracy. After all, elected officials have the appointment (e.g., Moe 1985; Wood and Waterman 1994), resources (e.g., Carpenter 1996; Wood and Anderson 1993; Wood 1990), oversight (e.g., Aberbach 1990; Fiorina 1982), and procedural means (McCubbins 1985; McCubbins, Noll, and Weingast 1987, 1989) to play a substantial role in shaping administrative behavior. Omitting agency
choice from the analysis of bureaucratic discretion is problematic if one wishes to obtain a full understanding of this phenomenon. Relations between elected officials and bureaucratic agencies are a “two-way street” in matters involving policy administration (Krause 1996a, 1999). This argument is grounded in the existence of a certain level of agreement occurring between political (superordinate) and bureaucratic (subordinate) institutions, which yields a zone of acceptable behavior for the latter when administering public policy (Barnard 1938; Simon 1976). This, in turn, requires that students of bureaucratic politics must learn more about an agency’s demand for discretion before students of institutional politics can construct valid general equilibrium models of bureaucratic discretion that treat both the demand and supply for this commodity in an explicit fashion.

The omission of the demand side of the bureaucratic discretion equation in existing positive political science research is noteworthy for several reasons. First, the policy-making power derived from discretionary authority that accrues to administrative agencies is vast (Rourke 1984, 39). Administrative agencies typically serve as the last line of defense in policy administration within a governmental system. This is because politicians are in a position to shirk responsibility for problems that may arise during policy implementation. Thus, a rational agency will find its interests best served by articulating its demands concerning discretion to politicians by actively lobbying in favor of legislation that it supports while trying to defeat the proposals it opposes (Rieselbach 1995, 212–14). This, in turn, suggests that variations in agencies’ demand for discretion can shape the actual amount that they obtain from political superiors. Agencies are also engaged in other activities and stages of the policy process (Meier 1993a, 57), thereby further accentuating the proactive role played by these entities in the realm of policy implementation. An agency can also circumvent electoral institutions by using clientele groups to support its policy mission (Carpenter 2001; Quirk 1981; Rourke 1984; Wilson 1989), thus helping to assist it in conveying the demand for bureaucratic discretion. These activities enable bureaucratic institutions to help shape the level of discretion that they obtain from political superiors as opposed to merely allowing political institutions to make such unabridged choices on their behalf.

In addition, administrative agencies enjoy information advantages with respect to politicians. These asymmetries generate a broader range of
policy options or activities in which administrative agencies can engage. As a result, any “discretion equilibrium” between politicians and agencies that exists must take into account the level of discretion the agency desires to obtain for policy implementation purposes. Administrative agencies regularly provide information to legislators and the White House in the formulation of policies that, in turn, often affect the degree of bureaucratic discretion obtained by the agency. Both politicians and agencies possess a strong incentive to ensure that policy administration is successful. Thus, politicians’ realization that they do not have the time, expertise, or interest to implement policy on their own will often lead them to consider an agency’s preference regarding the amount of bureaucratic discretion that it desires.

Bureaucratic discretion has been treated as being a purely political choice (supply side) and not an agency choice (demand side). Since previous approaches typically ignore the demand-side equation of bureaucratic discretion, the focus of this essay is centered solely on agency choice in obtaining this commodity. The next section focuses on how discrete differences in the discretionary context under which an agency performs are critical for understanding an agency’s willingness to acquire discretion.

The Dilemma of Agency Choice: Positive versus Negative Contexts for Bureaucratic Discretion

In order to understand agency choice in determining the amount of discretion that agencies seek to obtain in response to uncertainty over policy (implementation) outcomes, one first must consider that they will possess differential views of this commodity based on whether the circumstances make it relatively more desirable (positive context) or less desirable (negative context). Francis Rourke (1984, 41–42) asserts that discretion is a variable commodity that can be either embraced or spurned by administrators depending upon the nature of its use. James Q. Wilson (1989, 179–81) maintains that bureaucratic autonomy sought by the agency may lead it to expand or cut back the scope of its activities in response to congressional demands. These statements indicate that an agency’s discretion can also be viewed as being partly determined by its own choices and decisions, not just those made by politicians. In addition, risk-bearing behavior by administrative agencies will not be fixed but instead depends upon the context in which bureaucratic choices or decisions are made (March 1999, 229).
Likewise, agency utility from bureaucratic discretion can be viewed as varying depending upon the context in which public policies are to be implemented. The nature of the balance of marginal benefits and costs associated with bureaucratic discretion is what distinguishes between the positive and negative contexts confronting the agency. A positive discretionary context occurs when the agency’s marginal benefits associated with bureaucratic discretion exceeds its marginal costs \((dB/dD > dC/dD)\), while the opposite is true in a negative discretionary context \((dB/dD < dC/dD)\).\(^4\) In this analysis, the relative balance of marginal benefits and costs of bureaucratic discretion determines the shape or curvature of such functional relationships. When the balance of marginal benefits and costs associated with discretion are equal \((dB/dD = dC/dD)\), then the discretionary context facing the agency will be neutral since they will find it neither more or less favorable to use this commodity.

Therefore, ceteris paribus, positive circumstances lead the agency to view discretion as a relatively more desirable commodity since they deem their environmental and organizational conditions favorable. In this case, the agency can mitigate blame directed toward the organization if policies go awry and/or feel confident that additional discretion will enable it to more effectively tackle the problem. Specifically, an agency operating in a positive discretionary context will be relatively more active in seeking this commodity since it is perceived as being vital to the agency’s interests. Conversely, an agency operating in a negative discretionary context will feel that it has much to lose and/or too little to gain in policy implementation, and thus it will seek relatively less of this commodity. In such instances, marginal increases in delegated authority by elected officials to the bureaucracy are viewed negatively by the agency since it does not wish to be made a scapegoat if a favorable policy outcome fails to be obtained. Thus, if a task at hand is very easy or controllable by the agency, little is to be gained from seeking additional discretion. The agency has much to lose if policy outcomes do not turn out well and has little to gain if the policy is successfully implemented. An agency within this context will be less inclined to seek additional discretion.

So what constitutes positive versus negative discretionary contexts confronting an agency on a substantive level? Four possible characteristics can allow one to demarcate between these contexts. The first two are environmental in nature and thus completely beyond the control of the agency. The presence of *divided versus unified government* will have mean-
ingful ramifications in determining whether bureaucratic discretion is viewed favorably or unfavorably by bureaucratic agencies. This distinction reflects discrete differences in the amount of political consensus that exists within electoral institutions. An administrative agency will have a more difficult time making coherent policies under divided government vis-à-vis unified government since it has both less policy-making flexibility (Epstein and O’Halloran 1999, 78) and less institutional stability given the fragmented nature of its political environment. This makes bureaucratic discretion a potentially more harmful commodity in the former era compared to the latter. As a result, during times of divided government administrative agencies will feel less compelled to seek bureaucratic discretion than under an era of unified government since they might not receive the political unity and support that is required for effective policy implementation.

Issue salience is also important in determining the context in which agency preferences concerning discretion are formed. When issue salience is high for policy under the agency’s jurisdiction, an agency will view bureaucratic discretion less favorably, ceteris paribus, because agencies involved in highly salient issues will be easy targets for blame by elected officials and the media. If issue salience is low, however, then the agency will be relatively more willing to seek additional discretion since it does not have to worry about being under the glare of intense scrutiny for its efforts at implementing policy.

Two organizational factors also delineate an agency as operating in a positive or negative discretionary context. When task complexity facing an agency is high, it will confront a negative discretionary context since it is more difficult for it to solve public policy problems in a successful fashion. Conversely, when task complexity is low, agencies will experience a positive discretionary context since it is easier for them to handle this particular class of public policy problems. Therefore, agencies will have less to gain from exercising discretion for policy problems of a complex nature (e.g., drug control policy) than when simpler tasks are sufficient for administering public policies (e.g., implementing agricultural subsidy programs). The existence of agency stability also plays a vital role in determining whether an agency will function in a positive or negative discretionary context. This concept refers to the overall or general stability of the bureaucratic organization, which comprises agency personnel turnover, workload volatility, the frequency with which rules and procedures for the agency are altered, and the like.
Agencies that are more stable are more apt to benefit from this commodity in relative terms than those that are more volatile. Simply, stable agencies will be more capable of handling discretion than unstable ones. Holding all else constant, agencies that are stable are better equipped to handle a relatively greater amount of discretion whereas agencies that are unstable are better off with relatively less discretion since a higher probability exists that it will be misused. Thus, stable agencies will view discretion in a positive manner while unstable agencies will regard this commodity in a negative light.

**Agency Demand for Discretion and Policy Outcome Uncertainty: A Comparative-Static Theoretical Analysis**

The aim of this study is to assess the amount of discretion that an agency will “demand” from elected officials in relation to the amount of uncertainty relating to policy implementation outcomes, conditional on the discretionary context. The purpose of this modeling exercise is not to find the level of discretion that maximizes agency utility. Rather, the focus is on agency preference for more, less, or the same level of discretion in response to a change in policy outcome uncertainty at a given (fixed) level of agency utility. This emphasis on analyzing risk propensities can inform our understanding of how agencies make choices under uncertainty. This is an important avenue of inquiry given that agencies operate in an uncertain environment when implementing public policies (Barnard 1938; Crozier 1964; Downs 1967; Gormley 1989; March 1999; March and Olsen 1976; March and Simon 1958; Simon 1976b; Stinchcombe 1990; Thompson 1967; Wilson 1989). Thus, it is critical to analyze the nature of agency risk-bearing behavior since it is merely assumed a priori for these classes of utility maximization problems under conditions of uncertainty.

The causal path of the theoretical model is portrayed in pictorial terms in figure 1. This diagram shows that the discretionary context has a conditioning effect on how agencies deal with policy outcome uncertainty when determining how much discretion they seek. Assumptions about the direction and curvature of the relationship between (1) agency utility and bureaucratic discretion and (2) agency utility and uncertainty initially must be set forth. The discretionary contexts are reflected in the curvature or shape of these relationships. Positive discretionary contexts will always
exhibit a convex agency utility function with respect to bureaucratic discretion and policy outcome uncertainty. Intuitively, for a risk-averse (risk-seeking) agency, a positive discretionary context indicates that each successive drop (rise) in discretion and uncertainty will result in an increasingly smaller (larger) than proportional reduction (increase) in agency utility. In a negative discretionary context, the agency will possess a concave utility function with respect to discretion and uncertainty. Therefore, each successive drop (rise) in discretion and uncertainty will result in an increasingly larger (smaller) than proportional reduction (increase) in agency utility under conditions of risk aversion (risk seeking). When a curve is neither convex nor concave (i.e., linear), the positive and negative discretionary contexts are not distinguishable by definition. In instances in which an agency exhibits a mixed discretionary context, whereby discretion is viewed in a positive and uncertainty in a negative context and vice versa, the slope of the rate of change involving the relationship between agency demand for bureaucratic discretion and policy outcome uncertainty will be ambiguous. In addition, the next three subsections analyze the implications of these various risk-bearing behaviors.
and discretionary contexts in order to understand agency demand for bureaucratic discretion under conditions of uncertainty.

**Risk-Bearing Behavior and Discretionary Context:**

**Case 1—Risk Aversion**

One might suppose that a risk-averse agency will be one that wishes to have less bureaucratic discretion as uncertainty rises since they will have the desire to take as little responsibility for the consequences of policy implementation as possible. This means that such an agency will delegate this responsibility to politicians by asking for as little discretion as possible, ceteris paribus. After all, administrative agencies may wish to cut back on the amount of discretion that they desire under certain conditions (Rourke 1984, 41–42; Wilson 1989, 179–181). This proposition can be assessed through a deductive comparative-static analysis.

I assume that an agency’s utility function can be expressed in the following general terms.

\[ U(D,\sigma) = f(D) + g(\sigma), \]

where agency utility is an additive function of bureaucratic discretion \( D \) and policy (implementation) outcome uncertainty \( \sigma \).\(^9\) For simplicity, I also assume that a risk-averse agency’s utility function can be redefined as a power function of the following form.

\[ U = \epsilon - D^\alpha - \sigma^\beta, \]

where \( \epsilon \) is a positive constant and utility is declining with respect to bureaucratic discretion and policy outcome uncertainty at the rate of \( \alpha \) and \( \beta \) (\( \alpha, \beta > 0 \)), respectively. Furthermore, I assume that the agency’s demand for bureaucratic discretion and the uncertainty that it experiences is positive by definition (\( D > 0, \sigma > 0 \)), which implies that an agency will desire at least a modicum of discretion and experience at least some minimal amount of policy outcome uncertainty. There are reasonable assumptions given that (1) tightly written laws will typically afford bureaucratic agencies some amount of leeway in interpreting these statutes when implementing public policy, and (2) an agency will not know with certainty the consequences of a policy decision or choice.

The risk-averse agency is assumed to receive negative marginal utility from bureaucratic discretion since it does not wish to obtain consider-
able leeway, all else being equal. In other words, a risk-averse agency is presumed to exhibit a tendency to spurn additional units of bureaucratic discretion, all else being equal. This assumption differs from much of the PTBD research on this topic, which implicitly views the agency as wishing to maximize its power via discretion in a monotonic fashion. Instead, agencies can prefer either more or less bureaucratic discretion, which varies by the nature of their risk-bearing behavior. Likewise, this type of risk-bearing agency will also obtain negative marginal utility from policy outcome uncertainty regarding the policy that it wishes to implement. Applying the power function rule of differential calculus to solve the partial derivatives of agency utility with respect to bureaucratic discretion and policy outcome uncertainty yields

\[
\frac{\partial U}{\partial D} = -\alpha D^{\alpha-1} < 0, \quad \text{and} \\
\frac{\partial U}{\partial \sigma} = -\beta \sigma^{\beta-1} < 0, \quad (3a)
\]

where a risk-averse agency must have decreasing utility with respect to both bureaucratic discretion \((D)\) and policy outcome uncertainty \((\sigma)\). An agency that is risk averse with respect to bureaucratic discretion and policy implementation outcome uncertainty is one that receives disutility from each phenomenon. Simply, a risk-averse agency will prefer less bureaucratic discretion, ceteris paribus. This is because a risk-averse agency, all else being equal, will not wish to have the responsibility associated with additional units of bureaucratic discretion that allows it (instead of politicians) to bear the onus of blame if policy implementation goes awry. Moreover, the risk-averse agency will prefer less policy outcome uncertainty, ceteris paribus. Thus, one can presume that a risk-averse agency will seek less discretion as policy outcome uncertainty rises since it will not wish to have greater responsibility attributed to it by politicians, among others, if policy implementation is deemed unsuccessful. In order to determine whether this proposition is true, I employ the standard power utility function in \((2)\) to examine the manner in which bureaucratic discretion will respond to variations in policy outcome uncertainty.

This requires solving for bureaucratic discretion \((D)\) in \((2)\) and setting agency utility constant, equal to a fixed value, \((U = \bar{U})\), which produces
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\[ D = (c - \bar{U} - \sigma^\beta)^{1/\alpha}, \]  

(4)

where \( 0 < \bar{U} < c \). Thus \( c \) serves as a supremum for \( \bar{U} \) since \( D > 0 \) by assumption. Next, the direction of this relationship is solved by taking the derivative of (4) with respect to \( \sigma \). This leads to

\[ \frac{dD}{d\sigma} = \frac{1}{\alpha} (c - \bar{U} - \sigma^\beta)^{(1/\alpha) - 1} \cdot -\beta \sigma^{\beta - 1} < 0 \]

(5)

where a risk-averse agency will seek less (more) bureaucratic discretion in response to an increase (decline) in policy outcome uncertainty, ceteris paribus. In simpler terms, a risk-averse agency that enjoys neither bureaucratic discretion nor policy outcome uncertainty will want less bureaucratic discretion when policy outcome uncertainty rises because it will fear the political retribution that it might receive from an unsuccessful policy implementation outcome more than the burden of having to handle a greater amount of bureaucratic discretion. Thus, a risk-averse agency that obtains disutility from both discretion and uncertainty will have an incentive to seek less bureaucratic discretion as a means of coping with the policy outcome uncertainty that it confronts as an organization.

Introducing discretionary context into this model involves allowing the curvature of the relationships involving agency utility with respect to bureaucratic discretion and policy outcome uncertainty to vary accordingly. The rate of change (or slope) parameters associated with these posited relationships will be greater than unity by definition (\( \alpha, \beta > 1 \)) for risk aversion in a negative discretionary context. Solving for the second-order conditions of agency utility with respect to bureaucratic discretion \( (D) \) and policy outcome uncertainty \( (\sigma) \) requires taking the partial derivatives of (3a) and (3b), respectively, yielding

\[ \frac{\partial^2 U}{\partial D^2} = -(\alpha^2 - \alpha)D^{\alpha - 2} < 0 \quad \text{and} \]

(6a)

\[ \frac{\partial^2 U}{\partial \sigma^2} = -(\beta^2 - \beta)\sigma^{\beta - 2} < 0. \]

(6b)

A risk-averse agency functioning in a negative discretionary context will exhibit decreasing marginal utility with respect to bureaucratic discretion
as well as policy outcome uncertainty. Solving for the second-order derivative associated with (4) will indicate the nature of the curvature of the relationship between agency demand for bureaucratic discretion in relation to policy outcome uncertainty:

\[
\frac{d^2D}{d\sigma^2} = \frac{- (\beta^2 - \beta)}{\alpha} \cdot \sigma^{\beta - 2} \cdot (c - \bar{U} - \sigma^\beta)^{\frac{1}{2} - 1} + \left( \frac{\beta^2}{\alpha^2} - \frac{\beta^2}{\alpha} \right) \\
\cdot \sigma^{2\beta - 2} \cdot (c - \bar{U} - \sigma^\beta)^{\frac{1}{2} - 2} < 0. \tag{7}
\]

This comparative-static result reveals that an agency whose marginal disutility from bureaucratic discretion and policy outcome uncertainty is rising at an increasing rate will prefer successively lower amounts of this commodity as uncertainty grows, holding all else constant. Therefore, a risk-averse agency operating under a negative discretionary context will seek larger than proportional reductions in bureaucratic discretion as a rational response to rising uncertainty concerning the policy that it must implement, ceteris paribus.

In the positive discretionary context, the risk-averse agency will also experience an inverse relationship between its utility with respect to bureaucratic discretion and policy outcome uncertainty (i.e., \(\frac{\partial U}{\partial D} < 0; \frac{\partial U}{\partial \sigma} < 0\)). What differs in the positive vis-à-vis the negative context is that the rate of change of this inverse relationship differs. Specifically, the rate of change (or slope) parameters associated with these relationships will lie in the interval between zero and positive unity (\(0 < \alpha, \beta < 1\)). Taking the partial derivatives of agency utility with respect to bureaucratic discretion \((D)\) and policy outcome uncertainty \((\sigma)\) in (3a) and (3b) produces

\[
\frac{\partial^2 U}{\partial D^2} = - (\alpha^2 - \alpha)D^{\alpha - 2} > 0 \quad \text{and} \tag{8a}
\]

\[
\frac{\partial^2 U}{\partial \sigma^2} = - (\beta^2 - \beta)\sigma^{\beta - 2} > 0. \tag{8b}
\]

Thus, a risk-averse agency confronting a positive discretionary context will exhibit increasing marginal utility with respect to bureaucratic discretion as well as policy outcome uncertainty. Taking the second-order derivative of (5) with respect to \(\sigma\) determines the curvature of the relationship between agency demand for bureaucratic discretion in relation to policy outcome uncertainty.
This comparative-static result reveals that an agency whose marginal disutility from bureaucratic discretion and policy outcome uncertainty is increasing at a declining rate will prefer successively smaller cuts in this commodity as uncertainty grows, holding all else constant. Therefore, a risk-averse agency operating in a positive discretionary context will seek smaller than proportional reductions in bureaucratic discretion as a rational response to rising uncertainty concerning the policy that it must implement, ceteris paribus.

There are two intermediate situations in which the agency might be facing a positive context with respect to discretion and a negative context with respect to uncertainty. Under these circumstances, rate of change (or slope) parameters associated with these relationships will lie in the interval between zero and positive unity for the discretion parameter ($\alpha < \beta < 1$) and will be greater than positive unity for the uncertainty parameter ($\beta > 1$). This will lead to the following result involving the curvature of the relationship between agency demand for bureaucratic discretion in relation to policy outcome uncertainty based on (9).

\[
\frac{d^2D}{d\sigma^2} > 0 \text{ if } \Gamma < \Pi; \quad \frac{d^2D}{d\sigma^2} = 0 \text{ if } \Gamma = \Pi; \quad \text{and}
\]

\[
\frac{d^2D}{d\sigma^2} < 0 \text{ if } \Gamma > \Pi,
\]

where $\Gamma = - (\beta^2 - \beta)/\alpha \cdot \sigma^{\beta - 2} \cdot (c - \bar{U} - \sigma^\beta)^{\frac{1}{\alpha} - 1}$ and $\Pi = (\beta^2/\alpha^2 - \beta^2/\alpha) \cdot \sigma^{2\beta - 2} \cdot (c - \bar{U} - \sigma^\beta)^{\frac{1}{\alpha} - 2}$. Conversely, when the mixture of a negative context for discretion and a positive context for uncertainty exists the risk-averse agency will possess a discretion parameter that is greater than positive unity ($\alpha > 1$) and an uncertainty parameter that lies between zero and positive unity ($\alpha < \beta < 1$). As before, the curvature of the relationship between agency demand for bureaucratic discretion in relation to policy outcome uncertainty based on (9) will be ambiguous so that it is a mirror image of (10).
\[
\frac{d^2 D}{d\sigma^2} > 0 \text{ if } \Gamma > \Pi; \quad \frac{d^2 D}{d\sigma^2} = 0 \text{ if } \Gamma = \Pi; \quad \text{and}
\]
\[
\frac{d^2 D}{d\sigma^2} < 0 \text{ if } \Gamma < \Pi.
\] (11)

If discretionary context does not matter for risk-averse agencies, they will exhibit constant diminishing marginal utility (i.e., a negative linear relationship) with respect to bureaucratic discretion and policy outcome uncertainty (\(\alpha, \beta = 1\)). Thus, risk-averse agencies experiencing neither favorable nor unfavorable discretionary conditions will prefer proportional reductions in bureaucratic discretion in response to policy outcome uncertainty, ceteris paribus. Simply, a risk-averse agency whose marginal benefits associated with discretion equal its marginal costs, \(\frac{dB}{dD} = \frac{dC}{dD}\), will have a downward-sloping linear relationship with policy outcome uncertainty, \(\frac{dD}{d\sigma} < 0\), \(\frac{d^2 D}{d\sigma^2} = 0\). In other words, the risk-averse agency’s demand for bureaucratic discretion will be negative with respect to policy outcome uncertainty; however, it will not display a proclivity for additional marginal gains or reductions in this commodity. This makes logical sense when one considers that if the marginal benefits and costs of bureaucratic discretion are equal then discretionary context is neutral and hence the agency will not have any incentive to acquire successively greater or smaller reductions in bureaucratic discretion in response to changes in policy outcome uncertainty.

**Risk-Bearing Behavior and Discretionary Context:**

**Case II—Risk Neutrality**

In the risk-neutral case, it must necessarily be true that agency utility is unrelated to policy outcome uncertainty by definition (i.e., \(\frac{dU}{d\sigma} = 0\)). Although one cannot as confidently state the sign of the relationship associated with agency utility and bureaucratic discretion, it is sure to be small in magnitude relative to the risk-averse and risk-seeking cases \(|\frac{\partial U_{RN}}{\partial D_{RN}}| < |\frac{\partial U_{RA,RS}}{\partial D_{RA,RS}}|\). This is because these latter types of agencies will derive greater (or less) utility from additional units of bureaucratic discretion.\(^{11}\) Moreover, one can deduce that the following pattern will hold.

\[
\frac{\partial U_{RA}}{\partial D_{RA}} < \frac{\partial U_{RN}}{\partial D_{RN}} < \frac{\partial U_{RS}}{\partial D_{RS}},
\] (12)
where the slope for the risk-neutral agency falls somewhere between those of the risk-averse and risk-seeking agencies yet is assumed to be nonzero by definition. Then, if $\partial U / \partial \sigma = 0$ and $\partial U / \partial D \neq 0$, it must follow that $dD/d\sigma = 0$. In other words, a risk-neutral agency will not seek additional increases or reductions in bureaucratic discretion in response to policy outcome uncertainty, ceteris paribus. Thus, an agency exhibiting risk neutrality in its demand for bureaucratic discretion is insensitive to policy outcome uncertainty. If this is the case, then it naturally follows that discretionary context cannot affect the bureaucratic discretion–policy outcome uncertainty relationship since $d^2D/d\sigma^2 = 0$ by definition.

Risk-Bearing Behavior and Discretionary Context: Case III—Risk Seeking

An agency that is risk-seeking will have the following utility function.

$$U = c + D^\alpha + \sigma^\beta,$$

which is the same form as (2) except that utility is assumed to be increasing with respect to bureaucratic discretion and policy outcome uncertainty at the rate of $\alpha$ and $\beta$ ($\alpha, \beta > 0$), respectively. In other words, a risk-seeking agency will accrue positive marginal utility from both bureaucratic discretion and policy outcome uncertainty. This is because a risk-seeking agency will prefer both the greater responsibility associated with increases in discretion and the increased uncertainty surrounding policy implementation outcomes, ceteris paribus. Thus, a risk-seeking agency is viewed as willing to take on the dual pressure of more freedom or leeway in implementing policies as well as facing a more uncertain policy environment. Solving the partial derivatives of agency utility with respect to bureaucratic discretion and policy outcome uncertainty demonstrates this to be the case.

$$\frac{\partial U}{\partial D} = \alpha D^{\alpha-1} > 0 \quad \text{and}$$

$$\frac{\partial U}{\partial \sigma} = \beta \sigma^{\beta-1} > 0,$$

where a risk-seeking agency must have increasing utility with respect to both bureaucratic discretion ($D$) and policy outcome uncertainty ($\sigma$).
Solving for $D$ in (13) and setting agency utility constant equal to a fixed value, $(U = \bar{U})$, yields

$$D = (\bar{U} - c - \sigma^\beta)^{1/\alpha},$$

(15)

where $0 < c < \bar{U}$. Thus $\bar{U}$ serves as a supremum for $c$ since $D > 0$ by assumption. Next, one can solve for the direction of this relationship by taking the first-order derivative of (15) with respect to $\sigma$ in order to obtain

$$\frac{dD}{d\sigma} = \frac{1}{\alpha} (\bar{U} - c - \sigma^\beta)^{\frac{1}{\alpha} - 1} \cdot -\beta \sigma^{\beta - 1} < 0$$

$$= -\frac{\beta}{\alpha} \sigma^{\beta - 1}(\bar{U} - c - \sigma^\beta)^{\frac{1}{\alpha} - 1} < 0,$$

(16)

where a risk-seeking agency, just as the case with a risk-averse agency, will seek less (more) bureaucratic discretion in response to increases (decreases) in policy outcome uncertainty. Therefore, a risk-seeking agency that obtains increasing utility from both greater bureaucratic discretion and policy outcome uncertainty will seek less (more) of the former commodity as the latter rises (declines). This counterintuitive relationship suggests that a risk-seeking agency may treat bureaucratic discretion in relation to policy outcome uncertainty as a double-edged sword whereby increases in uncertainty provide it with an incentive to reduce its demand for this commodity.

Consistent with the risk-averse scenario, if discretionary context matters then the discretion-uncertainty relationship cannot be a linear one—that is, $d^2 D/d\sigma^2 \neq 0$. In the negative discretionary context, the rate of change parameters lies in the interval between zero and positive unity ($0 < \alpha, \beta < 1$). The subsequent second-order partial derivatives of agency utility with respect to bureaucratic discretion and policy outcome uncertainty must be negative by definition.

$$\frac{\partial^2 U}{\partial D^2} = (\alpha^2 - \alpha)D^{\alpha - 2} < 0 \quad \text{and}$$

(17a)

$$\frac{\partial^2 U}{\partial \sigma^2} = (\beta^2 - \beta)\sigma^{\beta - 2} < 0.$$  

(17b)

Put simply, risk-seeking agencies operating under a negative discretionary context obtain diminishing marginal utility from bureaucratic discretion and policy outcome uncertainty. Therefore, agencies operating under
these conditions will demand smaller than proportional reductions (increases) in bureaucratic discretion relative to increases (decreases) in policy outcome uncertainty—that is, $d^2 D / d\sigma^2 > 0$. Thus, a risk-averse agency operating in a positive discretionary context will behave in the same manner as a risk-seeking agency functioning under a negative discretionary context according to these comparative-static results.

Conversely, risk-seeking agencies functioning in a positive discretionary context will exhibit increasing marginal utility from bureaucratic discretion and policy outcome uncertainty ($\alpha > 1$) so that each relationship is convex: $\partial^2 U / \partial D^2 > 0$; $\partial^2 U / \partial \sigma^2 > 0$. This implies that this type of risk-seeking agency will prefer larger than proportional reductions (increases) in bureaucratic discretion relative to increases (decreases) in policy outcome uncertainty—that is, $d^2 D / d\sigma^2 < 0$. A risk-seeking agency in a positive discretionary context behaving in such a manner is suggestive of an organization that wishes to reduce the level of this commodity when uncertainty rises. Surprisingly, this is the same behavior one can expect from a risk-averse agency dealing with a negative discretionary context. In the case in which discretionary context does not matter (i.e., is neither positive or negative), the negative relationship between bureaucratic discretion and policy outcome uncertainty will be linear—that is, $d^2 D / d\sigma^2 = 0$.

In the case of a mixture context, whereby discretion is consistent with a positive context while uncertainty transpires under a negative context ($\alpha > 1, \alpha < \beta < 1$), the comparative-static results are a function of the relative magnitude of the $\Gamma$ and $\Pi$ expressions noted earlier. Specifically,

$$
\frac{d^2 D}{d\sigma^2} > 0 \text{ if } \Gamma > \Pi; \quad \frac{d^2 D}{d\sigma^2} = 0 \text{ if } \Gamma = \Pi; \quad \text{and } \frac{d^2 D}{d\sigma^2} < 0 \text{ if } \Gamma < \Pi.
$$

In the opposite case, in which discretion is a negative and uncertainty a positive context for the risk-seeking agency ($\alpha < 1, \beta > 1$), the comparative-static results are as follows.

$$
\frac{d^2 D}{d\sigma^2} > 0 \text{ if } \Gamma < \Pi; \quad \frac{d^2 D}{d\sigma^2} = 0 \text{ if } \Gamma = \Pi; \quad \text{and } \frac{d^2 D}{d\sigma^2} < 0 \text{ if } \Gamma > \Pi.
$$

Table 1 presents a summary of the theoretical predictions derived from this simple comparative-static analysis of agency demand for bureaucratic discretion under conditions of (policy outcome) uncertainty. These theoretical results indicate that risk-averse agency behavior will resemble that
<table>
<thead>
<tr>
<th>Type of agency risk-bearing behavior</th>
<th>Positive Discretionary Context</th>
<th>Mixed Discretionary Context</th>
<th>Negative Discretionary Context</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\frac{dB}{dD} &gt; \frac{dC}{dD}$</td>
<td>$\sigma: \frac{dB}{dD} &gt; \frac{dC}{dD}$</td>
<td>$\frac{dB}{dD} &lt; \frac{dC}{dD}$</td>
</tr>
<tr>
<td>Discretionary risk aversion</td>
<td>$\frac{dD}{d\sigma} &lt; 0$</td>
<td>$\frac{dD}{d\sigma} &lt; 0$</td>
<td>$\frac{dD}{d\sigma} &lt; 0$</td>
</tr>
<tr>
<td></td>
<td>$\frac{d^2D}{d\sigma^2} &gt; 0$</td>
<td>$\frac{d^2D}{d\sigma^2} &gt; 0$ if $\Gamma &lt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &gt; 0$ if $\Gamma &gt; \Pi$</td>
</tr>
<tr>
<td></td>
<td>$\frac{d^2D}{d\sigma^2} = 0$ if $\Gamma = \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} = 0$ if $\Gamma = \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} = 0$</td>
</tr>
<tr>
<td></td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$ if $\Gamma &gt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$ if $\Gamma &lt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$</td>
</tr>
<tr>
<td>Discretionary risk neutral</td>
<td>$\frac{dD}{d\sigma} = 0; \frac{d^2D}{d\sigma^2} = 0$</td>
<td>$\frac{dD}{d\sigma} = 0; \frac{d^2D}{d\sigma^2} = 0$</td>
<td>$\frac{dD}{d\sigma} = 0; \frac{d^2D}{d\sigma^2} = 0$</td>
</tr>
<tr>
<td></td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$ if $\Gamma &gt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$ if $\Gamma &lt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$</td>
</tr>
<tr>
<td>Discretionary risk seeking</td>
<td>$\frac{dD}{d\sigma} &lt; 0$</td>
<td>$\frac{dD}{d\sigma} &lt; 0$</td>
<td>$\frac{dD}{d\sigma} &lt; 0$</td>
</tr>
<tr>
<td></td>
<td>$\frac{d^2D}{d\sigma^2} &gt; 0$</td>
<td>$\frac{d^2D}{d\sigma^2} &gt; 0$ if $\Gamma &gt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &gt; 0$ if $\Gamma &lt; \Pi$</td>
</tr>
<tr>
<td></td>
<td>$\frac{d^2D}{d\sigma^2} = 0$ if $\Gamma = \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} = 0$ if $\Gamma = \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} = 0$</td>
</tr>
<tr>
<td></td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$ if $\Gamma &lt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$ if $\Gamma &gt; \Pi$</td>
<td>$\frac{d^2D}{d\sigma^2} &lt; 0$</td>
</tr>
</tbody>
</table>
of a risk-seeking agency given that in both cases an agency will seek less bureaucratic discretion in response to rising policy outcome uncertainty. Furthermore, they also show that a risk-averse (-seeking) agency operating in a negative (positive) discretionary context will behave the same as a risk-seeking (averse) agency facing a positive (negative) discretionary context. The theoretical predictions become ambiguous when one considers a mixture of contexts in which bureaucratic discretion is sought by administrative agencies under conditions of uncertainty.

Even so, this model predicts that under no circumstances will an agency seek greater bureaucratic discretion in response to rising uncertainty. Underlying this result is the assumption made earlier that risk-averse agencies will receive disutility from additional units of bureaucratic discretion and policy outcome uncertainty while risk-seeking agencies will garner positive utility from additional units of each commodity. Moreover, the rate at which bureaucratic discretion and policy outcome uncertainty separately contribute to agency utility is assumed to lie in the same parameter interval range for those instances in which a discretionary context is neither neutral nor a mixture process.

**Substantive Hypotheses Involving Discretionary Contexts**

**Implied from the Theoretical Model**

Underlying this theory is the presumption that bureaucratic discretion is a tool of policy influence that administrative agencies can either embrace or spurn (Rourke 1984, 41–42; Wilson 1989, 179–81). This section presents specific theoretical predictions of this model within the context of both environmental and organizational characteristics. In turn, these characteristics determine whether the agency is operating under positive or negative conditions, and thus affects the context by which they seek discretion. For purposes of brevity, this discussion is limited to this qualitative distinction and does not explore the mixture contexts considered in the comparative-static analysis presented earlier. This latter task is best left for subsequent research on this topic.

**Hypothesis 1: Divided versus Unified Government**

The existence or absence of unified partisan control of the executive and legislative branches will be important in understanding the discretionary context in which administrative agencies operate as decision makers. For
reasons discussed earlier in this essay, divided government will constitute a negative discretionary context for the agency, while unified government will provide a positive discretionary context. Therefore, a risk-averse agency operating under divided government will have the same inverse discretionary response to uncertainty as a risk-seeking agency under unified government. In both instances, an agency will prefer a larger rather than a proportional inverse change in bureaucratic discretion relative to policy outcome uncertainty. It will also prefer successively less bureaucratic discretion as policy outcome uncertainty rises, even though its posited risk-bearing behavior (via its demand for discretion and policy outcome uncertainty’s separate impact on utility) and discretionary context could not be more different. Conversely, a risk-averse (-seeking) agency operating under unified (divided) government will prefer a smaller than proportional inverse change in bureaucratic discretion in response to a unit change in policy outcome uncertainty. In these latter instances, discretionary context offsets risk-bearing behavior so that the positive context of the risk-averse agency under a unified government leads it to behave in a substantively identical manner to the risk-seeking agency under divided government. Finally, the distinction involving divided versus unified government has no substantive bearing on the agency’s demand for discretion under conditions of risk neutrality since it is indifferent to uncertainty by definition.

**Hypothesis 2: Issue Salience**

Issue salience is also important in determining how agencies view bureaucratic discretion. If issue salience is high for the policy under the agency’s jurisdiction, then the agency will view discretion as providing a negative discretionary context. However, if issue salience is low for the policy under the agency’s jurisdiction, then the agency will operate in a positive discretionary context. Therefore, low issue salience will lead a risk-averse agency to seek a smaller than proportional decline in bureaucratic discretion in response to a rise involving policy outcome uncertainty, while a risk-seeking agency will seek a larger than proportional reduction in this commodity. Conversely, high issue salience will make a risk-averse agency seek a larger than proportional decline in bureaucratic discretion in response to a rise involving policy outcome uncertainty, while a risk-seeking agency will desire a smaller than proportional reduction in this commodity. Issue salience will not have an effect on the
amount of discretion that the agency wishes to obtain when it behaves in a risk-neutral manner.

**Hypothesis 3: Task Complexity**

The technical complexity of policy tasks (referred to as task complexity) performed by the implementing agency will also be important in determining whether bureaucratic discretion is viewed in a positive or negative light on behalf of the agency. As discussed earlier, from the agency’s perspective low task complexity is conducive to bureaucratic discretion (positive discretionary context) while high task complexity is not (negative discretionary context). The comparative-static results suggest that a risk-averse agency confronting low task complexity will demand successively smaller reductions in bureaucratic discretion as policy outcome uncertainty rises, whereas a risk-seeking agency facing the same type of complexity will prefer successively larger decreases of this commodity. In the case of high task complexity, the risk-averse agency will demand successively larger reductions in this commodity in response to rising policy outcome uncertainty. The risk-seeking agency facing the same situation will prefer successively smaller reductions in bureaucratic discretion as policy outcome uncertainty increases. Task complexity will have no effect on the relationship between agency demand for discretion and the policy outcome uncertainty that agencies experience in the case of risk neutrality.

**Hypothesis 4: Agency Stability**

Agency stability will also be essential in determining whether the pursuit of discretion under uncertainty results in a particular type of risk-bearing agency behavior. For reasons discussed earlier, stable agencies will possess a positive discretionary context, ceteris paribus, since they will be better equipped to handle bureaucratic discretion. Unstable agencies will be operating under a negative discretionary context, ceteris paribus, since greater discretion translates into a higher likelihood of bungling policy implementation. According to the theoretical model, a risk-averse agency in a stable (unstable) organizational setting will seek successively smaller (greater) reductions in bureaucratic discretion as policy outcome uncertainty increases. However, a risk-seeking agency that is stable (unstable) will seek larger (smaller) than proportional decreases in this commodity as policy outcome uncertainty rises. In the risk-neutrality scenario, whether the agency is stable or unstable will make no difference in how
the agency’s demand for bureaucratic discretion responds to policy outcome uncertainty.

Discussion

Existing positive theories of bureaucratic discretion (PTBD) typically view this commodity as being solely determined in a top-down fashion by either legislators’ decision-making calculus (e.g., Bawn 1995; Fiorina 1986; McCubbins 1985; McCubbins, Noll, and Weingast 1987, 1989; see Huber and Shipan 2002 for an excellent overview of this literature) or as a separation of powers struggle between the legislature and chief executive (Epstein and O’Halloran 1994, 1996, 1999; Huber and Shipan 2000, 2002). This body of research constitutes an extremely significant contribution to our basic understanding as to when and why administrative agencies receive discretion from political superiors based on the latter’s willingness to supply this commodity.

In these studies, however, the degree of agency independence (i.e., discretion) is a choice not left to administrative organizations; instead, it is purely a function of political institutions’ choice (but see Volden 2002). Thus, one obtains a well-developed portrait of the supply side of bureaucratic discretion that captures what the producers of this good (politicians) are willing to supply to their consumers (administrative agencies). Unfortunately, the other half of the story, the agency’s demand (or desire) for discretion, has gone unexplored in these accounts. This is an important omission for those wishing to understand agency-political equilibrium outcomes concerning both the demand and supply of this commodity. The rise of bureaucratic discretion over the past century has provided agencies with considerable policy-making power in the modern administrative state (Lowi 1969). This has provided bureaucratic institutions with a voice of their own in shaping the contents of legislation by lobbying for legislation that they support and in trying to defeat the proposals they oppose (Rieselbach 1995, 212–14). As James Q. Wilson (1989, 251) aptly notes in his discussion of agency response to legislative control, “The bureaucracy is hardly the passive agent of its congressional overseers; like the wily manservant in The Marriage of Figaro, it is constantly working to manipulate its master so as to achieve mutually profitable arrangements.” Therefore, considering the demand side of bureaucratic discretion is essential if one wishes to obtain an equilibrium-based understanding of this commodity that is explicitly determined by agency-political interactions.
The basic theoretical motivation underlying the comparative-static analysis conducted in this study is straightforward. Understanding an agency’s pursuit of discretion in an uncertain environment requires scholars to consider the discretionary context reflected by the balance of marginal costs and benefits associated with this commodity. This is consistent with theoretical research on organizations that emphasizes context-dependent considerations affecting bureaucratic choice under uncertainty (March 1999, 244–45; Thompson 1967, 118–21). Further, the nature of risk-taking behavior observed in administrative organizations is not only affected by expected risk calculations akin to a risk-neutral decision maker but also by the propensities of these organizations to either seek or avoid a particular level of expected risk (March 1999, 20).

The analytical results of this study demonstrate that an agency demanding less bureaucratic discretion in response to higher policy outcome uncertainty may paradoxically reflect either risk-averse or risk-seeking behavior regardless of the discretionary context, yet the rate at which this inverse relationship varies will depend upon whether agencies are confronting a positive or negative discretionary context. In a positive discretionary context, the comparative-static results reveal that risk-averse agencies will seek decreasing marginal declines in bureaucratic discretion as policy outcome uncertainty rises, whereas a risk-seeking agency will exhibit increasing marginal reductions in this commodity. In a negative discretionary context, the comparative-static results indicate that a risk-averse agency will prefer larger rather than proportional inverse changes in bureaucratic discretion with respect to policy outcome uncertainty, while a risk-seeking agency will prefer a smaller rather than proportional inverse change involving this same relationship. When the discretionary context is mixed, the theoretical predictions that flow from this comparative-static analysis are ambiguous and depend partly upon the extent to which a positive discretionary context, on one hand, is offset by a negative discretionary context. In the case in which discretionary context is neutral, one can neither theoretically nor empirically discriminate between risk-averse and risk-seeking agency behavior since each will possess constant marginal declines in bureaucratic discretion in relation to policy outcome uncertainty. In the special case of risk neutrality, the agency’s discretionary context will have no conditional bearing on determining its risk-bearing behavior since its demand for bureaucratic discretion is completely divorced from policy outcome uncertainty. The
theoretical predictions generated from this analytical exercise are empirically testable and also directly relevant to administrative agencies’ desire to have variable levels of discretion at their disposal for policy administration purposes (Rourke 1984, Thompson 1967, Wilson 1989).

This study has important implications for advancing our understanding of how bureaucratic agencies operate within a political environment on a systemic level. The theoretical argument contained in this essay is suggestive of the considerable importance associated with agency response to uncertainty being conditioned by the context that they experience on a given dimension at a single point in time. Specifically, if the goal is to understand the risk-bearing behavior of bureaucratic agencies in seeking discretion, then one must consider the context that these administrative organizations are confronting. In this particular analysis, agency decision making is a function of context and uncertainty, where the former refers to the known environment that they observe ex post and the latter pertains to uncertainty concerning ex ante successful policy implementation. On a more fundamental level, the motivation underlying this study attempts to convey the important point that administrative agencies do not passively serve as the pawns of electoral institutions in a representative democracy, as is portrayed in a considerable portion of the existing research on bureaucratic organizations within political science. Instead, these entities exhibit proactive behavior and thus can directly shape both the political and policy environments in which they operate (Brehm and Gates 1997; Carpenter 2001; Krause 1996a, 1999).

In the parlance of consumer theory in microeconomics, the concept of equilibrium typically refers to the relationship between supply and demand of a commodity. If one views bureaucratic discretion as a commodity that is supplied by electoral institutions and demanded by administrative agencies, then one cannot accurately characterize agency-political equilibrium relationships involving policy administration without explicit consideration of both components. David Spence (1997a) correctly notes that existing positive theories of bureaucratic discretion emphasize the goals and decision making of politicians in shaping administrative behavior yet fail to provide commensurate attention to agency goals and policy choice. While this study does not provide a general equilibrium framework for understanding the issue of agency-political equilibrium relations, it does take an initial step in this direction by investigating the nature of agency demand for bureaucratic discretion.
Much scholarly effort is needed in exploring both the theoretical explanation and the systematic empirical testing of the demand side of bureaucratic discretion before knowledge can be acquired that can appropriately complement the increasingly well developed literature on the supply side of how political institutions choose to allocate (delegate) this commodity to bureaucratic organizations. The ultimate goal of a political-agency general equilibrium theory of bureaucratic discretion can only be attained when our understanding involving the supply and demand of this commodity are each sufficiently well developed. While this essay has set forth an analytical framework for studying the risk propensities of bureaucratic agency decision making, considerably more work remains to be done on this fertile topic for both students of institutional politics and administrative organizations to explore.

Appendix: General Solution to Agency Risk Propensities and Demand for Bureaucratic Discretion

The general solution that demonstrates the comparative-statics hold for the bureaucratic discretion policy outcome and uncertainty relationship, irrespective of the functional form adopted for purposes of analysis, is straightforward. If one begins with the generic agency utility function involving agencies’ demand for bureaucratic discretion under conditions of uncertainty, as in (2)—dropping constant terms—the following remains.

\[ U(D,\sigma) = f(D) + g(\sigma), \]  

where agency utility is an additive function of bureaucratic discretion (\( D \)) and policy (implementation) outcome uncertainty (\( \sigma \)). The partial derivatives of (A1) are such that

\[ f'(D) = \frac{\partial U}{\partial D}; \quad g'(\sigma) = \frac{\partial U}{\partial \sigma}. \]  

In order to solve for \( \frac{dD}{d\sigma} \) and \( \frac{d^2D}{d\sigma^2} \), respectively, agency utility must be fixed so that \( U = \bar{U} \). Rewriting (A1) based on a positive level of fixed utility gives us

\[ \bar{U} = f(D) + g(\sigma). \]  

Differentiating (A3) with respect to \( \sigma \) yields
\[ 0 = f'(D) \frac{dD}{d\sigma} + g'(\sigma), \quad (A4) \]

and solving (A4) in terms of \( dD/d\sigma \) gives us the following expression for the general first-order condition of this problem.

\[ \frac{dD}{d\sigma} = -\frac{g'(\sigma)}{f''(D)}. \quad (A5) \]

Since I assume that agency utility has the same directional relationship with respect to \( D \) and \( \sigma \) separately in the risk-averse and risk-seeking conditions, \( dD/d\sigma < 0 \) by definition. In the risk-neutral case, \( dD/d\sigma = 0 \) by definition because \( g'(\sigma) = 0 \) and \( f''(D) \neq 0 \) by assumption. Solving for the second-order conditions involves differentiating (A5) via the quotient rule and yields the following general solution.

\[ \frac{d^2D}{d\sigma^2} = \frac{-f''(D) \cdot g''(\sigma) + g'(\sigma) \cdot f'''(D) \cdot \frac{dD}{d\sigma}}{[f''(D)]^2}, \quad \text{(A6a)} \]

and substituting the equivalent \(-g'(\sigma)/f''(D)\) for \( dD/d\sigma \) gives us

\[ = \frac{-f''(D) \cdot g''(\sigma) + g'(\sigma) \cdot f'''(D) \cdot \frac{-g'(\sigma)}{f''(D)}}{[f''(D)]^2}. \quad \text{(A6b)} \]

Multiplying both sides by \( f''(D) \) and combining some terms yields the general solution for discretionary context:

\[ = \frac{-[f''(D)]^2 \cdot g''(\sigma) - [g'(\sigma)]^2 \cdot f'''(D)}{[f''(D)]^3}. \quad \text{(A6c)} \]

The sign of the function associated with the general solution to the second-order conditions will depend upon the sign of \( f''(D) \) as well as for both \( f'''(D) \) and \( g''(\sigma) \). There are eight possible combinations covering risk aversion and risk-seeking agency behavior under nonneutral (positive or negative) discretionary contexts. They are summarized here.

### Agency Risk Aversion

**Case I (Positive):**

If \( f''(D) < 0 \) and \( f'''(D) \cdot g''(\sigma) > 0 \), then \( \frac{d^2D}{d\sigma^2} > 0 \). \quad \text{(A7)}

**Case II (Mixed) (D, Positive; \( \sigma \), Negative):**

If \( f''(D) < 0 \) and \( f'''(D) > 0, g''(\sigma) < 0 \), then

\[ \text{(A8)} \]
\[
\frac{d^2 D}{d\sigma^2} > 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| < \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma^2} = 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| = \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma^2} < 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| > \left| [g'(\sigma)]^2 \cdot f''(D) \right|.
\]

Case III (Mixed) (D, Negative; \sigma, Positive):

If \( f'(D) < 0 \) and \( f''(D) < 0, \) \( g''(\sigma) > 0, \) then
\[
\frac{d^2 D}{d\sigma^2} > 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| > \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma^2} = 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| = \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma^2} < 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| < \left| [g'(\sigma)]^2 \cdot f''(D) \right|.
\]

Case IV (Negative):

If \( f'(D) < 0 \) and \( f''(D), \) \( g''(\sigma) < 0, \) then \( \frac{d^2 D}{d\sigma^2} < 0. \) \( \quad (A10) \)

Agency Risk Seeking

Case V (Positive):

If \( f'(D) > 0 \) and \( f''(D), \) \( g''(\sigma) > 0, \) then \( \frac{d^2 D}{d\sigma^2} < 0. \) \( \quad (A11) \)

Case VI (Mixed) (D, Positive; \sigma, Negative):

If \( f'(D) > 0 \) and \( f''(D) > 0, \) \( g''(\sigma) < 0, \) then
\[
\frac{d^2 D}{d\sigma^2} > 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| > \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma^2} = 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| = \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma^2} < 0 \quad \text{when} \quad \left| [f'(D)]^2 \cdot g''(\sigma) \right| < \left| [g'(\sigma)]^2 \cdot f''(D) \right|.
\]

Case VII (Mixed) (D, Negative; \sigma, Positive):

If \( f'(D) > 0 \) and \( f''(D) < 0, \) \( g''(\sigma) > 0, \) then
\[
\quad (A13)\]
\[
\frac{d^2 D}{d\sigma_i^2} > 0 \quad \text{when} \quad \left| [f''(D)]^2 \cdot g''(\sigma) \right| < \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma_i^2} = 0 \quad \text{when} \quad \left| [f''(D)]^2 \cdot g''(\sigma) \right| = \left| [g'(\sigma)]^2 \cdot f''(D) \right|,
\]
\[
\frac{d^2 D}{d\sigma_i^2} < 0 \quad \text{when} \quad \left| [f''(D)]^2 \cdot g''(\sigma) \right| > \left| [g'(\sigma)]^2 \cdot f''(D) \right|.
\]

**Case VIII (Negative):**

If \( f'(D) > 0 \) and \( f''(D), g''(\sigma) < 0 \), then \( \frac{d^2 D}{d\sigma_i^2} > 0 \). \hspace{1cm} (A14)

In the preceding eight cases, the discretionary context is presumed to be non-neutral (i.e., a positive or negative discretionary context). In instances in which discretionary context is neutral, the second-order conditions must equal zero. If this is to be true, then the following must hold: \( f'(D) \neq 0 \); \( f''(D), g''(\sigma) = 0 \).

This occurs for both risk-averse and risk-seeking agencies when the marginal benefits and costs associated with bureaucratic discretion are equal (i.e., \( dB/dD = dC/dD \)) and also under the condition of risk neutrality (i.e., \( dD/d\sigma = 0 \)).

**Notes**

An earlier version of this essay was prepared for delivery at the Fifth National Public Management Conference. The George Bush School of Government and Public Service. Texas A&M University. College Station, Texas, December 3–4, 1999. The current version has greatly benefited from the thoughtful insights of Dan Carpenter, Stephen Dilworth, Brad Gomez, Ken Meier, Matt Potoski, Dale Thomas, Andy Whitford, LeeAnne Krause, and two anonymous referees. None of the aforementioned individuals bear responsibility for any shortcomings associated with this essay.

The quotation that appears at the beginning of this essay is from Thompson 1967 (118).

1. The most sanguine empirical evidence to date shows limited support for the hardwiring proposition in diverse policy areas such as Medicare payments (Balla 1998), state air pollution (Potoski 1999), and federal hydroelectric licensing programs (Spence 1999b). Research on hazardous waste implementation reveals that informal rules are successfully substituted by an agency in place of formal rules when politicians constrain agency decision making by reducing the agency’s discretion (Hamilton and Schroeder 1994; Hamilton 1996).
2. Furthermore, the salience of a policy will also have an impact on discretion (Epstein and O’Halloran 1999). As a policy becomes more attractive, the amount of discretion given to the agency will decline. In addition, another trade-off exists between the additional information obtained by politicians and the distributive losses felt by the agency since the latter cannot efficiently use its expertise in implementing policies.

3. The omission of bureaucratic demands for discretion makes it practically impossible to arrive at a true general agency–political equilibrium perspective that captures the full nuances of such relationships. Simply, a general equilibrium theory can be ascertained regarding the bargaining over the supply of discretion between political institutions, as recent research over the past decade has done an impressive job of demonstrating. This approach, however, does not allow one to ascertain the nature of agency preferences and hence ignores their role in shaping political supply and bureaucratic demand based equilibrium outcomes involving this commodity.

4. These contexts must be defined in terms of marginal costs and benefits since the agency must necessarily prefer or receive, in absolute terms, a nonnegative level of discretion by assumption.

5. This discrete distinction simplifies the analysis and is consistent with existing research on this topic (e.g., Epstein and O’Halloran 1999). Alternatively, one can view the degree of political consensus in terms of the continuous differences that exist within electoral institutions.

6. The view taken here runs counter in two ways to what a traditional power accrual story would predict since a coalition of politicians will have a harder time thwarting an agency’s policies (e.g., Bryner 1987; Dahl and Lindblom 1953; Hammond and Knott 1996). First, I presume that agencies care not so much about playing political principals against each other to accrue power as an end as these accounts infer; rather, the context in which they wish to exercise policymaking authority is related to its consequences for policy outcomes. This is especially important given that the purpose of this study is to analyze the risk-bearing behavior of administrative agencies. Second, one can view the power accrual account as an increase in the supply of bureaucratic discretion (i.e., a downward shift in supply schedule) made available to administrative agencies attributable to comparative-static changes in political institutions and thus results in a higher equilibrium level of discretion when holding agency demand for discretion fixed. The agency response will result in a shift toward less demand for bureaucratic discretion in these instances for the reasons noted earlier. In agency–political equilibrium terms, the relative magnitude of these changes to the supply and demand schedules will subsequently determine the net effect on the actual level of bureaucratic discretion. It is important to note, however,
that in the present study the focus is exclusively on agency choice under uncertainty and thus on an agency's incentive for desiring additional power in the face of policy outcomes that are uncertain.

7. The isolation of this relationship for a given level of utility was motivated by seminal research on portfolio choice under uncertainty (Tobin 1958).

8. This perspective conceptually departs from the traditional PTBD view that politicians bargain and subsequently allocate a certain amount of bureaucratic discretion and thus their demand cannot exceed their supply over the long run. This presumes that an agency cannot effectively seek more discretion than is being supplied by political institutions at a given point in time. This line of reasoning is problematic unless one treats agencies as being passive entities that cannot affect the (political market) equilibrium level of discretion that they actually obtain. For reasons noted earlier in this essay, if one views agencies as proactive policy actors then it is plausible to suggest that politicians may shift their supply of discretion in response to a shift in agency demand for this commodity so as to reach a new equilibrium quantity. Moreover, agencies can also seek as much discretion as they deem fit, although this does not necessarily mean that they will obtain what they request. Given that the focus of this study is on agency preferences for bureaucratic discretion under conditions of uncertainty, this potential criticism is moot for the purposes of the present study.

9. The mathematical proof of the general solution, independent of the type of functional form utilized, can be found in the appendix to this essay.

10. The comparative-static analysis throughout this essay assumes that the $\alpha$ and $\beta$ lie in the same range of values for the clear-cut positive and negative discretionary contexts, while they differ for the mixed discretionary contexts. The former assumption is based on the view that the agency's utility obtained from discretion must be consistent with its relationship with uncertainty for a given type of risk-bearing behavior and discretionary context. Relaxing this assumption obviously affects the curvature of these functions by allowing for a mixed discretionary context, whereby the sign associated with the second-order derivative is based upon the relative amount that $\alpha$ deviates from unity vis-à-vis $\beta$ in the opposite direction. Furthermore, it is also possible for risk-averse and risk-seeking behavior under a neutral discretionary context to be observationally equivalent in the special case when $1 + \alpha = 1 + \beta$ since the curvature of the function will be linearized by definition due to symmetry around unity.

11. This discussion presumes that agency utility must not be completely inelastic to variations in bureaucratic discretion—that is, $\frac{\partial U}{\partial D} \neq 0$. This is not an untenable simplifying assumption given that an agency is likely to receive at least a modicum of utility (or disutility) from changes in this commodity.
12. Besides deducing this from the power function expression in (4) where $\alpha \neq 0$ and $\beta = 0$, this can also be shown to generally hold by applying the chain rule via implicit differentiation to the utility function and setting it equal to zero: 
$$\partial U / \partial D \cdot dD / d\sigma + \partial U / \partial \sigma = 0.$$ 
Solving for $dD / d\sigma$ yields 
$$dD / d\sigma = (-\partial U / \partial \sigma) / (\partial U / \partial D) = 0.$$ 

13. Please recall from equations (4) and (5) (risk-averse case) as well as (15) and (16) (risk-seeking case) that one notable difference between these expressions is that they possess different supremum. The interpretation of the $\Gamma$ and $\Pi$ expressions take this fact into account.
In the development of democratic systems over the past two centuries, a major thrust has been to remove policy-making power from the hands of autocrats and their bureaucrats and place it in the hands of elected political leaders. Hence, it is an irony of twentieth-century governance that, as the social and economic responsibilities placed on democratic governments have increased, their elected political leaders have responded by delegating increasing amounts of policy-making authority back to unelected officials—in particular, back to the bureaucrats.

While the expansion of the modern welfare state has occasionally stimulated claims that modern bureaucrats have become our new rulers, it would be a gross exaggeration to say that the bureaucrats in democracies are generally able to operate independently from elected officials. Nonetheless, these bureaucrats often have at least some independent policy-making power, whether explicitly delegated to them or not. Hence, it is important to determine the conditions under which bureaucrats in democracies have more independent policy-making power and when they have less.

There is some evidence that bureaucrats—both within and across democracies—do vary in the extent to which they are controlled by elected officials. Regarding evidence for differences within democracies, for example, there is general agreement that the Federal Reserve System in the United States is able to operate more independently from the president and Congress as it makes monetary policy than are, say, the Department of Agriculture and the Agency for International Development.
as they make agricultural and international aid policies. Evidence for these kinds of differences across democratic systems can be found in studies such as Aberbach, Putnam, and Rockman 1981 and Weaver and Rockman 1993.

These varying degrees of bureaucratic autonomy can have important consequences for the policies that emerge. The reason is that the policy preferences of the bureaucrats are not always representative of the policy preferences of their elected overseers (see Aberbach and Rockman 2000 for the United States and Aberbach, Putnam, and Rockman 1981 for additional democracies). To the extent that the bureaucrats have policy preferences that differ from those of the elected officials, and to the extent that the bureaucrats also have some independent policy-making capability, then to that extent their policy choices will differ from those of the elected officials.

There are two major reasons why the bureaucrats might develop an independent policy-making capability. One reason, which follows the tradition established by Weber, is that the bureaucrats may know more than the elected officials about what needs to be done and how to do it. Even if elected officials do not explicitly delegate policy-making authority to the bureaucrats, the bureaucrats’ greater information, theoretical understanding, and operating expertise may give them scope for independent action.

The other reason why bureaucrats may develop a capability for independent action is related to an age-old strategy for victory in both warfare and politics: “Divide and conquer!” If the elected officials are divided among themselves (i.e., if they have differing preferences over what they want the bureaucrats to do), then the bureaucrats may be able to conquer (in the sense of maintaining some scope for independent action). But if the elected officials are unified in what they want the bureaucrats to do, the bureaucrats may have to do what they are told.

Most discussions of bureaucratic autonomy have focused on the autonomy that stems from the asymmetries in information, understanding, and expertise; less attention has been paid to the bureaucratic autonomy that may result from divisions among the elected officials. However, recent work—see, for example, Hammond and Knott 1996, 1999, 2000, which build on Hammond and Miller 1987—has begun to explore the extent to which divisions among the elected officials in the United States can also allow bureaucrats some autonomy. This essay further examines
the extent to which divisions among elected officials may generate autonomy for bureaucrats, both within and across democracies.

There are two different kinds of divisions among politicians that might affect bureaucratic autonomy. One involves the political veto points that can reject proposals for policy change. For example, in analyzing why different kinds of political systems respond in different ways to social and economic challenges, Weaver and Rockman (1993) discuss why two-party unicameral parliamentary systems (the “Westminster” systems) might respond more quickly than presidential systems (the separation of powers systems, as in the United States). The basic argument is that because presidential systems are characterized by multiple veto points (e.g., a House, Senate, and president) whose members are able to block attempts at policy change, the systems’ responses to social and economic challenges are often problematic. In contrast, the existence of only a single veto point—the majority party—in Westminster systems enables these systems to respond to challenges more readily.

However, Weaver and Rockman (1993) find that this institutional explanation is insufficient to account for the patterns of policy change that they empirically observe. Instead, a second kind of division among politicians also seems important, focusing on the extent of policy disagreements among the elected officials within and among the veto points. When policy disagreements across institutions are modest, a system’s capacity for responding quickly to social and economic challenges may seem to be greater than when policy disagreements among the institutions are more substantial.

These insights have been formalized in Tsebelis 1995 and Tsebelis and Money 1997, which advance two general arguments. First, holding constant the extent of policy disagreements, an increase in the number of veto points will not decrease policy stability and may increase it. The logic here is straightforward: the more veto points there are, the more difficult it is to gain approval for a policy change. Second, holding constant the number of veto points, an increase in the extent of policy disagreements among the actors will not decrease policy stability and may increase it. Empirical research by Tsebelis (1999) and Bawn (1999) provides support for this general line of argument.

However, Hammond and Butler (2003) caution that both variables must be considered in evaluating the extent of policy stability in any particular kind of system: just by itself, the number of veto points may not
distinguish policy stability in presidential systems from policy stability in parliamentary systems. Instead, differences in policy stability between two different kinds of systems depend on the interaction between the number of veto points and the distribution of preferences (what may be called the preference profile) of the elected officials populating the veto points in the two kinds of systems. In fact, it was demonstrated that for some preference profiles presidential and parliamentary systems should be expected to select similar policies and exhibit similar patterns of policy change, despite the systems’ institutional differences.¹

In this essay, we utilize these two variables—the number of institutional veto points in a system and the extent of policy disagreements among the elected officials in these veto institutions—to develop an answer to a central question: Are different kinds of democratic political systems necessarily characterized by different degrees of bureaucratic autonomy?

**Policy Equilibria and Bureaucratic Autonomy**

To answer this question, we begin by observing that multiple veto points in a system may enable the bureaucracy to adopt new policies unilaterally. The reason is that the multiple veto points may create a set of policies that are in equilibrium; policies in equilibrium cannot be upset by any possible decisive coalition of the elected officials (given their individual policy preferences).² The existence of a set of equilibrium policies means that the bureaucracy could adopt any one of the equilibrium policies, and change from one equilibrium policy to another, without fear that its chosen policy will be upset by any decisive coalition of elected officials. If the set of equilibrium policies is large, then the bureaucracy will have substantial room for unilateral policy change (and thus might be considered relatively autonomous), whereas if the set of equilibrium policies is small the bureaucracy will have little room for unilateral policy change (and thus the bureaucracy might be considered to have relatively little autonomy).

These arguments lead to a clearer and more specific definition of bureaucratic autonomy. Earlier definitions referred to the general ability of a bureaucracy to do what it wants, but the definitions did not embed the bureaucracy in any particular political context. This left it unclear as to whether the bureaucracy could adopt any policy it wanted or just some policies, and if just some policies were feasible the definition did nothing to specify what particular policies were feasible and why.
The definition advanced here links bureaucratic autonomy to the policy preferences of the elected leaders and resulting equilibrium policies. This definition of bureaucratic autonomy makes it clear that a bureaucracy can be more or less autonomous, depending on the size of the set of equilibrium policies. Moreover, by relating the extent of bureaucratic autonomy to the size of a set of equilibrium policies, there is always a boundary to the set. This boundary sets limits on what the bureaucracy can and cannot do: it can move from policy to policy within this equilibrium set, but it cannot sustain a policy that lies outside this equilibrium set. While this definition makes it clear that the preferences of the elected officials will always collectively constrain the range of bureaucratic choices, it also suggests that as long as the bureaucracy selects some new policy from inside the boundary the disagreements among the politicians will keep them from upsetting the bureaucracy’s choice and imposing some other policy.

The possibility that presidential and parliamentary systems may have sets of equilibrium policies that differ in size has been examined by Hammond and Butler (2003). However, while an increase in the number of veto points can increase the size of the set of equilibrium policies, it remains to be determined whether we should necessarily expect to find systematic differences in the size of the set, and thus in the extent of bureaucratic autonomy, across democratic systems. The problem is that the preference profile will almost invariably differ from country to country, even for countries with the same number of veto points. Determining what, if anything, should thus be expected from the relationships among veto points, preference profiles, equilibrium policies, and bureaucratic autonomy is the general problem we must consider in the rest of this essay. As we will demonstrate, variation in both key variables makes it difficult to develop logically valid expectations, for hypothesis-testing purposes, about how much bureaucratic autonomy we should find in the different kinds of systems.

**Policy Equilibria in Democratic Systems**

To assess the size of the sets of equilibrium policies, and thus the extent of bureaucratic autonomy, in different kinds of democratic political systems, we construct several unidimensional spatial models of policy-making. A political system is defined here as a set of rules used to aggregate the preferences of the individuals in the system into the choice of
a policy. Two political systems are thus different if their policy-making rules are different. Understanding policy choice thus requires understanding both the nature of the policy-making rules and the nature of the individual preferences to be aggregated. Because the argument explored here is that bureaucratic autonomy stems from the existence of a set of equilibrium policies, how the policy-making rules interact with the individual preferences to produce different-sized sets of equilibrium policies will be our focus.

Six models are developed. Four are models of unicameral parliamentary systems: two kinds of majority party systems (one with majority party discipline, one lacking majority party discipline) and two kinds of multiparty systems (one with coalition party discipline and one lacking coalition party discipline). The last two are a model of a bicameral system with two legislative chambers but no parties and a model of a presidential system with two legislative chambers and a president but no parties.

For each of these six systems, our central purpose is to determine what set of equilibrium policies is created. In particular, we identify the policies that are in the core, that is, the policies that no decisive coalition of elected officials could replace with some alternative policy, given their preferences and their system’s policy-making rules. If a policy is in the core, it is in equilibrium and cannot be upset. A large core thus indicates a large amount of bureaucratic autonomy, while a small core indicates a small amount.

We assume that each individual—for example, a member of Parliament, a president, a representative, or a senator—has a most-preferred position on a unidimensional issue space. This most-preferred position maximizes the individual’s utility and so is called his or her “ideal point.” The farther some policy is from the individual’s ideal point (either to the left or to the right), the less utility it provides; the individual’s utility functions are thus single peaked.

We assume that each individual knows the location of the ideal point of each other individual. And we assume that there is no disjunction between a formal policy choice by some authoritative actor or set of actors (i.e., by the bureaucracy, a winning coalition in a parliament, or a winning coalition of the president, House, and Senate in a presidential system) and what policy is actually implemented. That is, I am developing complete-information models.

To illustrate these concepts, in figure 1A we assume that a member of
A: An individual's preferred-to set

B: When SQ is not at the median, the majority win set is not empty: odd number of MP's

C: When SQ is at the median, the majority win set is empty: odd number of MP's

D: When SQ is between the two medians, the majority win set is empty: even number of MP's

Fig. 1. Preferred-to sets and win sets
parliament (MP) has an ideal point at MP and that the status quo (SQ) policy is at SQ. The dashed line with the brackets at each end encompasses the set of points that the member prefers to SQ; every point within the brackets is closer to MP than is SQ, but the member is indifferent between SQ and a policy at the right-hand bracket. The set of points that the member prefers to SQ is labeled \( P_{MP}(SQ) \); it is this member of parliament’s “preferred-to” set of SQ.

Assume that some nine-member unicameral parliament chooses policies via majority rule, as in figure 1B. With SQ lying between MP\(_4\) and MP\(_9\), four members—MP\(_1\) through MP\(_4\)—wish to move policy to the left, and they could agree on some point to the left of SQ in the region where their preferred-to sets overlap; this region is labeled the “minority win set of SQ” in the figure.\(^3\) However, their four votes do not comprise a majority of the parliament, so they would not succeed in moving policy leftward. In contrast, the other five members—MP\(_5\) through MP\(_9\)—do comprise a majority, and they all wish to move policy to the right. In particular, they could all agree on some point in the region where their preferred-to sets overlap; this region is labeled the “majority win set of SQ” in the figure. They could thus succeed in moving policy rightward.

Next consider an SQ at the ideal point of the median member, MP\(_5\), as in figure 1C. In this case, no mutual improvement is possible for any majority-sized coalition: members MP\(_1\) through MP\(_4\) wish to move policy leftward from MP\(_5\) into the region where their preferred-to sets overlap (into the left-hand minority win set of SQ), member MP\(_5\) wants policy to stay at the MP\(_5\) location (i.e., at his or her own ideal point), and members MP\(_6\) through MP\(_9\) wish to move policy rightward from MP\(_5\). Since there is no region where a majority—at least five—of the preferred-to sets overlap (i.e., the majority win set of SQ is empty here), the SQ at MP\(_5\) cannot be upset. In fact, with an odd number of MPs the only equilibrium policy lies at the median member’s ideal point.

When there is an even number of members, there is no unique median member. Instead, there are two median members and a set of equilibrium policies that spans the ideal points of the two median members; the set of equilibrium policies is the region between (and including) the ideal points of the two median members. (We assume that the two median members do not have identical ideal points here.) In figure 1D, for example, there are eight members—MP\(_1\) through MP\(_8\)—and MP\(_4\) and MP\(_5\) are the median members. Because SQ lies in the MP\(_4\) to MP\(_5\) space,
it cannot be upset, for there is no region where at least five of the preferred-to sets overlap.

We can now develop our six models. There are several variables whose values collectively define each system. Phrased as questions, these variables are as follows.

1. Does the system have one institutional veto point (as in unicameralism), two institutional veto points (as in bicameralism), or three institutional veto points (as in a presidential system with a bicameral legislature)?

2. Within each institutional veto point, is there one party, two parties, or three parties?

3. Does the governing party or coalition have monopoly agenda authority (i.e., it alone can present motions on the floor) or can the opposition party or parties propose a motion on the floor?

4. Will a governing party or a coalition send a proposal to the floor only if it is sure to be approved on a floor vote or will such a proposal be made even if it could be defeated on a floor vote?

5. Do any parties in the system exhibit perfect party discipline (i.e., each party member always votes for some official party position on a floor vote) or are party members free to vote for or against any official position their party adopts?

6. Do the members of any opposition party automatically vote against a proposal by some governing party or coalition or do the members of the opposition consider voting for such a proposal?

Our six models represent just some of the many possible combinations. Nonetheless, these models demonstrate that the size of a system’s set of equilibrium policies, and thus the extent of its bureaucratic autonomy, are very sensitive to the details of these procedures and practices.

**A Two-Party Unicameral Parliament with Perfect Majority Party Discipline**

Our first model involves a unicameral parliament in which the majority party has perfect party discipline. In particular, we assume that the majority party adopts its most preferred policy via majority rule within the party and once this party position is adopted all party members will support it in a vote against SQ. We further assume that the majority party has monopoly control over the legislative agenda (i.e., the minority party
cannot propose its own motion). Next, we assume that minority party members automatically vote against the majority party motion; the majority party cannot count on help from minority party members to pass its bills. Finally, we assume that the majority party will propose a motion to the floor only if that motion will defeat the status quo policy.

To illustrate, assume there are nine members of parliament who are partitioned into the Labor and Conservative parties. As indicated in figure 2A, we assume that the Conservative Party has five members, C1 through C5, and that the Labor Party has four members, L1 through L4. As the majority, the Conservative Party’s most-preferred policy position lies at its party median at C3. Because the Conservative Party has a majority and because of its party discipline, any SQ will be replaced by the official party policy at C3. Because this policy at C3 cannot be upset, it is the Majority Party Unicameral Core.

If an election is held and Conservative Party member C1 is replaced with Labor Party member L5 (and everyone else remains the same), then the Labor Party has the majority. The ideal point of its median member, L3, would then become its most-preferred policy position, which would thus become the Core (see fig. 2B).

If the majority party has an odd number of members, as in figures 2A and 2B, then the Majority Party Unicameral Core will be the single policy at the ideal point of the median party member. If the majority party has an even number of members, then the size of the Core depends on how far apart are the ideal points of the party’s median members. For example, if the two median members of a six-member Conservative Party have identical ideal points, as in figure 2C, then the Core will include just their common ideal point. If their ideal points are far apart (e.g., when the party is divided into two distinct factions), the Core would be rather large, spanning the set of policies between the median members’ ideal points. In figure 2D, for example, the Conservative Party has two distinct three-member factions; hence, the Core spans the region between the two median party members, C3 and C4.

A Two-Party Unicameral Parliament without Perfect Majority Party Discipline

Assume now that the majority party’s discipline is not perfect: any member may vote against any proposal of his or her own party if the member prefers the status quo. Assume that minority party members continue to
A. The Conservative Party has a majority

B. The Labor Party has a majority

C. The Conservative Party has an even number of members, with medians at the same ideal point

D. The Conservative Party has an even number of members, with two dissimilar factions

Fig. 2. A two-party unicameral parliament with perfect majority party discipline
vote automatically against any majority party proposal. If enough majority party members vote against their party’s own proposal, their votes when combined with the minority party votes could defeat this proposal. With its monopoly agenda control, the majority party could avoid such defeats by not proposing changes to any status quo policy that would risk this kind of defection. The result can be a Majority Party Unicameral Core that is substantially larger than the party median alone (or than what is spanned by the party medians).

For example, in figure 3A the Conservative Party has a bare majority in parliament (five of the nine members) and its median member is \( C_3 \). For any SQ to the left of \( C_1 \), there exists a policy at or to the right of \( C_1 \) that would upset the SQ with the support of all five Conservative members; hence the Core cannot include any points to the left of \( C_1 \). However, for any SQ lying between \( C_1 \) and \( C_3 \) a proposal to move policy rightward toward \( C_3 \) would be rejected, at least by \( C_1 \), because he or she would prefer SQ; lacking the vote of \( C_1 \), at most only four Conservative Party members \((C_3, C_4, C_5, \text{ and perhaps } C_2)\) would support the proposal, and these three or four members do not constitute a majority of parliament. Thus, the proposal would fail (since the Labor Party members would all vote against it as well). Hence, the Core must include the policies from \( C_1 \) to \( C_3 \). Similar arguments hold for policies lying on the right side of the Conservative Party, and so the Core would also include the policies from \( C_3 \) to \( C_5 \).

Overall, then, the Core here would be the set of policies from \( C_1 \) to \( C_5 \); that is, this Core spans the ideal points of all Conservative Party members. Since the Core with perfect party discipline was just the policy at \( C_3 \) (see fig. 2A), the prospect of defection by majority party members can thus increase the size of the Core.\(^4\)

For another example, consider figure 3B. The Conservative Party here has seven members (two more than a bare majority of the nine-member parliament), so policy change requires the votes of only five of the seven Conservative Party members. In this case, the Majority Party Unicameral Core need not include the ideal points of all the members of the Conservative Party. For example, for any SQ to the left of \( C_3 \) there exists some policy at or to the right of \( C_3 \) that would gain both a party and a parliamentary majority against SQ: five members—\( C_3, C_4, C_5, C_6, \text{ and } C_7 \), who collectively comprise both a party and a parliamentary majority—could agree on some policy at or to the right of \( C_3 \) that would upset this SQ. Hence, the Core cannot include any points
A. The Conservative Party has a bare (five-member) majority

B. The Conservative Party has a seven-member majority

C. The Conservative Party has a nine-member majority

Fig. 3. A two-party unicameral parliament without perfect majority party discipline

to the left of $C_3$. Similarly, for any SQ to the right of $C_4$ there exists some policy at or to the left of $C_3$ that would gain both a party and a parliamentary majority against SQ: seven members—$C_1$, $C_2$, $C_3$, $C_4$, and $C_5$, who collectively comprise both a party and a parliamentary majority, plus $L_1$ and $L_2$—could agree on some policy at or to the left of $C_3$ that would upset this SQ. Hence, the Core cannot include any points to the right of $C_5$.

However, for any SQ lying between $C_3$ and $C_5$, a proposal to move policy rightward would be rejected at least by $C_1$, $C_2$, and $C_3$ (and possibly $C_4$, depending on the location of SQ), leaving at most only four Conservative members—$C_1$, $C_2$, $C_3$, and possibly $C_4$, depending on the location of SQ—to vote for the move, and they are not a majority in parliament. Similarly, for any SQ lying between $C_3$ and $C_5$, a proposal to move policy leftward would be rejected at least by $C_5$, $C_6$, and $C_7$ (and possibly $C_4$ as
well, depending on the location of SQ), again leaving at most only four Conservative members (C₁, C₂, C₃, and possibly C₄) to vote for the move, and they are not a majority in parliament. (Again, recall that we are assuming that the minority party automatically votes against any majority party motion.) In sum, if the majority party members are not perfectly disciplined, the core will span the policies from C₃ to C₅.⁵

For a third example, in figure 3C, if the majority party includes every member of parliament the Core will include just the party median, which is the chamber’s overall median as well.

When the majority party lacks perfect discipline (but retains monopoly proposal authority) and the members of the minority party automatically vote against any majority party proposal, the size of the Core is an inverse function of the size of the majority party. For example, as the size of the majority party increases from a bare majority toward the whole chamber in size (figs. 3A through 3C), the size of the Core will decrease toward the median of the entire parliament. If the majority party has just a bare majority, the Core spans the ideal points of all the party’s members, as from C₁ to C₅ in figure 3A. If the size of the majority party increases to seven, as in figure 3B, the Core shrinks to the region spanned by C₃ and C₅. And if the majority party includes every member of parliament, as in figure 3C, the Core includes just the party median, which is the chamber’s overall median as well. This pattern occurs because as the majority party increases in size a decreasing proportion of its membership is necessary for a proposal to be approved by an overall parliamentary majority; hence, the Core is smaller, and as the party grows in size its own median converges on the median of the overall chamber. Thus, when the majority party reaches its maximum size (i.e., when it includes the entire chamber), the Core becomes the overall medium.

A Three-Party Unicameral Parliament with Perfect Coalition Party Discipline

When a unicameral parliament has three or more parties, none of which has a majority, a coalition government may have to be constructed. Consider a case in which the nine members of parliament are partitioned into the Labor, Green, and Conservative parties, each with three members, and with the ideal points of the Green Party MPs lying between those of the Labor and Conservative MPs. Assume that a coalition government forms between the Labor and Green parties, that the parties in coalition
have joint monopoly control of the agenda (i.e., the Conservative Party cannot make a proposal), and that a coalition proposal must be adopted by a majority vote of each party in the coalition before the coalition’s proposal can be presented in a floor motion. Assume further that the parties in the coalition have perfect discipline, so that all the members of each party vote for any policy proposal made on the floor by the coalition. And assume, finally, that the opposition party automatically votes against any motion made by the governing coalition. What is the set of equilibrium policies in this system?

For example, in figure 4A any policy to the left of \( L_2 \) could be upset by some coalition proposal at or to the right of \( L_2 \): \( L_1 \) and \( L_3 \) (who comprise a majority of the Labor Party) would vote for such a proposal, as would \( G_1 \), \( G_2 \), and \( G_3 \) (all the members of the Green Party), and these five members collectively comprise a parliamentary majority. Similarly, any policy lying to the right of \( G_2 \) would be upset by some coalition proposal lying at or to the left of \( G_2 \): \( G_2 \) and \( G_3 \) would vote for such a proposal, as would \( L_1 \), \( L_2 \), and \( L_3 \), and these five members comprise a parliamentary majority. But no policy in the region spanned by \( L_2 \) and \( G_2 \) could be upset. For instance, an SQ at \( L_2 \) could not be upset by any proposal to its right because \( L_1 \) and \( L_2 \) would vote against it (i.e., a majority of the Labor Party would oppose the move), and an SQ at \( G_2 \) could not be upset by any proposal to its left because \( G_2 \) and \( G_3 \) would vote against it (i.e., a majority of the Green Party would not support the move). Hence, the set of equilibrium policies is defined by the region spanned by the ideal points of the median members of the two parties—by \( L_2 \) and \( G_2 \)—in the governing coalition; these policies comprise the Party Coalition Unicameral Core.

An alternative coalition would be for the Green Party to unite with the Conservative Party (see fig. 4B). In this case, the Core would shift rightward and would span the ideal points of \( G_2 \) and \( C_2 \).

To determine the Core, we need only determine the median member of each of the outermost parties in the governing coalition. In figure 4A, for example, these median members are \( L_2 \) and \( G_2 \); the Core here is thus the set of points spanning the ideal points of \( L_2 \) and \( G_2 \). In figure 4B, the outermost median members are \( G_2 \) and \( C_2 \) and the Core here is the set of points spanning the ideal points of \( G_2 \) and \( C_2 \). In each case, the ideal points of no other members need be depicted.

As long as neither party of the coalition has a parliamentary majority,
A. A governing coalition of the Labor and Green Parties

B. A governing coalition of the Green and Conservative Parties

C. A small core with a Labor-Green governing coalition

D. A single-point core with a Labor-Green governing coalition

E. A large core with a Labor-Green governing coalition

Fig. 4. A party coalition unicameral parliament with perfect coalition party discipline
the Core will span the ideal points of the median members of the outermost parties in the coalition. Thus, the size of this Core will be a function of the distance between the median members of these two outermost parties in the coalition. For example, if $L_2$ and $G_2$ are close together, as in figure 4C, the Core will be small; indeed, if $L_2$ and $G_2$ have the same ideal point the Core will be a single policy, as in figure 4D. But if $L_2$ and $G_2$ are far apart, the resulting Core will be large, as in figure 4E.

A Three-Party Unicameral Parliament without Perfect Coalition Party Discipline

If the coalition parties’ discipline is imperfect, some party members may vote against their coalition’s own proposal to replace SQ; if enough members of the coalition parties defect in this manner, the coalition’s motion could be defeated. We continue to assume that the majority coalition has monopoly agenda control authority and that the opposition party members automatically vote against the coalition parties’ proposal. To avoid defeat, the coalition’s leaders would propose no amendments to SQ that would risk this kind of defection. What impact would this lack of party discipline have on the size of the Party Coalition Unicameral Core?

For an answer, consider figure 5A, in which the Labor Party has three members and the Green Party has only two; their coalition now has only five members, which is a bare majority in the parliament. Since defection is possible by members of the parties in the coalition, defection of any of either party’s members would result in the defeat of any coalition proposal. For any SQ to the left of $L_1$, there exists some proposal at or to the right of $L_1$ that would defeat this SQ with the support of all five coalition members. Similarly, for any SQ to the right of $G_2$ there exists some proposal at or to the left of $G_2$ that would defeat it with the support of all five coalition members. But for any SQ lying at or to the right of $L_1$ and at or to the left of $G_2$ there exists no proposal that could defeat it with the support of all five coalition members. Whereas the Core without perfect party discipline would span just the ideal points of $L_2$ and $G_2$ (the coalition parties’ median members), the possibility of defection increases the size of the Core to span the ideal points of $L_1$ and $G_2$.

However, the possibility of defection does not necessarily increase the size of the Core. Consider figure 5B, in which the Labor-Green coalition has six members. Even allowing for the possible defection of members of
either coalition party, the Core would still span just the ideal points from $L_2$ to $G_2$: there exist proposals that could upset an SQ lying to the left of $L_2$ with the support of $L_2$, $L_3$, and $G_1$, $G_2$, and $G_3$ (these five members comprise a parliamentary majority); similarly, there exist proposals that could upset an SQ lying to the right of $G_2$ with the support of $L_1$, $L_2$, $L_3$, and $G_1$ and $G_2$ (who comprise a parliamentary majority). So the possi-
bility of defection could still produce a Core that is the same size as when defection is not possible (compare the identical Core in fig. 4A). 6

If the governing coalition includes only a bare majority of the chamber’s members, as in figure 5A, the resulting Core will span the ideal points of all the members of all the parties in the coalition. In this case, the size of the Core will depend on the distance between the “outermost” members of the two “outermost” parties in the coalition: the farther apart are these outermost members the larger the Core. In figure 5A, for example, the size of the Core hinges on the distance between L1 and G2.

At the other extreme, if the coalition includes almost all the members of the entire chamber, then the size of the Core might span only the ideal points of the median members of the two outermost parties in the coalition. In figure 5C, for example, the governing coalition includes eight of the nine members of the parliament. The Core here spans the ideal points of L2 and G3, the relevant (e.g., outside) median members of the two outermost parties. While these first three examples show Cores of substantial size, if the ideal points of these two parties were to overlap sufficiently a single-point Core could be produced, as in figure 5D.

Overall, then, if the parties in the coalition lack perfect discipline the Core will span at least the ideal points of the median members of the two outermost parties in the coalition and the Core may grow larger as the size of the coalition decreases. And, of course, the size of the Core will depend on the distance between the relevant members of the two outermost parties in the coalition: the closer together their ideal points the smaller the Core.

A Party-Free Bicameral Parliament

Next we consider a bicameral parliament consisting of two chambers, to be called the House and Senate. In this system, some status quo policy can be upset whenever a majority of the House and a majority of the Senate can agree on some other policy; each chamber has authority to block efforts by the other to change policy. Our goal is to determine the set of equilibrium policies in this bicameral system. We assume there are no parties. Since there are no parties, questions of party discipline, monopoly agenda control authority, and so forth are moot.

We begin with the same nine actors used previously, constructing a model of a bicameral parliament in which the nine individuals are partitioned into a four-member Senate and a five-member House (see fig. 6A).
Note that three senators constitute a bare majority of the four-member Senate and three representatives constitute a bare majority of the five-member House.

Finding the equilibrium policies in a bicameral parliament is similar to what occurs when there are two parties in a coalition in a unicameral parliament. First, for each SQ lying to the left of $S_2$ in figure 6A there exists some proposal to upset this SQ, which would gain the support of three of the four Senate members ($S_2$, $S_3$, and $S_4$, who comprise a Senate majority) and all five House members. But now consider an SQ lying between $S_2$ and $S_3$: there exists a proposal to replace this SQ with a policy on or to the right of $S_2$, which would be supported by $S_3$ and $S_4$ and by all the House members, but $S_1$ and $S_2$ would reject this proposal. Since this proposal would not be supported by a majority of the Senate (three votes are needed for this), the proposal would fail. The same logic holds for status quo policies lying to the right of $H_3$. Hence, the proposal would fail for lack of a House majority. The result is that the points spanned by the line from $S_2$ to $H_3$ are in equilibrium; hence, all these points from $S_2$ to $H_3$ comprise the Party-Free Bicameral Core.
The size of this Core is simply a function of how far apart the House and Senate median members are. If they are relatively far apart (as with $S_2$ and $H_3$ in fig. 6B), the Core is relatively large; if they are close together (in fig. 6C, these two medians are identical), the Core is small.

**A Party-Free Presidential System**

Finally, consider a presidential system lacking disciplined parties: there is a bicameral legislature consisting of a House and Senate, plus a president. In this system, each of these three institutional actors has authority to block efforts by the others to change policy; the status quo policy can be upset only when a House majority plus a Senate majority plus the president can agree on some other policy. Our goal is to determine the set of equilibrium policies in this system. We assume there is no veto override.7

For example, in figure 7A the president is at $P$, and the set of equilibrium policies thus spans the ideal points of $P$ and $H_3$; that is, the Party-Free Bicameral Executive Veto Core is the set of points from $P$ to $H_3$. The reason is that an SQ to the left of $P$ could be upset since there exists a policy at or to the right of $P$ that the president, all senators, and all representatives prefer to the SQ. Similarly, an SQ to the right of $H_3$ could be upset since there exists a policy at or to the left of $H_3$ that the president, all three senators, and a majority of House members ($H_1$, $H_2$, and $H_3$) would prefer to the SQ. But no SQ lying in the $P$ to $H_3$ region could be upset; for example, an SQ at $H_3$ could not be upset by any proposal to its left because all the House members (including $H_3$) would vote against it, and this SQ at $H_3$ could not be upset by some proposal to its right because the president and all senators (and $H_3$ as well) would vote against it.

If the president is more centrally located, we can get a different Core. For example, with the president as shown in figure 7B a somewhat smaller Core is produced. Note in figure 7B that the ideal point of the president could be moved anywhere in between $S_2$ and $H_3$ (i.e., within the bicameral core, ignoring the president) without changing the size or location of this Core at all.

Depiction of the Party-Free Bicameral Executive Veto Core can be simplified considerably. First identify the relative locations of the ideal points of the president, the median House member, and the median Senate member; for instance, figure 7A can be reduced without any loss of
A. A Party-Free Bicameral Executive Veto Core

B. A Party-Free Bicameral Core with a different president

C. A Party-Free Bicameral Executive Veto Core (Figure 7A simplified)

D. A Party-Free Bicameral Executive Veto Core (Figure 7B simplified)

E. A Party-Free Bicameral Executive Veto Core from a party-unified government

F. A Party-Free Bicameral Executive Veto Core from one kind of party-divided government

G. A Party-Free Bicameral Executive Veto Core from another kind of party-divided government

Fig. 7. A party-free presidential system
information to what is shown in diagram C, and figure 7B can be reduced without any loss of information to what is shown in figures 7C and 7D. The Core is simply the set of policies spanning the median ideal points of the two “outside” actors. (From this perspective, we are considering the ideal point of the president to be his institution’s own “median.”) Thus, in figure 7C the outside actors are P and H, and so the Core spans these points; in figure 7D, the outside actors are S, and H, and so the Core spans these two points.

The size of this Core depends on the extent of preference differences among the “outside” pair of actors in the simplified representation (as in figs. 7C and 7D). If the outermost two actors have similar median ideal points, the Core will be relatively small. In figure 7E, for example, the president, median House member, and median Senate member have identical ideal points, thereby producing a single-point Core; this depicts what may be characteristic of an extreme case of “unified party” government. But if the outermost pair of actors have rather different median ideal points, the Core will be relatively large, as in figures 7F and 7G; these are two possible types of “divided party” government.

Summary

While we have presented results for just six of the many possible systems, some important generalizations can be drawn from these systems that I think are representative of all possible democratic systems. In the next section, I discuss these generalizations.

Are There System-Related Differences in Core Sizes?

The core for each of our six democratic systems has now been identified. For any pair of systems, if one system always has a core that is larger than the core of the other system, we could then conclude that a bureaucracy in the first system will always have more autonomy than a bureaucracy in the second system. We could even arrange our six systems in decreasing order of bureaucratic autonomy (the smaller the cores the less the autonomy), and we could then base an empirical investigation on this expected (i.e., hypothesized) rank ordering of systems.

However, if for any pair of systems it is not the case that one system always has a core that is larger than the core of the other system, then we may be unable to draw any general conclusions about which system’s bureaucracy will have more autonomy. That is, it may be that, for one pair
of preference profiles, one system's bureaucracy will have more autonomy than the second system's, while for some other pair of preference profiles the second system's bureaucracy will have more autonomy than the first. This would mean that we cannot rank the six systems in decreasing order of bureaucratic autonomy. Hence, it would not be clear, for hypothesis-testing purposes, what our theoretical expectations should be.

So the question is: To which of these two conclusions do our models lead? To answer this question, we will make three different kinds of comparisons.

Variations in the Size of Each System's Core

Observe in figures 2 through 7 that the core of each system can take on a wide range of sizes. In particular, the core of each system can contain either a single policy or multiple policies.

1. The Majority Party Unicameral Core (with perfect discipline) can contain either a single policy (figs. 2A, 2B, and 2C) or multiple policies (fig. 2D).
2. The Majority Party Unicameral Core (without perfect discipline) can contain either a single policy (fig. 3C) or multiple policies (figs. 3A and 3B).
3. The Party Coalition Unicameral Core (with perfect discipline) can contain either a single policy (fig. 4D) or multiple policies (figs. 4A, 4B, 4C, and 4E).
4. The Party Coalition Unicameral Core (without perfect discipline) can contain either a single policy (fig. 5D) or multiple policies (figs. 5A, 5B, and 5C).
5. The Party-Free Bicameral Core can contain either a single policy (fig. 6C) or multiple policies (figs. 6A and 6B).
6. The Party-Free Bicameral Executive Veto Core can contain either a single policy (fig. 7E) or multiple policies (figs. 7A through 7G).

For each system, then, the core can vary in size from a single policy to a range of policies.

Empirically, this has two implications. First, since the policy preferences of the elected officials in a system may vary from issue area to issue area, the size of the system's core may vary from issue area to issue area. This suggests that bureaucratic autonomy in this system can thus be ex-
pected to vary from agency to agency. Second, since the policy preferences of the elected officials in a system may vary over time (which could happen for a variety of reasons) the size of the system's core may vary over time as well. Hence, bureaucratic autonomy in the system can also be expected to vary over time.

Comparing the Sizes of the Cores for Any Two Systems

The possible variation in size for each system's core has direct implications for what we might expect from comparisons of bureaucratic autonomy across pairs of systems.

With six systems, one can make a total of \( \binom{6}{2} = 15 \) pairwise comparisons of the sizes of two systems' cores. Fortunately, it is not necessary for our purposes to make all fifteen comparisons. The reason stems from the fact, noted earlier, that every system can have a core with just a single policy or a core with multiple policies. Thus, to compare system \( i \) (for \( i = 1, 2, \ldots, 6 \)) with system \( j \) (for \( j = 1, 2, \ldots, 6 \)) we need only consider four possible situations (for \( i \neq j \)).

1. If the core of system \( i \) contains a single policy and the core of system \( j \) contains multiple policies, then the core of system \( i \) will be smaller than the core of system \( j \).
2. If the core of system \( i \) contains a single policy and the core of system \( j \) contains a single policy, then the core of system \( i \) will be the same size as the core of system \( j \).
3. If the core of system \( i \) contains multiple policies and the core of system \( j \) contains a single policy, then the core of system \( i \) will be larger than the core of system \( j \).
4. If the core of system \( i \) and the core of system \( j \) both contain multiple policies, the core of system \( i \) can be smaller than, the same size, or larger than the core of system \( j \).

Because each system could have a single policy or multiple policies in its core (as noted in the previous section), it follows that virtually anything could emerge from a comparison of any pair of systems: the core of system \( i \) could be smaller than the core of system \( j \), or the core of system \( i \) could be the same size as the core of system \( j \), or the core of system \( i \) could be larger than the core of system \( j \). In other words, the two sets of rules defining any pair of systems do not necessarily lead to systematic differences in the extent of bureaucratic autonomy.
Rank Ordering the Core Sizes for All Six Systems

This “anything can happen” result has a further implication. If we are conducting an empirical study of bureaucratic autonomy in all six systems, we might wish to develop some prior theoretical expectations, for hypothesis-testing purposes, about how to rank these six systems in terms of their bureaucratic autonomy. With six different systems in our study, there are $6! = 720$ possible rank orderings of the sizes of their cores (ignoring the possibility of ties).

However, since for any pair of systems one system can have a larger core than the second system, and the second system can have a larger core than the first, it follows that each of these 720 possible rankings could possibly occur. That is, there is no logically necessary rank ordering of bureaucratic autonomy across our six systems.

Discussion

These three sets of results—on the possible size of any one core, on the pairwise comparison of the sizes of any two systems’ cores, and on the rank ordering of the sizes of the cores of all six systems—suggest that there does not exist a logically necessary relationship between the policy-making rules defining a particular system and the size of the system’s core. This means that knowing just the systems’ policy-making rules does not allow us to develop any logically valid expectations about which systems will have bureaucracies with more autonomy and which will have bureaucracies with less. And if it is not clear what the expectations should be it is not clear what testable hypotheses can be derived. Hence, it is not clear what could be learned from the empirical research. If anything could happen theoretically, then empirical research that focuses only on the impact of the systems’ policy-making rules on bureaucratic autonomy will not be theoretically informative.

The key implication is that we cannot rely just on the institutional variables—that is, on the number and variety of veto points and the other policy-making rules—to structure and inform our cross-national research on bureaucratic autonomy. Because results from any empirical study will always be due to the interaction among veto points and preference profiles, if the preference profile variable is omitted from the empirical analysis these empirical results will be ascribed, erroneously, to just the impact of the institutional variables.
Of course, an identical argument can be made about the hazards of relying just on the beliefs and preferences of the elected politicians—that is, on the characteristics of the preference profile—to structure and inform our empirical research. Note that some comparative politics research uses results from public opinion surveys as indicators of various kinds of national cultures and then attempts to explain trends in national policy-making on the basis of these changes in cultures (see, e.g., Inglehart 1990). However, such studies rarely integrate their preference profile data with any institutional variables. Unfortunately, if the institutional variables are omitted from an empirical analysis of policy trends any results that are due to the interaction among the veto points and the preference profiles will be ascribed, erroneously, just to the preference profile variable.

So if we wish to empirically examine bureaucratic autonomy in a comparative perspective it is imperative that measures of both the institutional and preference profile variables be included. Unfortunately, this will greatly complicate cross-system empirical research. It is a difficult though manageable task to gather cross-system data on the institutional variables. However, gathering data on each system's preference profile is likely to be much more difficult (as well as time consuming and expensive). For this reason, it will be difficult to conduct meaningful cross-national empirical research on bureaucratic autonomy.

Possible Criticisms

A number of criticisms might be aimed at the approach from which these conclusions have been derived. In reviewing these criticisms, what must be considered is whether the two broad conclusions—the “anything can happen” results and the necessity of including both preference profile and institutional variables in our theoretical and empirical research—would have to be modified if any one criticism is valid. In general, even where there is some basis for the criticisms it is not apparent that either of the two central conclusions is significantly undermined.

More Complex Sets of Rules for Each System

The set of rules characterizing each of our six systems is undoubtedly far simpler than the full set of rules actually characterizing any real world country. Inclusion of a wider range of institutional variables could be expected to change the size, shape, and location of each system's core.
For example, committees with gatekeeping authority could be included (especially in presidential systems) along with a veto override, the nomination and confirmation process for bureaucratic leaders, procedures for their dismissal or removal, and the courts (see Hammond and Knott 1996 for details on how these all might be included in a spatial model of bureaucratic autonomy in a presidential system). Agency budgets and the appropriations process could be included as well. For coalition governments in parliamentary systems, how cabinet seats are allocated to various parties might affect the extent of autonomy for the bureaucracies involved. And if bureaucratic autonomy also stems from informational asymmetries between the bureaucrats and the elected officials, as Weber hypothesized, then these asymmetries could also be included.

Changes in any of these factors may well change the size, shape, and location of the resulting cores, given some preference profile. However, it is unclear what the net impact of these additional factors would be: inclusion of some variables might increase the size of a system’s core (e.g., if more veto points are added, as with legislative committees or multi-party coalition governments), whereas the inclusion of other variables (e.g., the appropriations process and the chief executive’s ability to dismiss the agency head) would seem likely to decrease the size of the system’s core. Moreover, it could be argued that some aspects of our models, such as the number of political parties, should be endogenized and treated as a product of the systems’ electoral rules (which would also have to be included in our models).

Nonetheless, the key issue is not whether these models are sufficiently descriptive of real world countries but whether our central conclusions would change if more complete rules were developed for each system. In part because it is not clear what the net effect of including all these additional variables would be, it is not clear that these conclusions would be undermined.

**The Unidimensionality Assumption**

It could be asserted, with some plausibility, that policy-making in many political systems is usually multidimensional and not unidimensional. Nonetheless, even with a multidimensional representation of policy-making in each of our systems it seems likely that the anything can happen results would emerge from a theoretical multidimensional analysis. The reason is that, even in a multidimensional setting, for each pair of
systems there probably exist pairs of preference profiles that would produce sets of equilibrium policies that vary greatly in size, thereby reproducing the anything can happen result.

Of course, for any one system preference profiles that produce any cores at all may be less common in higher dimensional issue spaces than in lower dimensional spaces. The implication is that bureaucratic autonomy would be less likely in multidimensional settings: for any policy the bureaucracy might adopt, the absence of a core means that there exists some other policy that some decisive coalition of elected officials would prefer. Hence, the bureaucracy would not be in a position to play a “divide and conquer” game with these officials.

However, Humphreys (2001) presents formal and simulation results indicating that cores are not completely improbable in higher dimensional spaces. Moreover, a different line of work—see, for example, Baron and Ferejohn 1989—indicates that even in multidimensional spatial settings policy stability may exist if elected officials find the unending decision making implied by policy disequilibrium to be costly. In either case, policy equilibrium may be maintained, with the result that some bureaucratic autonomy may still be possible.

The Empirical Improbability of Particular Preference Profiles

Several of the core sizes generated by our models stem from preference profiles that may seem empirically improbable. If these empirically improbable profiles are eliminated from consideration, this might place at least some constraints on what we should expect theoretically when comparing two or more systems.

Nonetheless, while it may be possible to rule out some preference profiles as empirically improbable for particular systems it remains unclear whether as a result any one system, given the restricted range of profiles, will necessarily produce a core that is always larger than, or always smaller than, the core of some other system. Hence, it is unclear that these restrictions would undermine our central conclusions.

Conclusion

The major conclusions thus remain the same. First, even with all the modifications just proposed, different preference profiles can still be expected to change the size of a system’s core, holding constant whatever set of policy-making rules is attributed to this system. And, second, this
means that any effort to empirically investigate the impact of policy-making rules on bureaucratic autonomy (either within or across systems) should incorporate the preference profiles as a variable. As a general rule, then, policy choices by a system must be seen as the product of an interaction between the policy-making rules and the preferences of the actors in the system. Hence, empirical efforts to explain variations in the extent of bureaucratic autonomy within and across democratic systems must take both sets of factors into account.

Notes

1. Tsebelis (1995) does explicitly talk about the impact of the preference profile on policy stability (see, e.g., his proposition 2, p. 298, and also pp. 308–11), and his empirical work (see, e.g., Tsebelis 1999) takes into account the ideological range of governing coalitions. However, the general nature of the interaction between the number of veto points and the preference profiles in various kinds of systems remains underexplored.

2. A “decisive coalition” is one that, by the system’s policy-making rules, is empowered to select some new policy. Thus, in the United States there are two possible decisive coalitions in the policy-making process: (1) a coalition of the president, a House majority, and a Senate majority; and (2) a coalition of two-thirds of the House and two-thirds of the Senate. In a unicameral parliament, a decisive coalition would be simply a majority of the single chamber.

3. This is slightly nonstandard terminology, for if some legislators comprise a minority they cannot generate a win set. Instead, I am using the term win set to indicate the area where several preferred-to sets overlap and then modifying the term to indicate whether it is generated by a minority or a majority.

4. If the minority party does not automatically vote against the proposal of the majority party but each of its members instead simply votes in terms of whether the majority party’s proposal is better or worse for him or her than the status quo, then the Majority Party Unicameral Core could again be different. To illustrate, consider a case in which SQ lies just to the right of C₃ in figure 3A. A majority party proposal to replace this SQ with a policy at C₃ would be rejected by C₄ and C₅ but would be supported by the other party members—C₁, C₂, and C₃—as well as all four Labor Party members. Hence, points to the right of C₃ are not in equilibrium. However, if SQ lies between C₃ and C₅, a majority party proposal to replace it with a policy at C₃ would be supported at most only
by $C_2$, $C_3$, and $C_4$ (and possibly $C_5$, depending on the location of SQ); it would be rejected at least by $C_1$ and all four Labor Party members, who collectively comprise a parliamentary majority. Hence, the Core would span the ideal points from $C_1$ to $C_3$.

5. If the minority party members here do not automatically vote against the majority party proposal but instead vote on the basis of the utility of the proposal to them, then the Majority Party Unicameral Core here spans just the $C_3$ and $C_4$ ideal points. Consider a case in which SQ lies to the right of $C_4$. A party proposal to replace this SQ with a policy at $C_4$ would be approved by four Conservative Party members—$C_1$, $C_2$, $C_3$, and $C_4$—as well as $L_1$ and $L_2$, for a total of six votes; these six votes comprise a parliamentary majority. Hence, status quo policies to the right of $C_4$ cannot be in equilibrium. Similarly, SQ policies to the left of $C_3$ are not in equilibrium. However, if SQ lies between $C_3$ and $C_4$ any proposal to replace this SQ with a policy to its left would be opposed by $C_4$, $C_5$, $C_6$, and $C_7$, who comprise a majority of the Conservative Party. While a majority of the parliament would support this proposal (i.e., $C_1$, $C_2$, $C_3$, $L_1$, and $L_2$), since a majority of the majority party (the Conservative Party) opposes the proposal it would never be sent to the floor. And if SQ lies between $C_3$ and $C_4$ any proposal to replace this SQ with a policy to its right would be opposed by $C_1$, $C_2$, and $C_3$ as well as $L_1$ and $L_2$. Hence, the Core here spans just the $C_3$ to $C_4$ interval.

6. If the members of the opposition party vote simply on the basis of their own individual valuation of SQ and the policy proposal, the Core here will also span just the ideal points of the median members of the coalition.

7. The creation of a veto override will never increase the size of the core but can decrease it.
The Benefits of Agency Policy-making: Perspectives from Positive Theory

David B. Spence

Why would people prefer to have the federal agency resolve this problem rather than their own elected officials?

—John Nalbandian

The question posed by John Nalbandian is as old as the administrative state and as pressing today as it ever was. If politicians have a very limited ability to exert control over most of the policy choices made by unelected bureaucrats, does this pose a problem for the democratic legitimacy of the administrative state? Many positive theorists seem to think so. Unlike most public administration, administrative law, and bureaucratic politics scholars, positive theorists seem never to have gotten comfortable with the notion of agency autonomy. Some would attribute that discomfort to ideology, based on the supposition that positive theory analyses of law and politics lead inexorably to politically conservative conclusions (Lowi 1992; Mikva 1988; Hirshman 1989; Spann 1995; Brest 1988; Rubin 1991). Certainly, some aspects of the neoclassical economic model—particularly the assumption of self-interested behavior—do ignore elements of human motivation that make government work better, such as altruism, law abidingness, and cooperation. It is also true that seminal early works on positive theory, including early positive theory analyses of the administrative state, were at once penetrating positive theory analyses and powerful normative critiques of democratic decision mak-
ing, implying that less government might be better government (Arrow 1951; Olson 1971; Niskanen 1971; Stigler 1971; Peltzman 1976). While later positive theorists were more optimistic about agency policy-making, that optimism tended to hinge on the contention that politicians could control agency discretion.

However, positive theory scholarship need not be hostile to agency autonomy. Indeed, the normative argument in favor of the administrative state can easily be expressed in positive theory terms. The first step in that process is acknowledging that positive theory is more of a “how” than a “what.” It is an analytical method, one that employs the tools of economic analysis to analyze politics and law. With its emphasis on methodological individualism, the assumption that individuals are goal maximizers, and deductive logic, positive theory illustrates nicely the Madisonian argument for deliberative decision making in government and, I will argue, the modern administrative state. Thus, the analysis to follow echoes an older literature on “representative bureaucracy” and nonpositive theory defenses of administrative agencies as loci of deliberation (Meier 1993b; Rohr 1986; Seidenfeld 1992) and does not predicate the legitimacy of agency autonomy on the ability of elected politicians—Congress or the president—to control most agency policy choices. Rather, I contend that agency policy-making is legitimate because (1) it fulfills voters’ wishes irrespective of the ability of elected politicians to control what agencies do, and (2) it is consistent with our constitutional design.

**Madisonian Liberalism, Positive Theory, and the Administrative State**

It is certainly true that positive theory shares several important characteristics with Madisonian constitutional theory (Grofman and Wittman 1989). Both begin with the assumption that individuals are rational and self-interested, that an individual, when presented with a choice, will choose the alternative that maximizes his or her utility. Like Madison’s analysis of constitution building, positive theorists study the ways institutions might be designed to harness this ongoing process of individual goal maximization so as to produce the best possible collective outcome. Positive theoretical models of government tend to be Madisonian in another sense as well: they model the relationship between voters and their government from the classic Madisonian liberal perspective. All begin with the notion that rational voters participate in democracy primarily
through the election of their representatives (see, e.g., Mayhew 1974; Fenno 1978; Fiorina 1981; Arnold 1990; and Bianco 1994). This is, of course, the model of the voter associated with the seminal work of Anthony Downs (1957) and other positive theorists who have followed in his footsteps.

For that reason, it is fair to associate positive theory scholarship with one kind of conservatism—not political conservatism in the modern sense but rather the philosophically conservative view of citizen participation that is associated with the classical liberalism of Madison and Locke. Stated differently, it is difficult to envision a positive theoretical analysis of participatory democracy of the kind associated with Rousseau or Jefferson, one that is based on the notion of a reciprocal causal relationship between participation and civic virtue. By focusing on individual, purposive behavior and conceiving of voters as mere delegators of power to government, positive theorists seem to define away inspirational notions of virtue and of humans as social beings that we associate with Rousseau, Jefferson, and a more populist strain of democratic theory. Because positive theoretical models usually assume that individuals’ preferences are fixed and endogenous, they have difficulty accommodating (or at least accommodating well) the idea that participation transforms the individual voter, producing civic virtue in the process. Indeed, this may be one reason why William Riker’s positive theoretical analysis of these competing democratic theories offers such a forceful defense of classical liberalism, which is generally seen as the more conservative philosophy (1982).

Positive theory fits the Madisonian vision nicely, but does that imply a poor fit with the administrative state? Positive theoretical models of government have had little to say directly about the wisdom or desirability of the delegation of policy-making discretion to administrative agencies. As a rule, most disclaim any normative component and purport merely to analyze the relationship, without any explicit argument that particular kinds of power arrangements are “good” or “bad” in any sense. The so-called economic theories of regulation come closest to a self-conscious normative critique in their explanations of how rent-seeking interest groups secure agency-enabling legislation that provides those groups with private benefits while allocating the costs (costs that often exceed the benefits) to the general public (Stigler 1971; Peltzman 1976). But most positive theory analyses of administrative agencies are only indirectly critical
of agency autonomy. William Niskanen, for example, merely explains the growth of the administrative state as the product of budget-maximizing behavior by rational bureaucrats, given certain informational and other advantages agencies enjoy over their political overseers (1971). Likewise, proponents of capture theories use logic to argue that private sector rent seekers use their competitive advantages in the policy process to “capture” or undermine regulation in the long run. Yet another strain of the literature uses standard principal-agent models to demonstrate how politicians can control agencies (McCubbins, Noll, and Weingast 1987; Epstein and O’Halloran 1999; Bawn 1994, 1995).

However, while most positive theorists disclaim any normative agenda, it is easy to view these analyses of administrative agencies as indictments of the administrative state. Niskanen’s budget-maximizing bureaucrat, for example, shirks his duties and pads his own pocket. Capture seems to be an equally insidious notion, one that offers a ready justification for discrediting agencies and their actions. I have suggested elsewhere that this dim view of agency independence is due in part to a combination of (1) the methodological imperatives of positive theory scholarship and (2) social scientists’ desire to avoid normative issues (Spence 1997a, 1997b.) Economists value parsimony in model building, which helps keep problems tractable, particularly in the context of formal analyses. For that reason, most of the formal analyses of the delegation of policy-making authority use principal-agent models that posit elected politicians as the principals to whose wishes agencies may be more or less obedient. Given our existing constitutional design, in which voters have only an indirect relationship with agencies, any formal descriptive model of that relationship must posit a two-stage principal-agent problem. That added complexity may provide a powerful disincentive to analysis of the voter-agency relationship, leaving us with separate models of the two steps of that relationship that seem not to capture fully the value of delegation to voters.

A Model of Voter Choice

Goal, Definitions, Assumptions

The question with which we began—of why voters might prefer decisions to be made by unelected bureaucrats rather than elected politicians—puts aside the two-stage delegation problem in order to focus on its normative dimensions. Returning to that normative question, I will
begin by positing the following goal of government policy choice, adapted from Lupia and McCubbins 1994a.

Goal: Voters want government to do what they would have done (e.g., what the median voter would have done) if they had the time and resources to devote to the problem.

By stating the goal in this way, I am posing the problem differently than in much of the delegation literature, particularly those analyses of the delegation of authority by voters to elected politicians that tend to view the problem as one of predicting outcomes. Voters are thought to have preferences over outcomes, not over policy choices; because voters cannot foresee outcomes, they must choose (to delegate policy choices to a particular candidate) based on some sort of decision rule that maps voter preferences over outcomes to the (candidate’s presumed) policy choice. By contrast, this analysis assumes a more self-conscious version of voter uncertainty. Voters are not merely uncertain over how policy choices will be translated into outcomes. Rather, voters know that: (1) they lack the information necessary to make fully informed choices in the first place, and (2) their uninformed preferences over policy alternatives are in part a function of that missing information. Thus, this analysis assumes the relative desirability of deliberative policy-making over government by public opinion poll.

Recognizing that voters do not have the power to make direct choices about who makes policy—that their only direct recourse is against elected politicians—the analysis will examine the question of how voters would choose if they could. Assume, then, three sets of actors: voters, elected politicians (a unicameral legislature), and an agency. Assume further that individual voters and elected politicians have single-peaked preferences over a single dimension of policy choice. Let $O_i$ represent any person’s preferred policy choice, such that

\[ O_A = \text{ideal point of the agency on a policy dimension}, \]
\[ O_V = \text{ideal point of the median voter on a policy dimension}, \]
\[ O_p = \text{ideal point of the median elected politician on a policy dimension}. \]

Assume further that each actor’s ideal point ($O$) is a function of (1) the amount of accurate information that actor possesses ($I$) about the policy
choice, and (2) a vector or combination of that actor’s values ($V$), representing the other internal influences on each actor’s opinion. That is,

\[ O = f\{I, V\}. \]

Therefore, if

- \( I_A = \) the amount of accurate information held by the agency,
- \( I_V = \) the amount of accurate information held by the median voter,
- \( I_P = \) the amount of accurate information held by the median elected politician,
- \( V_A = \) vector or combination of values held by the agency,
- \( V_V = \) vector or combination of values held by median voter,
- \( V_P = \) vector or combination of values held by median elected politician,

and if

- \( I_A = I_V = I_P \) and \( V_A = V_V = V_P \),

then

\[ O_A = O_V = O_P. \]

In other words, differences in opinion over policy choices are a function of, and are only a function of, differences in (1) the amount of accurate information the actors hold and/or (2) their values.

**Argument**

**Decision Rule**

Consistent with Downs, we can conceive of voters as rationally ignorant. For the vast majority of policy problems, busy voters choose not to devote the time or resources necessary to make a fully informed choice. Policy choices may not be salient to voters and may escape their notice. Voters may be aware of the issues but have difficulty sorting through the information they are given by interest groups and others. In either case, voters do not acquire the information necessary to make a fully informed
choice. Elected politicians have more time to devote to policy-making and are therefore more informed/less ignorant about policy choices than voters are. However, because elected politicians are generalists within the field of policy-making, they too are rationally less informed/more ignorant than administrative agencies about policy matters within the agencies’ jurisdiction. Not only do agency bureaucrats have more time to devote to specific policy matters, but they often bring more specialized expertise to the problem as well. Hence, we can construct a hierarchy of rational ignorance, such that for the usual policy choice $I_V < I_p < I_a$.\(^{13}\)

Of course, $I_V$, $I_p$, and $I_a$ are not static. Voters, elected politicians, and agencies are constantly gathering information and evaluating its accuracy. Indeed, voters in particular must face a barrage of information designed to persuade them and to change the location of $O_V$. Assuming that these actors are capable of separating good from bad information in the long run, we can infer that over the very long run the distance between $I_V$, $I_p$, and $I_a$ will diminish or in some instances that voters will eventually acquire enough information to pass the threshold required to make an informed choice.\(^{14}\) That is, we might imagine the existence of a threshold of information beyond which additional information will have no effect on voters’ preferences. For some issues, voters may acquire this threshold level of information over the long run. For many less salient policy choices, however, this hierarchy will continue, even over the very long run, such that most voters will never acquire the expertise necessary to make a fully informed choice. More importantly, this ignorance hierarchy is always present in the short run, extending from the time agencies first become aware of a policy issue through the early phases of its appearance on the larger public agenda.

Voters may understand this hierarchy of ignorance and may have a sense of the current ideal points ($O$) of the other actors. In other words, while voters may have opinions about some policy choices, they may also know that (1) there are other policy choices about which they are unaware or otherwise have no opinion and (2) some of the opinions they hold may be both relatively uninformed and information elastic.\(^{15}\) Thus, if differences in information accounted fully for differences of opinion across the three sets of actors, voters would always prefer to have agencies make policy choices. In that case, administrative agencies ought to be able to do the best job of choosing the policy voters would have chosen but for their information deficit, since agencies have more informa-
tion than politicians do. However, voters know that each actor’s ideal point is also a function of its values ($V$), and voters cannot tell exactly what determines the difference between $O_A$, $O_V$, and $O_p$ in any given case, because voters do not know precisely how their own values differ from those of politicians or agencies. This formulation of the problem, then, suggests the following decision rule.\textsuperscript{16}

**Decision Rule:** If $|V_A - V_V| \leq |V_P - V_V|$, then voters prefer to leave the decision to the agency. If $|V_A - V_V| > |V_P - V_V|$, then the result is indeterminate.

That is, if the agency’s values are no more dissimilar to the median voter’s values than are the median elected politician’s values, then the median voter prefers that the agency make the policy choice, since the agency has access to the largest amount of accurate information. However, if the agency’s values are more dissimilar, the decision depends upon how the opinion function translates information and values into preferences. Stated differently,

if $I_V = I_A$ would $O_A - O_V$ be $<$ or $> O_p - O_V$?

The answer depends upon how much $V_P$ and $V_A$ influence $O_P$ and $O_A$, respectively. Figure 1 depicts this problem. If voters had as much information as agencies do, would the median voter’s ideal point ($O_V$) move (along the x-axis) toward the agency’s ideal point ($O_A$) or toward the median politician’s ideal point ($O_P$)? Because values are hidden, voters cannot know the answer to that question with any certainty.

This is, of course, a problem to which James Madison devoted considerable attention. That is, Madison’s political theory gave central importance to the factors that guide policy choice, particularly the role of self-interest as a determinant of an actor’s policy preferences. To Madison, even the best-intentioned public official could succumb to the problem of faction because one’s view of the public interest is always colored by self-interest (Federalist 10). Thus, to Madison the problem of faction was not simply a problem of rent seeking. Rather, it concerned ways in which private interests could contaminate the pursuit of the public interest unintentionally or unconsciously as well. Madison suggested that voters can use information about actors’ interests to inform political
Indeed, one of the major arguments in favor of vesting policy-making authority in elected politicians as against unelected agencies rests on this very notion. That argument states that the electoral connection between voters and politicians implies that \(|V_A - V_V| > |V_p - V_V|\). I turn to that argument now.

### The Electoral Connection Argument

Much of the hostility toward agency autonomy, both within positive theory literature and without, is predicated on the notion that since elected politicians are electorally accountable to voters and agency experts are not, voters’ values correspond more closely to those of their elected politicians than to those of the agency. The political science literature addressing the motives of elected politicians is large and rich. From that literature, we can distinguish (1) instances in which the policy choice is determined by an assessment of its electoral consequences from (2) instances in which the choice is made without concern for its electoral consequences. Some political scientists contend that most politicians’ choices are motivated, first and foremost, by concern for their electoral consequences, or that this is at least the most useful working assumption (Mayhew 1974). Others emphasize “trust” as the key to an elected politician’s ability to make decisions.
choices irrespective of their electoral consequences, noting that trust itself is a function of the electoral connection (Fenno 1978; Bianco 1994). Politicians build up trust by attending to the electoral consequences of their actions; that trust acts as a leeway account from which the politician can draw in the future to make policy choices that might displease constituents. If the key to election or reelection is securing voters’ trust, it seems clear that one way politicians try to do this is by convincing voters that they share their values. Likewise, if the best way for a candidate to secure election or reelection is to convince voters that he or she will make wise policy choices, one way to get that message across in an uncertain multidimensional world is through this same sort of appeal to shared values. If we assume that voters are able to select candidates whose personal values reflect their own, in a world of divided government the median politician’s values ought to be similar to those of the median voter.

Not only does electoral accountability suggest that $|V_p - V_V|$ is small, the positive theory literature suggests at least three different (and partly inconsistent) ways in which agency values are likely to differ systematically from voters’ and politicians’ values. The first of these involves agency self-interest: concepts like shirking, budget-maximizing bureaucrats, and the like are examples of ways in which agency self-interest undermines agencies’ pursuit of the public interest. We can certainly imagine situations in which this is true. Agencies’ self-interest is indeed implicated in budgeting decisions, and we infer therefore that in that context $|V_A - V_V| > |V_p - V_V|$. This might also be the case for agency decisions involving the expansion or retraction of agency jurisdiction or authority. For example, when an agency is charged with interpreting its own enforcement powers under a statute it may have every incentive to interpret the statute so as to maximize its enforcement leverage. Adopting an expansive interpretation of its own enforcement authority is one way the agency can ease the performance of its mission and tasks. Likewise, when agencies must make decisions about the reach of their own jurisdiction, self-interest propels them toward ever more expansive interpretations of the law.

Capture theory suggests a second set of systematic differences between agencies, on the one hand, and voters and elected politicians on the other—differences that implicate both values and information as determinants of preferences. One variant of capture theory focuses on
information, and suggests that industry captures an agency by virtue of the pervasive presence of industry, and industry information, in agency policy-making proceedings over the long term. After the initial interest in regulation surrounding the creation of the agency and the definition of its original mission has subsided, the proponents of the regulatory scheme lose interest in the problem and turn their attention elsewhere. The result is that the agency is presented with a skewed sample of information, leading to its capture by the very industry it was designed to regulate. Another variety of capture involves the complicity of congressional committees. According to this view, congressional committees populated by ideological outliers exert influence over the agency they oversee for the benefit of powerful industry constituents (e.g., Weingast and Marshall 1988). Over the long haul, the committee exerts influence over the agency’s values, moving them toward its own and away from the median elected politician’s and the median voter’s.20

Another strain of positive theory scholarship suggests yet a third way in which agencies’ values are different and stands in partial conflict with capture theory. This literature focuses on the agency’s “structure” as a determinant of its values, raising the danger of “legislative drift” or, more accurately, the locking in of agency values (McCubbins, Noll, and Weingast 1987; Horn and Shepsle 1989). That is, we can expect agency bureaucrats to have values that are consistent with the agency’s mission; otherwise, the bureaucrats would not be attracted to work in the agency in the first place. Some positive theorists suggest that politicians are fully aware of this tendency when they design the agency and (re)define its mission (McCubbins, Noll, and Weingast 1987). Therefore, the agency’s values will be consistent with the values of the winning legislative coalition that defined the agency’s mission in the first place. Horn and Shepsle (1989) suggest that this poses a problem because \( V_A \) and \( V_P \) are likely to drift apart over time.21 While the statutory mission locks in agency values over time, voters’ values are subject to no such stickiness. As time passes, then, agencies may come to be populated by an unrepresentative sample of the population—a sample that is more dedicated to the agency’s mission than the population as a whole.

**Rejoinders to Electoral Connection Argument(s)**

There are several important reasons why the electoral connection argument does not adequately capture all of the important elements of the
decision calculus. First, the argument overstates the value differences between agencies, on the one hand, and politicians and voters on the other. Indeed, there are good reasons to believe that in many choice situations there are no systematic differences between the agency’s values ($V_A$) and those of the median voter ($V_V$). Second, the argument leaves unexamined the relative magnitudes of $|V_P - V_A|$ and $|V_A - V_V|$ or it simply assumes that $|V_P - V_V| \leq |V_A - V_V|$. Finally, this argument sidesteps our decision rule by ignoring the relative importance of information ($I$) versus values ($V$) in determining preferences ($O$). That is, the decision rule states that even if $|V_A - V_V| > |V_P - V_V|$ the result is indeterminate; in that case, voters might still prefer agencies to make policy choices in those situations.

**Rejoinder 1: Agency Values.** Of course, positive theory analyses of the administrative state that stress the role of self-interest in agency decision making stand in stark contrast to a long, rich, public administration literature emphasizing very different values in agency decision making (Wilson 1887; Goodnow 1900; Weber 1946). In fact, many of the policy choices agencies make do not implicate the agency’s self-interest. Rather, they involve statutory interpretations and decisions in which agency bureaucrats have no personal interest at stake—questions such as (1) Is this drug safe? (2) Under what conditions should polluting facilities receive permits? and (3) Should this anticompetitive activity be outlawed? For most of these kinds of commonplace policy choices, agency bureaucrats’ values are not likely to be contaminated by self-interest. Stated differently, one can concede (1) that agencies care first and foremost about preserving their own existence, protecting their turf, and the like; and (2) that these considerations affect a large number of agency policy choices, without conceding that most agency policy choices are driven by self-interest. To the contrary, the great majority of policy choices are driven by other kinds of values.

Likewise, capture models paint an equally unrealistic picture of agency values. No family of positive theoretical models seems more irrelevant yet is more widely cited than capture models. Legal scholars and economists, in particular, seem enamored of capture theory, much more so than political scientists. Regardless of its continued influence, the picture of agency decision making dominated by special interests, “iron triangles,” and impenetrable “subgovernments” bears little relation to agency policymaking in the era of procedural openness and media hyperscrutiny. While
it remains true that industry enjoys enormous resource advantages over others in the struggle to influence policy-making in Congress and at the agency level, those resource advantages have simply not led to the kind of outlier-dominated policy process capture models describe. Part of this may be due to capture theorists’ inability to foresee the rise of sophisticated, litigious, public interest organizations, open meetings laws, sunset legislation, and the like. In any case, few would argue that the Food and Drug Administration, the EPA, and the Federal Trade Commission act at the behest of industry (either directly or indirectly) when they decide whether drugs are safe, permits should be issued, or anticompetitive activities should be outlawed, respectively, or that industry’s relative over-representation in the agency decision-making process has skewed the process in that way. The weakness of the tools of congressional oversight, the constraints imposed by judicial review, and the ossification of the administrative decision-making process all conspire with a more attentive public to impede capture.

That is not to say, however, that agencies’ values are identical to those of voters. To the contrary, the argument that agencies are systematically more loyal to their basic mission seems persuasive, even obvious. People who are sympathetic to that mission are more likely to be attracted to work at the agency, and to the extent that the mission is articulated in the agency’s enabling legislation interest groups and courts may try to hold the agency to that mission. All of this increases the potential for voter drift, described earlier. However, the problem of voter drift is minimized by the relative stability of values. That is, unlike opinions, values tend to be relatively stable over time. Certainly, people’s values evolve; they are not static. Nor are they subject to rapid fluctuation. For example, we might hypothesize that one’s attitude toward trade policy is a function of both ideology (liberal vs. conservative) and one’s familiarity with neoclassical economic theory, which offers a powerful critique of protective trade barriers. Conservatives with low levels of economic expertise may be more favorably disposed toward free trade than liberals with low levels of economic expertise. As liberals gain familiarity with economic theory, some portion of them may come to view free trade more favorably. It does not follow from this that they are no longer liberals. Rather, their opinions are simply more information elastic than their values. In other words, while voter drift seems likely to occur, it also seems likely that voters’ values drift apart (that \(|V_V - V_A|\) grows) very slowly. Therefore, to the extent that
agency values reflect those of the median voter at the time the agency’s mission was established, there is a reasonably good possibility that $|V_A - V_M|$ remains relatively small except in those choice situations in which $V_A$ is contaminated by the agency’s self-interest.23

Rejoinder 2: Politicians’ Values. What about politicians’ values? It is true that elected politicians have no defined mission that prevents their values from drifting along with voters’ values.24 That argument notwithstanding, there are good reasons to suspect that self-interest contaminates the policy choices of elected politicians at least as often as it does those of agencies and that it does so in ways that do not contaminate subsequent agency choices. Even if voters do choose politicians who share their personal values, politicians’ policy choices are not always driven by those personal values. Rather, the relative immediacy and complexity of the electoral connection for politicians offers a great deal of opportunity for values that differ from those of the median voter to influence the policy choices of elected politicians. Of course, positive theory offers a variety of reasons why legislative policy choices may not reflect the preferences ($O_P$) of the median elected politician. Outliers may be able to manipulate process so as to produce policy choices to their liking. Gatekeeping committees can facilitate this kind of capture of the process; indeed, some have suggested that Congress is organized precisely to produce this kind of result, citing a long history of logrolling that decreases social welfare. However, there are other reasons for believing that for any given policy choice the distance between $V_M$ and $V_P$ may be great, reasons that are based upon the complex forces that compete for influence over politicians’ policy choices, even those of the median elected politician.

When an elected politician makes a policy choice so as to minimize the adverse electoral consequences of that choice at the next election, that decision may reflect a variety of values that are different from those that would have guided the median voter under those same circumstances. For example, elected politicians may be able to maximize the probability of reelection by attending to the interests of particular constituencies, such as those that make up the politician’s core supporters, important campaign contributors, and the like. In addition, particular issues may be more salient to some groups than others, such that the politician can maximize the probability of reelection by making a policy choice that differs significantly from the choice the median voter would have made. Indeed,
as many others have noted, there ought to be a direct relationship between issue salience and the degree to which the politician’s policy choice reflects the median constituent’s preferences. In this way, elected politicians’ self-interest—the desire for reelection—can contaminate the policy choice. Given the importance political scientists ascribe to reelection concerns in the decision calculus of elected politicians, it seems reasonable to conclude that this kind of self-interest contamination of preferences occurs at least as often for elected politicians as it does for agencies. While voters may try to elect representatives whose values match their own, voters may also suspect that many of the policy choices elected politicians make are not based primarily on those personally held values. This is indeed ironic. The reason why voters vote for the politician that is most “like me” is so that politician will make the policy choices “I would make if I were in that position.” However, the process of convincing a heterogeneous constituency that he or she is worthy of that trust leads the politician to make policy choices using a very different set of values. Hence, it may often be true that \(|V_p - V_I| > |V_A - V_V|\).

However, if the agency is loyal to its mission, and the agency’s mission is defined by Congress, one might ask why \(|V_A - V_V|\) will ever be less than \(|V_p - V_V|\). The answer is that Congress is more likely to be expressing the will of the median voter when it passes major enabling legislation defining the agency’s mission than when it makes other, lower-salience decisions that might otherwise be delegated to agencies. This is the so-called republican moment explanation for major regulatory legislation (Schroeder 1998), one that echoes Anthony Downs’s description of the “issue attention cycle” (1972) in the context of environmental law. When an issue captures the public’s imagination, legislators face greater electoral risk and have a strong disincentive to deviate from the median voters’ wishes.

**Rejoinder 3: The Role of Information.** When we reintroduce information into the decision process, we strengthen the relative attractiveness of agency policy choice. Recall that even if \(|V_A - V_V| > |V_p - V_V|\) that does not imply that voters would prefer that elected politicians make the policy choice. This is because the agency always has more information than the median politician and politicians cannot (in the short run at least) acquire sufficient information such that \(I_A = I_p\). Voters know this. Thus, even when \(|V_A - V_V| > |V_p - V_V|\), voters have no clear preference under our decision rule. In this situation, voters cannot tell which actor would
make the “better” decision because they cannot know how each actor’s opinion translates values and information into preferences. For that reason, voters will discount the relative proximity of $O_P$ and $O_V$ in any given instance. In figure 2, voters know that when $|O_P - O_V| < |O_A - O_V|$ it is also true that $I_V < I_P < I_A$, and voters have no way of knowing whether the proximity of $O_P$ and $O_V$ is due merely to the distribution of information or to values. If $O_V^*$ represents the median voter’s hypothetical ideal point when $I_A = I_V$, voters want government to be loyal to $O_V^*$, not to $O_V$. The problem, of course, is that while voters know that $I_A > I_P > I_V$ they cannot know with certainty the locations of $V_A$ and $V_P$; nor can they ever calculate $|O_V^* - O_P|$ or $|O_V^* - O_A|$.

Why, then, might voters prefer delegation of decision-making authority to the agency given this uncertainty? There are at least two good reasons. One might be that voters’ believe they have a sense of the location of $V_A$ and that $|V_A - V_V|$ is small. Voters may get a sense of the location of $V_A$ from their knowledge of the agency’s mission. For example, if the median voter values environmental protection and knows that the EPA was created to protect the environment, the voter might prefer delegation of authority to the EPA even if he or she doesn’t know the location of $V_P$.
or $O_{i}^{*}$. A second reason why voters might prefer that a particular policy choice be made by an agency is their belief that information differences are accountable for differences in preferences over policy alternatives in the given choice situation. Voters may suspect that study and deliberation will produce something close to consensus, or at least suggest a clear majority-preferred alternative. In that instance, voters ought to prefer to vest decision-making authority in the administrative agency, where the decision will be relatively more insulated from direct interest group pressure.

There is no shortage of evidence to support this view of decision making. We can get some insight into the information elasticity of opinion by looking at the results of recent experiments in deliberative polling by James Fishkin and others. Fishkin’s work involves panels of representatives of citizens whose preferences are measured before and after they deliberate on a particular public policy topic. The deliberation process involves not only the gathering and digesting of information but discussion among participants. In several different deliberative polling experiments covering a variety of subjects and respondents, Fishkin found that opinions change significantly as the result of deliberation and that run of the mill (nondeliberative) polling misrepresents informed (deliberative) public opinion. For example, one of Fishkin’s deliberative polls sampled British public opinion on crime issues. Fishkin reported that after the deliberation process, “respondents showed an increased sense of the limitation of prisons as a tool for fighting crime” and “an increased willingness to support alternatives to prison” (1996). Of course, because most opinion polls are not deliberative, informed opinions are hidden. Elected politicians cannot respond to informed opinion; they can and do respond to less informed opinions about crime and punishment. As Fishkin notes, British participants in one of his deliberative polls seemed, after their deliberation, to be unrepresentative of British public opinion but “representative of the views the entire country would come to if . . . they actually had a better opportunity to think about the issues” (137). Likewise, because Congress and the president can never know the location of $O_{i}^{*}$, politicians who are responsive to electoral pressures do not necessarily choose the policies the voters want them to.26

This same phenomenon is illustrated by the large literature on the perception of risks. A 1987 EPA study showed that there are vast differences between the way these two groups of people prioritize risks. For example, experts rank indoor air pollution as among the most serious risks
and hazardous waste disposal sites as among the least serious; laypeople reverse that ordering (EPA 1987). Some scholars attribute these differences to value differences between laypeople and experts and to other contextual factors that mediate lay perceptions of risks but not those of experts (Graham and Wiener 1995). There is a growing body of evidence, however, showing that when laypeople can overcome the information deficits they face their preferences over risk reduction priorities tend to look much more like those of experts. For example, a 1991 comparative risk project undertaken by the state of Vermont and the EPA enlisted laypeople to study and deliberate before prioritizing environmental, health, and safety risks. The result was a ranking that was typical of experts’ risk rankings (State of Vermont 1991). Thus, if (1) voters’ preferences are highly information elastic, (2) voters know this, and (3) there are many policy choice situations in which voters’ values tend not to differ significantly from those of agency experts, then it makes sense that voters might often prefer to vest decision-making authority in administrative agencies rather than their elected representatives.27

Accountability and the Risk of Error

However, despite the fact that voters might prefer to have agencies make certain policy decisions, might there still be good reasons to prohibit agency policy-making? That is, even if there are good reasons to suspect that agencies will do a better job than politicians of choosing policies at or near $O_V^*$, one might ask whether that suspicion is wrong. What is the risk associated with placing authority in the wrong hands? The electoral connection argument suggests that if politicians choose poorly at least voters can correct that error through the discipline of the ballot box. This is not so with administrative agencies. Agencies are not directly electorally accountable, and political control of agencies is difficult and costly (Spence 1999a). Therefore, there is a danger—a greater downside risk—associated with agency autonomy. However, that danger is overstated even if political control is difficult and costly. The reason is because in the long run political control is more likely and more effective when the agency has chosen poorly—that is, when it has deviated greatly from $O_V^*$—and less likely and less effective when the agency has chosen well by choosing a policy that is close to $O_V^*$. Why? Recall that the distance between $O_V^*$ and $O_V$ increases as $I_V$ increases. As voters acquire more and more accurate information, they are
increasingly able to judge for themselves whether $O_A$ is a good or poor approximation of $O_V^*$. In the usual case, voters do not acquire enough information to make that judgment. However, when the agency chooses a policy that lies a great distance from $O_V^*$ interest groups and political entrepreneurs who oppose the choice will mobilize. If they suspect that $|O_V^* - O_A|$ is large, those groups and politicians have a strong incentive to supply voters with more information; they will try to increase the salience of the issue among voters because it is to their advantage to do so. (By the same token, it is to their advantage not to try to increase the salience of agency policy choices they favor if they suspect that those choices deviate significantly from $O_V^*$.) Indeed, in a world of scarce resources it would be irrational for an interest group opposed to an agency policy to engage in a sustained lobbying effort against the agency choice if it suspects that $|O_V^* - O_A|$ is small. Of course, this is not to suggest that those agency policy choices are not the subject of lobbying efforts. Interest groups are constantly flooding voters with information designed to move $O_V$ in a favored direction, and voters are constantly filtering, ignoring, and using that information. The important point is that in the midst of all that noise interest groups, strategic politicians, and other information providers (such as the news media) have a systematic incentive to devote more effort to educating voters about agency policy choices that deviate significantly from $O_V^*$.

Because of this relationship between $O_V^*$ and the agency’s policy choice, voters should acquire more information and develop more expertise over time with respect to policy choices that deviate greatly from $O_V^*$. If, as $I_V$ increases, voters discover that $|O_V^* - O_A|$ is great, political momentum to reverse that choice legislatively will grow as political entrepreneurs in Congress or the presidency see electoral benefits to be gained from championing the issue. Similarly, a rational agency will also be more likely to resist change when $|O_V^* - O_A|$ is small (and less likely to do so when $|O_V^* - O_A|$ is large), reasoning that that resistance will tend to lead to increases in $I_V$. That, in turn should provide a disincentive to elected politicians to continue the fight when $|O_V^* - O_A|$ is small. This is a commonly observed dynamic. During the first Reagan administration, environmental interests and their congressional allies successfully opposed the policies advanced by new EPA administrator Anne Burford, despite the president’s electoral margin, perceived deregulation mandate, and personal popularity. Environmental groups suspected (correctly, it turned out) that the Burford EPA was pursuing policies that deviated greatly
from $O_V^*$. By contrast, more recent efforts by business groups and conservative Republicans to reverse or roll back EPA policy choices have been short-lived, and have failed, in part because moderate Republicans have correctly surmised that the EPA policy choices lie closer to $O_V^*$ than the Republican-sponsored alternatives. Thus, in the long run indirect electoral discipline is likely to bring $O_V^*$ closer to $O_A$ over time.

Of course, the long run can be a long time. What about agency policies that deviate from $O_V^*$ in the short run? Can we rely on courts to police this short-run deviation problem? That depends. Sometimes the agency’s policy choice deviates from $O_V^*$ because it reflects the agency’s relatively greater loyalty to its mission (reflecting a large distance between $V_V$ and $V_A$). In that case, courts will usually let agency choice stand. While judicial review is based upon the notion that the agency decision should, first and foremost, be faithful to the statutory mandate, agencies are given wide discretion in interpreting that mandate. However, sometimes the agency’s policy choice deviates from $O_V^*$ because it is contaminated by the agency’s self-interest, for example, by financial gain or through increased jurisdiction or increased enforcement leverage over regulated parties. Then the case for according the agency great deference is less compelling because the decision may be based on factors other than those traditionally used by the courts to justify agency autonomy. Courts accord the agency discretion because agencies have expertise or because agencies seek the president’s or their own ideological goals. Courts do not justify autonomy based upon the agency’s self-interest.

Irrespective of whether agencies tend to choose well (i.e., whether they often approximate $O_V^*$), and whether their poor choices can be corrected in the long run, one might ask whether broad delegations of authority to agencies are consistent with constitutional theory. Perhaps the nondelegation doctrine reflects a constitutional preference for policy-making by elected politicians, one meant to prevent not only poor policy choices but the making of those choices in the first place. In other words, delegation allows government to produce too much law. This argument, however, is misplaced.

First, as others have noted, while the argument I have made here seems to be superficially inconsistent with Madison’s (and the other founders’) design, it is entirely consistent with their concept of democratic theory. The founders sought to create a system in which government could produce decisions that were imperfectly responsive to majority opinion. The Federalist Papers are replete with distinctions between immediate and
permanent preferences and admonitions against government attending too readily to the former and not readily enough to the latter. Madison warned not only of ideologically narrow or geographic factions but also of factions based upon passions. In Federalist 63, Madison makes it clear that government ought to be designed to prevent “temporary errors and delusions” from dominating the decision process and that the “cool and deliberate sense of the community” ought to be reflected in policy choices (Federalist 63). By insulating Senate decision makers from direct electoral pressure (through indirect election and six-year terms) the founders sought to create an environment conducive to deliberation and the development of expertise. In Madison’s words, the electoral accountability of members of the House of Representatives made that body prone to “temporary errors” in which the house might lose sight of its “true interests.” Senators, by contrast, would be able to acquire “a competent knowledge of the public interests,” resist “fickleness and passion,” and have “sufficient permanency” to provide for such objects as require a continued attention (Federalist 63).

Of course, the Senate is no longer insulated from direct electoral pressure in this way. Administrative agencies are. Indeed, many of the traditional justifications for delegating responsibility to administrative agencies echo the concerns of Federalist 63—the need for a decision-making environment in which individuals can devote long-term attention to complex problems. John Rohr has made a careful and persuasive argument that administrative agencies serve the deliberative function that the Senate once did (1986). When voters express a preference for vesting decision-making authority in administrative agencies, they echo the arguments of the founders. In the twenty-first century, only agencies have the opportunity to make fully informed decisions; if it is true that direct electoral pressures promote factionalism and interfere with deliberation, then agency policy-making seems relatively consistent with the view of democratic decision making advanced by Madison and Hamilton.

On the other hand, it is one thing to conclude that agency policymaking is “like” the kind of decision process the founders envisioned for the Senate; it is another to conclude that it serves exactly that same constitutional function. The Senate represents one part of a tripartite constitutional system for producing laws. In the constitutional scheme, each of those bodies must agree to produce legislation: either the House, the Senate, or (absent a legislative override) the president can veto legisla-
tion. When they agree not to make a policy choice, but rather to delegate it to an agency, they circumvent that constitutional process, or so the argument goes. However, the fact that politicians cannot agree on all of the specifics of a policy choice does not undermine their conclusion that some change, within very general boundaries, is desirable (Mashaw 1998). The argument against agency autonomy seems to suggest that Congress ought not to have that option available to it and to promote form over substance. Agency policy-making is efficient in that it offers the opportunity for flexibility and adaptation in policy-making that would not be available were politicians forced to make each and every specific policy choice. Further, the executive power implies delegation. That is, public administration and public management scholars have long viewed as ridiculous the notion that there is some sort of bright line distinction between making and implementing the law. Implementation implies policy choice (Lipsky 1980; Brehm and Gates 1997; Mashaw 1998). These are the reasons we have traditionally offered to explain the creation of the administrative state.

Conclusion

I have attempted to demonstrate that positive theory need not be hostile to the administrative state. On the contrary, it offers a new and precise way to articulate one of the principal rationales for agency autonomy: the notion that expert agencies can sometimes do a better job of giving voters what they want than politicians can. The technology of positive theory offers a useful way of breaking down the choice process and of thinking about the role of information in that process. In so doing, it helps us to understand why policy-making by unelected agencies is consistent with democracy and our constitutional design.
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The John Nalbandian quotation that appears at the beginning of the essay is from a personal communication with the author (1996). Nalbandian, mayor of
Lawrence, Kansas, at that time, was commenting on public attitudes toward a controversial development proposal in Lawrence.

1. Some economists and legal scholars have gone further, suggesting that legislation should be thought of as nothing more than interest group deals and that much of it is designed to provide rents (private benefits) to powerful organized interests. As a consequence, most legislation reduces social welfare (Easterbrook 1983).

2. There were some exceptions to this rule (see Hammond and Knott 1996; Bendor 1995; Bendor and Moe 1985, 1986; and Miller 2000). Other exceptions are found in the literatures on central bank independence (Hassapis 1996; de Haan 1997; Eijffinger and de Haan 1996; and Eijffinger, Hoeberichts, and Schaling 1996) and transaction cost explanations of bureaucratic organization (Williamson 1990, 1991; Moe 1997).

3. Of course, Arrow’s theorem is sometimes interpreted as proving the impossibility of such an analysis.

4. There are at least two different varieties of capture theory. Under one version, capture takes place with the complicity of congressional committees via iron triangles, subgovernments, and the like. Another version argues that after an initial burst of interest in regulation the general public eventually loses interest in agency policy-making, leaving only regulated interest groups to participate in the process. Eventually, the agency is persuaded to adopt the policy preferences of the regulated industry, based in part upon the skewed information set with which the agency is presented (Kolko 1966; Ferejohn 1987).

5. See Krause 1996a for another critique of principal-agent models of this relationship.

6. For example, Douglas Arnold’s model of voter delegation works this way. Voters evaluate the probability that a particular candidate will choose a policy that produces the outcomes voters want based upon an evaluation of the candidate’s past record.

7. This conflates all elected politicians into one decision-making body and assumes that the median voter within that body, the “median elected politician,” controls the outcome of decisions made by that hypothetical body. Of course, that is not how decisions are actually made, though in an era of divided government it might be a fair approximation in that ideological moderates usually must be satisfied in order to produce a government decision.

8. Of course, this assumption sidesteps questions about how agencies decide by treating the agency as a unitary actor. This is not to imply that I think agencies are unitary actors, nor is that assumption crucial to this analysis. For reasons outlined subsequently, I assume that agencies can be said to have preferences that are reflected in the decisions agencies produce, regardless of how individual bureaucrats’ preferences are translated into agency preferences.
9. That is, the distribution of individual preferences is single peaked such that individual utility over choices falls (at the same rate in each direction) as the distance between the individual's ideal point and the selected policy choice grows. Of course, collective (voter or politician) preferences need not be single peaked in order for the collective to make a policy choice.

10. Think of values \( (V) \) as a representation of all the internal forces that determine how an individual translates information into preferences. This is, therefore, a broader use of the term than the dictionary definition.

11. One might argue that this conception of the determinants of preferences is another way in which this model differs from models of participatory democracy, in which external forces (social relations) exert powerful influences on opinion. On the other hand, we can think of values \( (V) \) as representing both internal and external forces that influence public opinion, in which case notions like "civic virtue" might be included within \( V \).

12. This is not to suggest that voter choice is meaningless or that democracy fails as a consequence of voter ignorance. Rather, I mean only to begin with the proposition that voters are relatively ignorant about policy choices—and systematically so—compared to elected politicians and agencies.

13. This description of the information hierarchy implies a deterministic (rather than stochastic) view of the information variable. That is, while I do not assume that information levels are constant, nor is information a random variable. I do assume the continued existence of this information hierarchy, and the conclusions drawn in the "Rejoinders to Electoral Connection Argument(s)" subsection depend upon that assumption.

14. An example of the former type of policy choice might be abortion policy. Policy choices that require technical expertise—like many of those within the jurisdiction of regulatory agencies—are more likely to fall into the latter category.

15. As Lupia and McCubbins (1998) argue, voters can gather information about policy choices from media, interest groups, and other sources. But consistent with Downs (1957), it is irrational for voters to overcome their information deficits for most policy choices. That is, voters remain relatively ignorant deliberately and rationally and are conscious of the fact that their opinions are conditioned on this relative ignorance.

16. It suggests this decision rule if we can conceive of \( V \) as quantifiable or as a point on an ordered dimension.

17. This is the core insight in Lupia and McCubbins's model as well. They argue that voters can assess the trustworthiness of government actors by examining the context in which they speak. For example, if the government actor's position entails "costly effort," indeed, they contend that delegators of authority can design institutions that facilitate reasoned choice by making it costly for agents to lie (1998, 70–76).
18. For example, the Environmental Protection Agency (EPA) has adopted an expansive interpretation of its own authority to enforce the federal Superfund Law, an interpretation that serves the agency’s interests (Spence 1999c).

19. For example, during the latter part of the twentieth century the Army Corp of Engineers, the Federal Energy Regulatory Commission, and the EPA benefited from a series of court decisions that expanded their regulatory jurisdiction by expanding the definition of the term *navigable waters* under the Rivers and Harper’s Act of 1899, the Federal Power Act of 1935, and the Clean Water Act of 1972, respectively.

20. This view depends upon several strong premises. First, it assumes that oversight committees are ideological outliers. Second, it assumes that committees, not the congressional majority, control the tangible ways in which elected politicians influence agencies’ budgets, legislative mandates, and so on. Third, this view assumes that ex post control by committees is effective.

21. McCubbins, Noll, and Weingast (1987) suggest that legislators can minimize the problem of agency drift by clearly defining the agency’s mission and otherwise structuring the agency to adhere to that mission. Indeed, this is one logical ex ante response to the problem of capture, that is, specifying the agency’s mission, coupled with the opportunity for interest groups to hold the agency to that mission using litigation, is one way for legislators to try to guard against capture. There is ample evidence in support of the notion that agencies do a good job of adhering to the original mission and that their values tend to reflect that mission (Spence 1999a).

22. For example, Cary Coglianese has examined interest group participation in rule-making proceedings at the EPA, finding that industry participation dwarfs participation by environmental groups. Yet that overrepresentation does not seem to be translated into influence in the process. (“Challenging the Rules,” 47–51, manuscript on file with author).

23. Of course, the agency’s mission is not static, and so neither are its values. Politicians can and do redefine the agency’s mission. We might expect that redefinition to provoke subsequent changes in the agency’s values. This possibility further minimizes the expected amount of voter drift in any given situation.

24. Indeed, the electoral connection argument maintains that elections redefine the politician’s mission over time.

25. One could argue that the agency’s specialized mission gives voters a clearer picture of $V_{\alpha}$ than they can get of $V_{\beta}$.

26. Some (but not all) of Fishkin’s deliberative polls show that differences of opinion become moderated as a result of the deliberation process. In another deliberative poll conducted in Austin, Texas, he found that, while respondents were split on their support for foreign aid, after deliberation support for foreign aid solidified and they tended to agree with one another more than they had at
the outset. If information deliberation produces more agreement, or with less widely dispersed preferences, we might infer that information and deliberation can produce better decisions.

27. It should be noted that Fishkin advocates the use of deliberative polling to increase citizen participation in politics and to enhance the quality of representation by elected officials. His is not an argument for delegation by the uninformed to the better informed.

28. See Federalist 49, in which Madison argues that "it is the reason, alone, of the public that ought to control and regulate the government. The passions ought to be controlled and regulated by the government."

29. See also Hamilton's arguments in Federalist 6, in which he distinguishes momentary impulses from more permanent interests of the community.

30. Speech of James Madison, June 26, 1787, in Max Farrand, the records of the federal convention of 1787, 1937.

31. Ibid. These same concerns are reflected in Federalist 62 ("the necessity of a Senate is not less indicated by the propensity of all single and numerous assemblies to yield to the impulse of a sudden and violent passion, and to be seduced by factious leaders into intemperate and pernicious resolutions").
Supervisory Roles and Subordinate Compliance

Principal-agent models of hierarchical control (e.g., Alchian and Demsetz 1972; Holmström 1982) emphasize the coercive elements of supervision as the means of inducing subordinate compliance. In this view, supervisors extract work from subordinates by rewarding good workers, that is, those who comply with the supervisor’s preferences, and punishing inadequate performers (Kadushin 1992). The principal’s job is to anticipate the rational responses of agents and to design a set of incentives such that the agents find it in their own interest (given the incentive system) to take the best possible set of actions (from the principal’s perspective). These models assume that the principal’s ability to induce compliance is constrained by asymmetric information regarding the agent’s effort (moral hazard) or ability (adverse selection).

As we have previously found (Brehm and Gates 1997), the coercive abilities of supervisors are limited by more than informational asymmetry. We have found that the coercive capacity of most supervisors is much less important as an influence over subordinate compliance than the subordinates’ preferences, the selection process, intersubordinate learning, and contacts with clients (Brehm and Gates 1993, 1997). The demonstrated weakness of supervisory coercion leads us to reexamine the nature of the supervisor-subordinate relationship. If we dispense with the
coercive capacities of supervisors, does this leave other supervisory functions as potential levers on subordinate compliance?

Organization theorists writing about hierarchical control have long suggested that the supervisor’s role in inducing compliance is not limited to coercion. Chester Barnard (1938) suggested that supervision is a combination of potential functions. Supervisors provide a system of communications, promote the securing of essential efforts, and formulate and define purpose (217). The coercive aspect of supervision is only one means of achieving these functions. Supervisors may act as “teachers” in helping subordinates to identify more efficient ways to accomplish what is in both of their interests. In exhorting subordinates to identify with the mission of the organization, a supervisor may take on the role of “preacher” (an elaboration of Kreps [1984] 1990). A supervisor is a “recruiter” when he or she hires subordinates who share his or her preferences for work (Carpenter 1997; Johnson and Libecap 1994). A “participant” supervisor is also a contributor to work. Supervisors also provide “support,” providing political cover so that subordinates can work. Finally, supervisors must execute the role of “coordinator,” applying sanctions and rewards to encourage greater work on more productive tasks. Obviously, this list of supervisory roles is not complete and some are potentially contradictory. However, we believe these roles point to an expanded view of supervisors, their tasks, and their ability to persuade subordinates.

The principal contribution of this essay is to examine the supervisor as coordinator within a public bureaucracy, a role that is consistent with both principal-agency approaches and organizational theory. In this role, the supervisor must define and allocate tasks across subordinates (Wilson 1989). Tasks define what it is that bureaucrats, and hence bureaucracies, do. The challenge for the supervisor as coordinator is to match the right subordinates with the right tasks. This requires that subordinates be given tasks that they prefer. However, a perfect match is doubtful, since a subordinate is likely to receive a bundle of tasks, some of which are preferred and some not. What is the capacity of supervisors to coordinate subordinate work across a variety of tasks?

The change in our approach from the simple working/shirking dichotomy to a range of tasks offers many advantages. One advantage is that by looking at specific tasks rather than cumulative time spent in “working” we can permit a much more nuanced understanding of what it is that public bureaucrats do. Our previous analysis of working and
shirking by police officers required that we collapse together all tasks that lead toward production when there is obviously considerable variation in the form of those tasks. It is of considerable interest to the supervisor to know whether his or her subordinates are devoting the majority of their time to mobile dispatches at the expense of time spent on paperwork. Further, the notion of “tasks” as the unit of bureaucratic effort squares much more cleanly with organizational theory on routines (e.g., Steinbruner 1974) and bureaucratic politics literature (e.g., Wilson 1989). Finally, by switching to an analysis of time spent among different forms of working, we reduce the sensitivity of our results to the potential for effects of the observer upon the performance of the subordinate. That is, while the amount of time spent working probably increases when the subordinate is being observed, the amount of time allocated to any particular form of work is probably less sensitive to observation.

We expand upon the working/shirking dichotomy by examining the compliance of public bureaucrats across multiple tasks, and we choose police officers as the bureaucrats to study. By examining the amount of time a police officer allocates to specific tasks, we have an opportunity to evaluate the supervisor’s role in both maintaining subordinate compliance and coordinating work effort. Based upon our previous models of supervision, we believe that subordinate work across tasks will be a function of supervisory coercion, subordinate preferences, and the solidarity attachments of subordinates. Although the findings here relate specifically to police work, we believe that they are generalizable to the behavior of bureaucrats in other contexts. In our previous analyses (Brehm and Gates 1997), we found strong similarities across a wide variety of bureaucrats, from police officers to social workers to federal civil servants.

We proceed in three parts. We begin with an explication of propositions derived from two of our previously published models that attempt to explain why subordinate bureaucrats behave the way they do and who influences them. The first of these models, the enhanced principal-agent (EPA) model, recasts agents’ efforts toward the production of output by assuming that the utility of work for individual agents varies across tasks. This model assumes that agents’ behavior is influenced by a broader set of incentives than simply the flow of residuals. A second model, an imitative model, draws on social psychological theories of organizational compliance in order to develop a model of intersubordinate learning.
Next we present our data set and explicate a statistical model for the analysis of time allocation across tasks. We then present the findings from the estimation of our model of supervision. Finally, we discuss the implications of our results for understanding both the analysis of time allocation and, most importantly, the theory of bureaucratic supervision.

**Supervisors as Agency Coordinators**

James Q. Wilson writes that “People matter, but organization matters also, and tasks matter most of all” (1989, 173). However, we know little about how tasks are allocated in an organization. What role do supervisors play in this allocation? In what capacity do supervisors serve as coordinators and facilitators of subordinates’ work on different tasks? The traditional principal-agent model features agents’ decision to work or shirk. (In Brehm and Gates 1997, we expanded the options available to subordinates to include sabotage, the act of producing negative output.) In this essay, we consider variation among the tasks available to subordinates, where the tasks vary in desirability to both the supervisor and to the subordinate. The key question is similar to that posed in our prior analysis: what accounts for the amount of time that subordinates devote to each task? We study the role of supervisors as coordinators by looking through the lenses of our two models, the enhanced principal-agent game and the imitative model, which are summarized here and presented elsewhere in greater detail (Brehm and Gates 1994, 1997).

**The EPA Game**

The EPA game models the strategic interactions between a supervisor and subordinates in order to provide greater insights into the problem of supervision and compliance in a bureaucratic setting. In terms of task allocation, the game begins with a supervisor deciding which subordinates should work on what policies. Every subordinate is given several assignments to maximize the supervisor’s production goals. To do this, the supervisor attempts to match the “best” person to each task. In turn, each subordinate decides how he or she will allocate his or her time across these assigned tasks. Supervisors then must determine how and whom to supervise, given limited supervisory resources and the fact that some subordinates respond to supervision and some do not. The next time a supervisor decides who will do what, he or she takes into account how subordinates allocated their time and how responsive they were to super-
One of the central assumptions of the EPA model is that the marginal effect of supervision on subordinate work inputs is a function of how amenable a subordinate is to supervision and the difference between the amount of work input by the subordinate toward a particular task and the amount of work input desired by the supervisor. (We assume that supervisors desire at least as much work from their subordinates as a subordinate would provide if left unsupervised.) Amenability is assumed to vary from subordinate to subordinate, but since we are not modeling responsiveness to supervision dynamically, we treat amenability to be given for an individual.¹

To identify the equilibria for the EPA game, we explore the two main cases evident in the game. The first case arises when the difference between work desired by the supervisor and work provided without supervision is less than the marginal cost of supervision. This situation arises whenever the subordinate and the supervisor agree as to how much time to invest in a particular task, whether a great or little amount. This equilibria is pooling on type (meaning that there is no way to differentiate responsive from unresponsive subordinates).

The second case arises under the opposite condition, namely, when the difference between work desired and unsupervised work is greater than the marginal cost of supervision. If this condition holds, we can identify separating equilibria on type. Supervisors are able to identify responsive and unresponsive subordinates. If the subordinate is sufficiently unresponsive, no supervisory time is allocated. In other words, a supervisor will not waste time supervising an “insubordinate” subordinate, since the marginal costs exceed the marginal benefits associated with bureaucratic outputs.² Responsive subordinates, on the other hand, are supervised. Given that the marginal benefits of bureaucratic output are greater than the marginal costs, it is in a supervisor’s interest to supervise a responsive subordinate.

From these equilibria generated by the EPA model we are able to derive the following testable propositions regarding subordinate work across tasks.

- If subordinates are indifferent between tasks (forms of work) and are homogeneously responsive to supervision (across tasks),

---

¹ Brehm and Gates 1997, chap. 2.
² Brehm and Gates 1997, chap. 2.
then subordinates allocate greater work to tasks that receive greater supervision.

- If subordinates are not indifferent between tasks and are homogeneously responsive to supervision, subordinates allocate time to preferred activities, (largely) independent of supervision.
- If subordinates are indifferent between tasks but are heterogeneously responsive to supervision, subordinates allocate time to tasks for which they are more amenable to supervision.
- If subordinates are not indifferent between tasks and are heterogeneously responsive to supervision, subordinates will separate according to type. Nonresponsive subordinates will allocate time to preferred activities, and responsive subordinates will allocate time to activities for which they receive supervision.

The Imitative Model

The imitative model traces its origins to social psychological models of compliance and persuasion. Two central concepts are emphasized, social proof and consistency. Both concepts come into practice whenever a subordinate faces a request from a supervisor. In terms of consistency, the subordinate bureaucrat will ask “what have I done in the past?” As for social proof, the subordinate asks “what are others like myself doing?” If the subordinate is facing an uncertain or ambiguous situation, imitation serves as a simple and direct information shortcut. These two central concepts are used to model how subordinates learn to respond to supervision by imitating one another.

Several factors influence the final distribution of work allocations by subordinates after many iterations of the simulated model. The adaptation of the bureaucrats is nonlinear and contingent on four discrete sets: the available set of responses to a policy, responses at first iteration, disposition toward a policy, and connections among bureaucrats and supervisors. We also consider supervisory tolerance for noncompliance and the level of sanction he or she applies to shape subordinate performance.

The imitative model simulation offers several conclusions for understanding task assignment and the role of a supervisor as coordinator. The central finding is that the more individual subordinates look to fellow subordinates for information about how to respond to a rule the greater the degree of conformity between subordinates. In turn, several factors influence the degree to which subordinates imitate one another, includ-
ing the observability of subordinate actions, the level of uncertainty subordinates face, the frequency of contact between subordinates, the policy predispositions of subordinates (both the mean and variance), and the utility subordinates derive from working on a particular task. From these relationships, we are able to derive several propositions regarding the allocation of subordinate time across tasks.

- As the observability between subordinates increases, conformity of allocation of time across tasks increases (due to either information search or coercion by subordinates).
- As supervisors are better able to observe subordinate activity, subordinates allocate greater time to supervisors’ preferred tasks (but see the “Data” section, which follows).
- Subordinates are more responsive to functional and solidary preferences than they are to supervisory coercion.
- As the number of tasks increases, uncertainty increases, and subordinates increasingly conform.

Data

The specific data at hand come from the 1977 Police Services Study, conducted by Elinor Ostrom, Roger Parks, and Gordon Whittaker in three cities (Rochester, St. Louis, and St. Petersburg). The study combined multiple methods, including observations of police officers’ behavior during their shifts. The observational data provide an excellent opportunity to test our propositions about the allocation of time across tasks. At the conclusion of each shift, the observer recorded the amount of time officers spent on a total of eleven tasks (the italicized phrase or word denotes our label in subsequent graphs).

1. Time spent on administrative duties (Adm)
2. Time spent on report writing (Rept)
3. Time spent out of car for foot patrol (not on an encounter or dispatched run) (Foot Pat)
4. Time spent on routine mobile patrol (Mob Pat)
5. Time spent at or en route to an encounter or dispatched run (Run)
6. Time spent on mobile traffic work (radar, vascar, etc.) (Mob Traf)
7. Time spent on stationary traffic work (radar, etc.) (Stat Traf)
8. Time spent on meals and other 10–7 breaks (Meal)
9. Time spent on mobile personal business (Mob Pers)
10. Time spent on stationary personal business (Stat Pers)
11. Time spent on other stationary police work (surveillance, stakeout, etc.) (Other)

We apply two different means for examining the amount of time an officer devotes to different tasks. The first of these, the “ternary” diagram, is most useful when one collapses the distribution of time across tasks into three categories. Here we consider time spent on personal business (meals and stationary and mobile personal business), time spent completing paperwork (administration, reports), and time spent policing (mobile and stationary traffic, runs, mobile and foot patrol, and other). The collapsing of time into three tasks corresponds nicely with a division into a police officer’s principal responsibilities (policing and paperwork) plus a category denoting time not devoted to responsibilities. In our previous analysis (Brehm and Gates 1993, 1997), we facetiously referred to these as “donut shops” (shirking, here measured as time spent on personal business) and “speed traps” (working). In the present analysis, we divide time spent working between the categories of policing (speed traps) and paperwork.

If the amount of time spent on tasks is transformed into percentages of total time and total time is constrained to sum to 1, then the data are arranged on what is known as a simplex. One could produce a three-dimensional scatterplot of the data across the three dimensions of tasks, but all of the points would fall on the triangular plane intersecting the three axes at 1.0 (fig. 1). Instead, we focus solely on the triangular plane displayed in figure 2.5

The figure makes it quite clear that the majority of these officers’ time is devoted to policing. The mode of the distribution is quite close to the extreme lower right corner, although there is a fair amount of dispersion throughout the lower right trident of the ternary diagram. Only five officers spent a plurality of their time on personal business, running counter to stereotypes about police behavior. Eight officers devoted a plurality of their time to paperwork, including one officer who spent the entire shift on paperwork. There are also some interesting edge conditions—officers who divided their time between either policing and paperwork or policing and personal business.
The second graphical display (fig. 3) involves use of a novel technique called the checkerboard plot. Each officer is displayed as a vertical column of rectangles (here, quite thin—nearly lines—since we need to display more than nine hundred officers’ shifts). Each row of rectangles corresponds to one of the eleven tasks (e.g., mobile patrol or meals). We shade each rectangle with a percentage of gray to denote the amount of time devoted by the officer to that task: rectangles that are completely...
white denote those tasks on which an officer spent zero time; rectangles that are completely black denote those tasks to which the officer devoted his or her entire shift; and those that are gray denote those tasks on which the officer spent some middling fraction of time. The darker the gray the more time was devoted to the task.

As is readily apparent from the checkerboard plot, police officers spend the majority of their days confined to two tasks: mobile patrol and on route to an encounter. Officers spend the least amount of their time on foot patrol and mobile and stationary traffic. Officers spend middling amounts completing reports or performing other administrative duties as well as on meals or stationary personal business. (The meals category is in third place, on average, although it is distantly behind runs and mobile patrol).

As is also apparent, these patterns are strikingly homogeneous across the more than nine hundred police officers in the three different cities. Although one can identify individuals who devote a plurality of time to administration and reports (the dark lines in those sections of the plot), as well as those who spend nearly twice as much time at meals than other officers, the general pattern here is one of uniformity, not variation.

This pattern of results is consistent with several of the conditions of the EPA and imitative models. The strong pooling equilibrium at work in the three cities (convergence on runs or mobile patrol) could be produced under the first and third hypotheses of the EPA model: it could be that the subordinates are either largely indifferent between tasks or fairly responsive to supervision. The mean behavior is also consistent with the logic of the imitative model, which generates a high degree of conformity as a result of intersubordinate contact and high solidary preferences.

Fig. 3. Checkerboard plot of actual distribution of time spent on simplex, 1977 police data
To test the propositions of the EPA and imitative models, we require the following measures as explanatory variables. We need measures of the amount of supervision supplied. Here we use the number of contacts with the supervisor as the measure. Although we do not know how the supervisor is spending his or her time with the subordinate, the amount of contact is an excellent proxy for the amount of time available for supervision. (The EPA model explicitly treats supervisory time as a constrained budget, while the imitative model does not.) Note also that our use of the measure of the frequency of contact does not explicitly capture the duration of contact. One could reasonably suppose that the least responsive bureaucrats receive not only more frequent but longer periods of contact with their supervisors than more responsive bureaucrats do.

In addition, we include a dummy variable for radio contact to denote how observable the officer is to the supervisor. The imitative model explicitly models the supervisor’s ability to observe subordinate output (although it predicts that observability is only weakly related to increased effort). We also need measures of the subordinates’ preferences for work. Both the EPA and imitative models argue that subordinate preferences directly affect the amount of time spent on work. Here we use whether the subordinate expressed “functional” likes or dislikes (specifically commenting in the positive or negative about the responsibilities of officers). The imitative model argues that intersubordinate contacts influence performance. We employ a count of the number of contacts with fellow officers and whether the officer expressed a “solidary” like or dislike.

**Inferential Methods for Analysis of Time Allocation**

Suppose that one has a record for each bureaucrat \( i \) of the proportion of total time that the bureaucrat spends on each task \( j \), denoted \( y_{ij} \). Suppose further that the list of tasks \( 1 \ldots J \) are mutually exclusive and exhaustive and that a minimum amount of time is spent on each task. By definition, then, both of the following hold.

\[
y_{ij} > 0, \quad \forall j = 1 \ldots J \tag{1}
\]

\[
\sum_{j=1}^{J} y_{ij} = 1. \tag{2}
\]

These two features mean that the allocation of time across tasks \( y_{ij} \) constitutes a simplex. Mathematical features of a simplex will mean that
the distributions of the \( y_{ij} \) are not fully independent. For example, if one knows the values of \( y_{i1} \) up through \( y_{i(j-1)} \), then one knows the value of \( y_{ij} \). In the simplest case, let \( y_{ii} \) describe the amount of time spent working; if “shirking” constitutes any time that is not spent working, then \( y_{i2} = 1 - y_{ii} \). When the number of tasks increases beyond 2, the relationship is no longer as immediately straightforward—increased time spent on task 1 means less time for the remaining tasks but not necessarily any one particular remaining task—but it is still constrained. Similar problems are evident in any situation in which a variable is characterized by multiple outcomes that sum to unity for each observation.\(^6\) Problems in this general class are referred to as “compositional data analysis” (Aitchison and Shen 1980; Aitchison 1986; Katz and King 1999). We consider one main variant of compositional data analytic strategies, the Dirichlet.

One relatively simple solution begins from an assumption that each stream of tasks is produced by an independent process. Suppose \( y_{ij}^* \) represents the hours in a week devoted by bureaucrat \( i \) to task \( j \) and that \( y_{ij}^* \) is distributed as \( J \) independent gamma random variates with shape parameters \( \nu_1 \dots \nu_J \). The probability density function for the gamma distribution is

\[
y_{ij}^* = f_{\gamma}(Y_{ij}^*|\nu_j) = y_{ij}^{\nu_j-1} \exp(-y_{ij}^*) \frac{1}{\Gamma(\nu_j)},
\]

The mean and variance for the gamma pdf are both \( \nu_j \), and when the shape parameters are integer the distribution is also known as the Erlang distribution.

The total hours in the week is \( T_i = \Sigma y_{ij}^* \). The proportion of time devoted to each task is then \( y_{ij} = y_{ij}^*/T_i \). The proportion of time devoted to each task is distributed according to a Dirichlet distribution.

\[
(y_1 \dots y_J) = f_D(Y_1 \dots Y_J|\nu_1 \dots \nu_J) = \frac{\Gamma(\sum_{k=0}^J \nu_k) \prod_{k=1}^J y_k^{\nu_k-1}}{\prod_{k=0}^J \Gamma(\nu_k) \prod_{k=1}^J y_k^{\nu_k-1}},
\]

where

\( \nu_j > 0, \quad \forall j = 1 \dots J \).
One can reparameterize the \( v_j \) in terms of explanatory variables and coefficients with simple exponentiation.

\[ v_j = \exp(X\beta_j), \]

where the effect parameters \( (\beta_j) \) vary by task and the \( X \) may or may not be the same set of explanatory variables (identification for the system is accomplished through covariance restrictions, detailed later, and through functional form). If one assumes that the observations are distributed identically and independently, then the log-likelihood for the reparameterized Dirichlet is

\[
\ln L(\beta | X, y) = \sum_{i=1}^{N} \left[ \ln \Gamma \left( \sum_{j=1}^{J} e^{X\beta_j} \right) + \sum_{j=1}^{J} e^{X\beta_j} \ln y_j - \sum_{j=1}^{J} \ln \Gamma \left( e^{X\beta_j} \right) \right].
\]

(Note that we assume that intersubordinate influence is entirely captured by the intersubordinate contact and solidarity preference measures in order to sustain the independence part of the IID assumptions). This log likelihood is easily optimized with a statistical package such as Gauss.

Several features of the Dirichlet lend themselves to some desirable properties for purposes of interpretation. The Dirichlet is a multivariate generalization of the Beta distribution (which we use extensively in our analysis of the allocation of time across two “tasks” (working and shirking) in Brehm and Gates 1997. As such, it is a highly flexible distribution permitting multiple modes and asymmetry. Further, the moments are easily found. Let \( v^* = \sum_{j=1}^{J} v_j \). The mean of the amount of time spent on task \( j \) is

\[ \mu_j = \frac{v_j}{v^*}. \]  

The variance of time spent on task \( j \) is

\[ \text{var}(y_j) = \frac{v_j(v^* - v_j)}{v^*2(v^* + 1)}, \]

and the covariance of time spent on tasks \( k \) and \( m \) is

\[ \text{cov}(y_k, y_m) = \frac{-v_k v_m}{v^*2(v^* + 1)}. \]
Since all the $v_j$ are positive, this means that the covariance of time spent on any pair of tasks $k$ and $m$ is negative or that any increase (decrease) in time spent on one task necessitates a decrease (increase) in time spent on every other task.

This property of the Dirichlet distribution is the first sign that there are hidden assumptions in the Dirichlet that may warrant another selection of distributional assumptions. Aitchison (1986) writes:

> It is thus clear that every Dirichlet composition has a very strong implied independence structure and so the Dirichlet class is unlikely to be of any great use for describing compositions whose components have even weak forms of dependence. . . . This independence property, which holds for every partition of every Dirichlet composition, is again extremely strong, and unlikely to be possessed by many compositions in practice. For example, one implication of it is that each ratio $x_i/x_j$ of two components is independent of any other ratio $x_k/x_l$ formed from two other components. (60)

What remains to be seen, however, is just how sensitive the analysis of composite data is to this particular “strong” independence of irrelevant alternatives (IIA) assumption. As we will demonstrate, the Dirichlet estimates turn out to be quite adequate for general prediction of the amount of time the officers in this sample devote to the different tasks.

The irony is that the Dirichlet distribution, like the Beta distribution, is capable of considerable variation in potential distributions of allocation of the compositions. Figures 4–7 demonstrate simulated Dirichlet distributions for varying selections of the parameters. It is possible to generate, among other forms, Dirichlet distributions that are uniformly dispersed (fig. 4), unimodal and centered (fig. 5), unimodal and off center (fig. 6), or multimodal and skewed (fig. 7).

Our selection of the Dirichlet is motivated by two distinct rationales. One is that the flexibility of the Dirichlet and relatively easy optimization (even for many equation systems) allow us to explore the task allocation problem at a high degree of disaggregation. In this sense, we chose the Dirichlet because of its tractability and good fit to the data. The second motivation is that the Dirichlet can be thought of as an outcome of some $k$ gamma processes. In a separate work, we document that one can view the task allocation problem as a cooperative game where the supervisor encourages subordinates to work on the basis of the allocation of
perks, represented as integer units (Brehm and Gates 1999). This stream of integer allocations would constitute a gamma process.

**Results**

Tables 1 and 2 display the maximum likelihood estimates for the Dirichlet distributions of the collapsed three-category and expanded eleven-category models, respectively. Positive signs on the coefficients indicate that an increase in the variable corresponds to an increase in the level of
work. Frankly, more nuanced direct interpretation of the coefficients across even the simpler three-category model is cumbersome and across the eleven-category model even more so. Still, one should note that most of the variables are statistically significant for most of the equations, clearly so for the equations for “reporting” and “mobile patrol.” Most of the time, the likes and dislikes are oppositely signed, which is sensible, although for the reporting equation all of the likes and dislikes are positive.

Because of the difficulties of providing more qualitative interpretation of the coefficients, our principal method for displaying the results of the Dirichlet analyses of time allocation is a form of computer simulation. We feature the Dirichlet analysis in this section. The process first requires that we generate estimates of the relevant parameters for each distribution based upon our estimated coefficients and selected values for the regressors and then generating vectors of random numbers drawn from the correct distributions with those parameters.

For the Dirichlet, the method works as follows (here using the mean values of the regressors for illustration). First compute the parameters \( \nu_j^* \) for each task \( j \) from the equation

\[
\nu_j^* = \exp(\hat{\beta}_{0j} + \hat{\beta}_{1j}x_{1j} + \cdots + \hat{\beta}_{kj}x_{kj})
\]

for each of the \( k \) regressors. Then draw 1,000 observations of \( y_j^* \) from the gamma distribution with shape parameter \( \nu_j^* \). Each of the \( y_j^* \) are independent. To scale the gamma variates to the simplex, simply divide by their sum.

\[
y_j = y_j^* / \sum_{i=1}^{l} y_{j,i}^*.
\]

TABLE 1. Dirichlet Estimates for Allocation of Time Devoted to Tasks (collapsed), 1977 Police Data

<table>
<thead>
<tr>
<th>Variable</th>
<th>Paperwork</th>
<th>Policing</th>
<th>Personal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>.51*</td>
<td>2.37*</td>
<td>.86*</td>
</tr>
<tr>
<td>Patrol contacts</td>
<td>.01</td>
<td>.02*</td>
<td>.02*</td>
</tr>
<tr>
<td>Supervisor contacts</td>
<td>.04*</td>
<td>-.00</td>
<td>-.02</td>
</tr>
<tr>
<td>Radio contact</td>
<td>.00</td>
<td>.02*</td>
<td>.01</td>
</tr>
<tr>
<td>Functional likes</td>
<td>-.22*</td>
<td>-.18*</td>
<td>.02</td>
</tr>
<tr>
<td>Functional dislikes</td>
<td>.03*</td>
<td>.09*</td>
<td>.02</td>
</tr>
<tr>
<td>Solidary likes</td>
<td>.02</td>
<td>.06*</td>
<td>.05*</td>
</tr>
<tr>
<td>Solidary dislikes</td>
<td>.05*</td>
<td>.16*</td>
<td>.14*</td>
</tr>
</tbody>
</table>

\( N = 944. \)

*indicates coefficient statistically significant at \( p < .05. \)
<table>
<thead>
<tr>
<th>Variable</th>
<th>Adm</th>
<th>Stat Traf</th>
<th>Rept</th>
<th>Meal</th>
<th>Run</th>
<th>Other</th>
<th>Foot Pat</th>
<th>Mob Pat</th>
<th>Stat Pers</th>
<th>Mob Traf</th>
<th>Mob Pers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.49*</td>
<td>-1.06*</td>
<td>0.41*</td>
<td>-0.97*</td>
<td>-1.06*</td>
<td>-0.93*</td>
<td>-0.02</td>
<td>1.38*</td>
<td>-0.24*</td>
<td>0.87</td>
<td>-0.36</td>
</tr>
<tr>
<td>Patrol contacts</td>
<td>0.01</td>
<td>0.00</td>
<td>0.06*</td>
<td>0.00</td>
<td>0.04*</td>
<td>0.01</td>
<td>0.00</td>
<td>0.04*</td>
<td>0.03*</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Supervisor contacts</td>
<td>0.02*</td>
<td>-0.01</td>
<td>0.08*</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.04</td>
<td>-0.04*</td>
<td>-0.07*</td>
<td>-0.02</td>
<td>-0.01</td>
</tr>
<tr>
<td>Radio contacts</td>
<td>0.01</td>
<td>0.03*</td>
<td>0.08*</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.09*</td>
<td>0.10*</td>
<td>0.03*</td>
<td>0.07*</td>
</tr>
<tr>
<td>Functional likes</td>
<td>-0.16*</td>
<td>-0.07*</td>
<td>0.20*</td>
<td>0.00</td>
<td>0.01</td>
<td>-0.06*</td>
<td>-0.25*</td>
<td>-0.11*</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.15*</td>
</tr>
<tr>
<td>Functional dislikes</td>
<td>0.02</td>
<td>0.05*</td>
<td>0.13*</td>
<td>0.02</td>
<td>0.03*</td>
<td>0.03</td>
<td>0.03</td>
<td>0.00</td>
<td>-0.07*</td>
<td>0.01</td>
<td>0.12*</td>
</tr>
<tr>
<td>Solidary likes</td>
<td>0.01</td>
<td>0.00</td>
<td>0.07*</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.07*</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.04*</td>
</tr>
<tr>
<td>Solidary dislikes</td>
<td>0.03*</td>
<td>0.03</td>
<td>0.08*</td>
<td>0.05*</td>
<td>0.03</td>
<td>0.05*</td>
<td>-0.02</td>
<td>-0.05*</td>
<td>0.05*</td>
<td>-0.01</td>
<td>0.06*</td>
</tr>
</tbody>
</table>

\( N = 944. \)

*indicates coefficient statistically significant at \( p < .05. \)
Figure 8 displays a simulated draw from the Dirichlet for the parameters computed at the mean. Clearly, this simulated distribution of time allocation comes quite close to the actual distribution (fig. 2). The mode of the simulated distribution falls approximately at the same location as the mode of the actual distribution (i.e., significantly skewed toward policing). The spread of the estimated distribution mimics the spread of the actual distribution, covering most of the lower-right trident. At the same time, the simulated distribution is missing some of the more striking features of the actual distribution. The simulated distribution does not capture the edge cases, neither the extreme outlier for time on paperwork, nor any of the cases that fall strictly between two tasks (either paperwork and policing or policing and personal business). Still, one would have to regard the Dirichlet distribution as one that replicates the actual distribution to a high degree.

Figure 9 presents the checkerboard plot of the simulated Dirichlet results, evaluated at the mean. While the ternary diagram leads one to conclude that officers spend the majority of their time policing, the checkerboard plot makes clear how officers spend time in the division of tasks within the category of policing.

As is consistent with the actual distribution of police officers’ time-at-task, the simulation based on the mean values predicts that officers will spend the vast majority of their time on either runs or mobile patrol. Other forms of policing fall significantly behind. Unlike the actual distribution of time-at-task, the simulation based on means overpredicts the
amount of time that officers spend on static traffic duty. The Dirichlet estimates slightly underpredict the amount of time that officers spend on reports or administration, although it has the correct balance between the two forms of paperwork (i.e., more time is spent on reports). The model correctly predicts the amount of time that officers spend on meals, although it slightly overpredicts the amount of time spent on static personal business. Clearly, the Dirichlet estimates reproduce the actual distribution of time across the eleven tasks with great faithfulness.

The most interesting results will appear when we generate new simulations based upon selected values of the independent variables. Although we are not able to provide direct tests for the propositions developed here, we are able to examine the importance of supervisor observability (a key feature of principal-agency models is the extent to which action is hidden), subordinate observability (consistent with the ideas of the imitation model), and subordinate functional and solidary preferences. In the ternary plots of the simulated Dirichlets, we will show what happens at the maximum levels of the variables in question. With the checkerboard plots, we can simulate increasing levels of the variables, moving from left to right in the graphs.

What happens when the subordinate police officers are maximally observable to their supervisors? This situation ensues when the subordinates are in radio contact and when they have had the maximum number of contacts with the supervisor (twenty-one in this sample). (Note that we cannot ascertain the nature of the contact with the supervisor. This contact could have included specific requests for specific tasks to be completed, such as paperwork or policing; may have led to the imposition of formal or informal sanctions; or could have been strictly incidental.) Figures 10 and 14 display the simulated effect of being maximally observable.
The results of being under supervisory observation are hardly surprising. The variance of the distribution clusters away from time on personal business, suggesting a significant effect of supervisors on deterring shirking. Furthermore, the distribution of working tasks shifts away from policing and toward both paperwork and stationary traffic duty. Supervisors clearly have an influence on how subordinates allocate their time across policing and administration. Furthermore, as illustrated by the checkerboard plot, the greatest effect of increased supervision is upon in-
creased time spent completing reports, not on administration, and a significant reduction of the amount of time spent on personal business, meals especially.

The more complicated checkerboard plot reveals that supervisors have a significant role in encouraging subordinates to distribute time over a wide variety of tasks. In contrast to the simple work-shirk split, the supervisors exercise a high degree of influence over the subordinates’ choices among different forms of work.

A similar figure may be produced to display the effect of being observable to fellow subordinates (figs. 11 and 15). In the present analysis, this entails raising the number of contacts with fellow officers to its maximum (thirty-one). As with the figure for officers maximally observable to supervisors, there is a pronounced shift toward increased time spent on paperwork. In fact, not only is there a greater increase in the amount of time spent on paperwork, but the dispersion of the distribution is
noticeably more concentrated. This concentration is especially apparent in the checkerboard plot (fig. 15). There is an additional concentration that was somewhat obscured in the ternary plot: subordinates who have a great deal of contact with each other are much less likely to spend time on meals, which one would have to classify as a form of shirking.

Why would we see such strong effects? We think there are two classes of explanation. One follows from the first proposition, derived from the imitative model: under greater subordinate observability (presuming conditions of uncertainty about appropriate time allocation), subordinates are more likely to conform in their behavior. This explanation could account for the lesser dispersion but not the shift of the mean, however. The second explanation depends on a variety of the collective goods problem. Ask any bureaucrat, and he or she will tell you that the least desirable part of his or her job is completing paperwork. The police officers’ condition not only requires completing reports on each meaningful activity during

Fig. 16. Simulated Dirichlet when officers are most satisfied with squad

Fig. 17. Simulated Dirichlet when officers are most satisfied with job
the day but that the task be completed for each partnership of officers. If an officer fails to complete the report, then the task falls to that officer's partner. What we believe we are demonstrating is that greater contact with fellow subordinates encourages officers to devote more time to the completion of mutually disliked tasks.

The other side of our propositions revolved around subordinate preferences. Although the present data collection permits only a modest evaluation of the effect of preferences, there is supporting evidence. During the shift, if the officer mentioned that he or she was satisfied (or unsatisfied) with the squad, we recorded this as a “solidary like” (or dislike). Similarly, if the officer mentioned that he or she was satisfied (or unsatisfied) with various functional aspects of the job (preventative checks at houses and businesses, maintaining visibility for residents, and satisfaction with the beat), we recorded this as a “functional like” (or dislike).

Figures 12 and 15 demonstrate the effect of strong solidary preferences on the allocation of work. As with the other figures, the officers spend the majority of their time on runs or mobile patrol. There is a very slight increase in the amount of time spent on paperwork and a very slight decrease in the amount of time spent on meals. What this implies is that intersubordinate contact exercises a different effect from solidary preferences—seeing one's fellow officers frequently is quite different from developing strong positive relations with them. The difference between the two plots also supports the idea that intersubordinate contact is a way for officers to resolve the collective production problem instead of copying the behavior of people with whom one has a positive relationship.

Similarly, figures 12 and 16 display the effect on the simulated distribution of time across tasks when officers are most satisfied with their jobs. Like the previous three, there is a marked increase in the amount of time spent on paperwork. In this simulation, however, there is also evidence of an increase in the amount of time that officers spend on personal business: the distribution is more dispersed, and there are even two (simulated) officers who devote a plurality of their time to personal business. There are also a greater number of officers who devote a greater fraction of their time to paperwork. The checkerboard plot (fig. 16) is the most evenly gray of all the plots, indicating a roughly equal allocation of time across many tasks. In other words, heterogeneous preferences lead to heterogeneous performance.

Given the structure of each of the propositions associated with the
EPA model, we first need to assess whether or not subordinates are indifferent between tasks and then determine whether subordinates are homogeneously or heterogeneously responsive to supervision. Figure 12 shows that police officers are not indifferent between tasks and heterogeneously responsive to supervision. While we do not find a clear differentiation of task allocation, we do see a good degree of differentiation when controlling for various other factors. These conditions indicate that we should be evaluating the fourth proposition derived from the EPA model: if subordinates are not indifferent between tasks, and are heterogeneously responsive to supervision, subordinates will separate according to type. Nonresponsive subordinates will allocate time to preferred activities, and responsive subordinates will allocate time to activities for which they receive supervision.

The EPA model, and this proposition in particular, make predictions about conditions for pooling and separating equilibria, which follow through in the four checkerboard plots. Two of the conditions generated pooling equilibria: both the high intersubordinate contact and high solidarity preference plots were reduced to a small subset of the tasks. This is consistent with officers with relatively homogeneous preferences and responsiveness. Two of the conditions generated separating equilibria: both the high supervision and high functional preferences plots yielded a more diverse set of activities, especially for the high supervision plot. This is consistent with the surmise that officers have heterogeneous preferences and especially are heterogeneously responsive to supervision. Indeed, the EPA model emphasizes that those subordinates who are responsive to supervision will be the ones who are supervised. Those unresponsive to supervision will be left alone.

We are able to more directly evaluate one of the propositions derived from the imitative model. As noted earlier, we find very strong support for the first of these propositions: as the observability between subordinates increases, conformity of allocation of time across tasks increases (due to either information search or coercion by subordinates). Figures 11 and 15 show clear shifts in allocation of time by police officers when they are most observable to fellow officers.

Discussion

In our Working, Shirking, and Sabotage (Brehm and Gates 1997), we asked the question: Who, or what, controls the policy choices of bu-
reaucrats? We have further explored this question in this essay by examining how subordinate police officers allocate their time across a variety of tasks. By further differentiating how officers devote their time, either across three dimensions (personal activities, administrative paperwork, or policing) or even more finely across eleven dimensions, we gain some understanding of the factors that shape subordinates’ decisions as to how they spend their time.

Our analysis reveals that supervisory contact results in a shift in subordinate activities away from personal business and toward administrative paperwork. Contact with other subordinates results in an even more pronounced shift toward paperwork and a considerably more concentrated dispersion of time allocations. Satisfaction with the other members of the police squad also leads to shifts in work toward paperwork. Those officers most satisfied with their jobs tend to have the greatest dispersion of time allocation, with a shift away from policing toward personal business and administrative duties. We find relatively strong support for propositions derived from the imitative model. Frequency of contact and solidarity between subordinates play a large role in shaping subordinates’ decisions.

These results demonstrate how strongly fellow officers affect police behavior. The importance of solidarity norms with respect to an officer’s squad relates to this result as well, demonstrating that the imitative model offers powerful insights for understanding police bureaucracy. Our results also suggest that supervisors play an important role in shaping how police officers do their jobs.

What are the policy implications of this research? First and foremost, this research indicates that there is no homogeneous solution to the problem of monitoring task allocations in public bureaucracies, if only because some bureaucracies will prefer that bureaucrats concentrate on a narrow range of tasks, while others would prefer that bureaucrats complete a broad repertoire of tasks. Under Wilson’s (1989) typology, “production organizations” (in which both outputs and outcomes are visible) such as the Social Security Administration (in the processing of checks) or the Postal Service (in the sorting of mail) may have a very limited set of tasks for bureaucrats to complete. Under these conditions, the paramount problem is selection of subordinates with the right mix of functional preferences or to design contracts and remuneration schemes that sufficiently reward the bureaucrat for completing tasks for which he or
she does not have a preference. In contrast, “craft organizations” (in which neither outputs nor outcomes are visible) such as police forces or social work agencies may prefer that their bureaucrats complete a diverse set of tasks. Under these conditions, selection is also important but perhaps with an emphasis on recruiting bureaucrats who, as a group, have heterogeneous preferences in order to encourage separating equilibrium. Contact with the supervisor, especially for amenable subordinates, can further increase the diversity of task allocations. Restraining lateral contact with other subordinates may also be necessary to encourage production of a large number of tasks.

Since our main finding concerns subordinate preferences and observability, these characteristics can also be used to make comparisons across bureaucracies. Bureaucrats working in dispersed settings with relatively little contact with other subordinates, or with supervisors, should be expected to have more heterogeneous distributions of time allocations. A prototypical example of such a dispersed, low-connection bureaucrat would be the forest ranger. As Kaufman’s 1960 classic detailed, forest rangers exhibited a relatively uniform level of effort, although they were quite heterogeneous in how they divided their efforts among such tasks as conservation, constituency relations, resource management, and (increasingly) policing. Bureaucrats who work in settings where intersubordinate contacts are quite high but contacts with supervisors are quite low should be expected to parallel the results obtained here for police officers. A second prototypical example would be the social worker.

We also think that there is general utility for the underlying logic of our models outside of the bureaucratic setting. Learning under uncertainty is a condition in which most humans find themselves most of the time. To the extent that multiple and competing demands create a range of necessary tasks for social actors, the diversity of tasks adds to the conditions of uncertainty. Our pooling equilibrium result confirms the power of imitation and social proof in such conditions of uncertainty.

We could not concur more with James Q. Wilson’s aphorism about tasks (“People matter, but organization matters also, and tasks matter most of all” [1989, 173]). Tasks define what it is that bureaucrats, and hence bureaucracies, do. But instead of treating tasks as immutable routines or SOPs, our approach allows us to recognize the critical interactions between people, organizations, and tasks. The preferences that bureaucrats have and the degree to which they are seen by both their
supervisors and fellow bureaucrats fundamentally alter the amount of
time that officers devote to the range of tasks that they face.

Notes

An earlier version of this work was prepared for presentation at the annual
meeting of the Midwest Political Science Association, Chicago, IL, April 23–25,
1998. Thanks to Frank Baumgartner, Tom Hammond, and Ken Meier for com-
ments, to Jonathan Katz and Gary King for consultation, and to Jeff Gill for the
idea of using checkerboard plots.

1. We do not attempt to model the psychology behind amenability. Obvi-
ously, amenability is affected by the relationship between a subordinate and a
supervisor, which will change as the relationship changes, but such an analysis
has been beyond the scope of our work.

2. We note in Brehm and Gates 1997 that in a dynamic environment it may
be in the supervisor’s interest to punish or even fire a recalcitrant subordinate.

3. Note that imitation follows much more closely with the social psycho-
logical literature of a dual-path model of persuasion, in which some are per-
suaded by low cognition heuristics like imitation, than it follows such game the-
orectic treatments as Lupia and McCubbins 1998 purporting to explain
persuasion. The Lupia and McCubbins explanation explicitly regards the level
of attention as a prerequisite for persuasion in a mass democratic context, a
highly saturated information environment. That said, imitation can also be
modeled as a problem of informational cascades (Bikhchandani, Hirshleifer, and
Welch 1992) or in replicator dynamics (Friedman 1991), in which imitation can
be shown to be a Nash equilibrium solution.

4. With such a data-gathering technique, a potential Hawthorne effect is
possible. Presumably such an effect would lead to a bias against spending time
on leisure activities. Yet our data demonstrate no significant compunction on
the part of the police officers to refrain from such activities.

5. Our data do not provide detailed information regarding the allocation of
overtime work. Such information would be valuable in assessing the effect of
overtime on time allocation. Lacking such information, we must presume sim-
ilar and uniform exogenous budgetary constraints for all individuals.

6. An example involves multiparty voting data (Katz and King 1999). In the
United Kingdom, for example, the proportion of the vote can be seen to be di-
vided across three parties, Labour, Tory, and Alliance. In turn, the vote total
sums to unity.
Adapting Agencies: Competition, Imitation, and Punishment in the Design of Bureaucratic Performance

Andrew B. Whitford

The U.S. Department of Veterans Affairs (VA) serves millions of veterans across the world on a daily basis. It is the single largest governmental direct provider of medical care in the United States, serving 4.2 million patients per year; it also provides compensation to over 2.7 million veterans and their survivors yearly and oversees 2.1 million insurance policies. Not surprisingly, a primary concern is the rapid provision of benefits and settlement of claims. As its Departmental Performance Plan for fiscal year (FY) 2000 notes, the problem is to refine its goals, objectives, and strategies; measure its performance; and critically evaluate its programs.

For benefits provision, the VA uses a mixture of scorecards, measurement strategies, and information management technologies to meet quality and timeliness standards such as the rapidity of the treatment of cases. One component is the enhanced managerial review of over fifty regional offices through better cost accounting, regional comparisons, and benchmarking (1997 Strategic Plan for Fiscal Years 1998–2003).

Many have analyzed the 1993 Government Performance and Results Act (GPRA), some laudatory and some not (National Academy of Public Administration 1999). The VA's experiences show a concern greater than just performance measurement and analysis. The ongoing experiments focus on organizational change, comparison, and redirection. They recognize that agencies adapt, that they can be compared and compete with one another, and that they can learn from their and others’ experiences.
This essay investigates the design of bureaucratic performance through comparison, competition, imitation, and redirection. Studies of bureaucratic politics, organizational change, and policy implementation regularly assume that agencies respond to external and internal circumstances and that organizations can be redirected. Agencies adapt when they choose actions or use information based on past experiences. They may adapt when they compete with other agencies over resources, constituencies, or policy areas, perhaps causing them to perform differently than they would absent competition. They may perform differently because an interested overseer compares agencies and uses those comparisons to reward or punish. Just as states can serve as policy laboratories, agencies may also perform differently because their counterparts offer opportunities for imitation when they compare how their own actions and performances and others’ relate. In fact, comparison is often how the media, consultants, and academics learn about agencies’ performance and productivity.

The central assumption in this essay is that agencies adapt to their surroundings in an imprecise way. This assumption is strongly related to an older but continuing theme in the study of organizations. Herbert Simon’s bounded rationality—and the corresponding idea of incremental decision making—has served as a motivating force in numerous studies of decision makers, organizations, and even public decision processes (e.g., Bendor 1995; Cyert and March 1963; Lindblom 1959; Newell and Simon 1972; Simon 1947, 1957, 1976b).

In this context, I concentrate on three levers of redirection: comparison, punishment, and imitation. I begin by creating a simulation model of a baseline agency with measurable attributes of performance, goals, and technology. The agency can take only one action: it can search for technology, or a means of implementing policies, by means of procedures, information services, human knowledge, or even mechanical methods. In this model, the agency establishes goals or performance targets, observes its performance, adopts a technology, and sets new goals.

This model agency provides a baseline for the comparison of three specific structural features. In the first extension, I introduce the comparison and punishment of agencies, or simple competition. In the second, I allow for the differential punishment of agencies in a competitive system. Third, I allow agencies to imitate one another; “learning by others’ doing” is often the purpose of experiments, pilots, and laboratories.
In the last extension, I replace these deterministic systems with a naive stochastic alternative: random punishment.

These extensions illuminate the difficult trade-offs encountered in designing agencies: predictability versus change, search versus outcomes, stasis versus growth. These represent competing “goods” in attempts to alter agency direction. By encouraging change, we upset prediction; by encouraging innovation, we do not guarantee outcomes. Additionally, the exercise showcases a flexible and powerful modeling strategy for the evaluation of specific design combinations discussed throughout political science and public administration.

This essay proceeds as follows. In the next section, I review basic literatures on adaptation and competition in bureaucracy. I then offer a simple model of adaptive agencies to establish a baseline against which to compare the specific structural features of comparison, imitation, and random punishment. Last, I conclude with thoughts on this modeling strategy, the results, and directions for future research.

Adaptation and Competition in Bureaucracies

This essay combines two major initiatives in the study of public agencies as organizations: the modeling of agencies as adaptive systems and the normative value of competition as a structure for pressing agency performance. In this section, I first review adaptation in public bureaucracies and technological search as basic ways of visualizing agency actions. Then I discuss issues of comparison, competition, and information revelation in bureaucracies.

The models I build here have attributes of complex adaptive systems, a descendant of cybernetics (Ashby 1957). This approach allows the creation of realistic models of organizational behavior in which the emphasis is on process, benchmarking, and flexibility. Studies of adaptive public bureaucracies date in Lindblom’s work on incrementalism in policy (1959; see also Bendor 1995) and Simon’s studies of individual decision making, bounded rationality, and incrementalism in public agencies (Newell and Simon 1972; Simon 1957, 1976b). Many have offered dynamic models of adaptive behavior in the behavioral tradition (Axelrod 1976, 1997; Bendor and Moe 1985; Cohen 1981, 1984; Cohen and Axelrod 1984; Cohen, March, and Olsen 1972; Crecine 1969; Cyert and March 1963; Kollman, Miller, and Page 1992; March and Simon 1958; Padgett 1980; Simon 1947). Adaptive models have grown in popularity
with the massive growth in computing power, as in computational organizational theory (Burton and Obel 1995; Carley and Prietula 1994). In economic history, adaptation is a feature of and a solution to problems in large, modern organizations. With the coevolution of technology and business institutions, new forms are chosen because they solve organizational problems (Chandler 1990). Technology and efficiency intertwine as mechanisms of adaptation and selection. As Arthur (1989) and David (1985) show, the technology in place at a point in time is truly cumulative technology; today's technical advances build from and improve upon status quo technologies.

The baseline model here is an agency searching for technology in order to change its performance. Search is a way to change the relationship between performance and action, but it is fraught with error. Technology is a technical method; it is how the agency applies knowledge for practical purposes. Public agencies make constant investments in finding and implementing new technologies. As an example, the VA has made massive investments in integrating information technologies. One “soft” technological search in which agencies invest is selecting and training personnel.

Like all agencies, this adaptive agency resides in a larger social system that is concerned about social efficiency, the output of government, and political responsiveness. Political overseers shape public agencies and what they do. Over the past four decades, competition has been offered as a way to fuse the public goods provision with the efficiency of markets (Tullock 1965; Downs 1967; Niskanen 1971). Essentially, the competition movement is an exercise in the politics of bureaucratic structure, shaping the incentives of agencies to redirect their behavior to new ends.

Niskanen argues that competition allows the comparison of relative prices of competing bureaus and so shifts power from bureaucrats to politicians. As Boyne (1998) notes, these models’ core hypotheses are that under competition total spending on services will fall and technical efficiency will increase; they make no specific prediction about allocative efficiency under competition. Direct descendents are “contracting out” and compulsory competitive tendering (Niskanen 1968; Boyne 1998; Kettl 1993).

Refinements of Niskanen argue that the model inaccurately characterizes the interaction between bureaucrats and legislators (e.g., Blais and Dion 1991). Migue and Belanger (1974) note that bureaucrats may
maximize goals other than the supply of public services. Conybeare (1984) reveals an implicit assumption of perfect price discrimination (see also Bendor, Taylor, and Van Gaalen 1985; and Breton and Wintrobe 1975). Miller and Moe (1983) show that modeling the legislature alters predictions about the power of privatization and competition. Empirically, there are mixed findings at best on competition and agency costs and output (Boyne 1998; Conybeare 1984; Higgins, Shughart, and Tollison 1987). Conybeare (1984) notes that even if multiple, competitive bureaus are competing for funding rather than producing equivalent goods (as in McGuire, Coiner, and Spancake 1979) there may be negative side effects such as high monitoring costs.

What, then, is the value of competition? Miller and Moe (1983) show that competition for the public supply of a good is valuable when it reveals information about actual supply costs and thus places monitors in better decisional positions and enhances their power. The advantage of competition is how it reveals information by allowing comparison. Another reason for multiple and comparable agencies is the value of redundancy or parallelism so as to reduce system-level performance errors (Bendor 1985; Landau 1969; Heimann 1993).

Agencies will respond to comparison, competition, and information revelation because of the real world implications of failure. While bankruptcy is not possible in the public sector, there is agency deletion (e.g., the Interstate Commerce Commission), reductions in budgets (e.g., the Reagan era Environmental Protection Agency), media coverage (e.g., the Bureau of Alcohol, Tobacco, and Firearms), external options for agency heads (e.g., the Department of the Treasury), the simple incentive just to do well in the organization (Edwards, Nalbandian, and Wedel 1981), and other nonmonetary incentives (Crewson 1995).

**Five Models of Adaptive Agencies**

**Basic Agency Adaptation**

I start with Levinthal and March’s (1981) model of adaptive organizational search. In this model, organizations change through their adaptive search for new technology. The model shows that an organization’s behavior and performance reflect the consequences of simple adaptation in an ambiguous environment. The approach is a generalized search model from an organizational learning perspective. In this essay, this model
serves as a baseline against which to examine the cases of competition, imitation, and random punishment among competitors (327).

The basic assumption is that organizations change their performance and goal attainment behavior by searching across possible implementation technologies. Agencies search by innovating (Radner 1975; Knight 1967; Nelson and Winter 1978). The technology an agency discovers is exogenous, but the search process depends on its past performance, goals, and search investments.

Agencies perform, have goals (that may be attained), and make expenditures to determine the best way to implement policies. To start, the agency sets a performance goal based on its past experience. The agency has only one way to attain that goal: to search for a new implementation technology. When it begins the search process, the agency examines its past performance and expenditures to assess the effectiveness of different types of technology search. Doing so helps determine the agency’s propensity to search, its search efficiency, and the amount of resources it allocates to searching.

The key is how many times the agency will undertake a refinement or innovation search. Refinement involves only a local search; innovation is far ranging (but not global). The agency compares the search processes’ results and its status quo technology. Once implemented, the agency experiences a new performance level based on its technology, expenditures, and environmental variation. The agency then adapts its goals based on this performance experience and starts the process again.

Specifically, performance in a given time period, \( P_t \), is a function of the technology it implements \( (T_t) \), search costs, and an exogenous and varying environmental variable \( (a_t) \). The agency makes expenditures for two types of search: refinement \( (R_t) \) and \( (I_t) \).

\[
P_t = (1 + a_t) T_t - R_t - I_t.
\]

At the beginning of the period, the agency sets a performance target or goal \( (G_t) \) before experiencing performance. It modifies that target given performance as

\[
G_t = b_1 P_{t-1} + (1 - b_1) G_{t-1}.
\]

The term \( P_{t-1} \) is organizational performance in time \( t - 1 \). Performance, goals, and technology are simple indices (or complex combinations that comprise complex phenomena) (Jones 2001). Organizations may pursue
multiple goals simultaneously; this can affect search behavior in an organization and may even enhance organizational performance (Cohen 1984).

Technology largely determines the agency’s performance, and the search process is what the agency controls. The agency never forgets its past technology, which forms a baseline against which all new technologies are compared. Technological search proceeds by means of refinement and innovation. The agency chooses the best of three technologies: that obtained from refinement ($T_r$) search, that obtained from innovation ($T_i$) search, or its technology from the past period.$^2$

\[ T_t = \max (T_r, T_i, T_{t-1}). \]

The key decision is for the agency to decide which resources it will commit to the search for a new technology. The agency compares its performance and the search resources it committed in the past period. The agency determines whether it met its goal: if it is met, it deems “successful” the type of search in which it engaged (innovation or refinement). Meeting a goal is the message the agency receives about the appropriateness of its past behavior. It is interested only in whether it meets its goal, not in how much it is exceeded.

The agency also assesses the value of engaging in any search at all. This general propensity for search ($S_{s,t}$) depends on whether search resources were made available and the agency met its performance target or goal ($Q_{s,t-1}$):

\[ S_{s,t} = Q_{s,t-1}b_2 + S_{s,t-1}(1 - b_2). \]

Here $Q_{s,t-1}$ is a test that takes the value 1 in two cases: if search resources were expended and the performance goal was met or if search resources were not expended and the performance goal was not met. The term $b_2$ determines whether this propensity has memory; it would limit the agency’s ability to make sudden changes, failure would not easily translate into lower search investments, and success would not necessarily cause more searching.

Second, the agency’s propensity to undergo a particular kind of search ($S_{i,t}$ or $S_{r,t}$) depends on a test relating the size of the type of expenditure and past performance: innovation ($Q_{r,t-1}$) or refinement ($Q_{i,t-1}$).

\[ S_{r,t} = Q_{r,t-1}b_3 + S_{r,t-1}(1 - b_3), \]

\[ S_{i,t} = Q_{i,t-1}b_3 + S_{i,t-1}(1 - b_3), \]
The terms $S_{r,t}$ and $S_{t,t}$ do not necessarily sum to one because an agency may not search at all; their sum may exceed one given the differential allocation of resources between the two types.

While this model allows testing the differential effects of learning rates, I assume that $b_2 = b_3 = b_4 = 1$ so that the search propensities are functions of the past period’s performance only. These specific learning rates make the change for a search propensity incremental in goal attainment; this is a restrictive assumption, but it is consistent with past work on learning, organizations, and policy formation (Lindblom 1959).

These search propensities drive both the amount of sampling and the search space through which agencies learn about alternate technologies. The agency’s search resources in a time period are limited, and the amounts allocated for refinement and innovation search can differ. First, the agency determines the total amount of resources it can dedicate to search ($U_{s,t}$) given $S_{s,t}$.

$$U_{s,t} = S_{s,t}(P_{t-1} + R_{t-1} + I_{t-1}).$$

The restrictive assumption here is that the agency is not limited in search, performance, or goal attainment by a lack of resources.

Second, this total is allocated to the competing types. For public agencies, it is likely that the resources available for refinement are greater in lean times and that innovation resources are greater when the organization attains goals. If the performance goal was achieved, the refinement resources are greater than those for innovation.

$$U_{i,t} = U_{s,t},$$
$$U_{r,t} = (U_{s,t})^{1/h_r},$$

Here $h_r$, the refinement slack coefficient, controls the shift from one type of search to another given performance achievement. If the performance goal was not achieved,$$
U_{i,t} = (U_{s,t})^{1/h_i},
U_{r,t} = U_{s,t},$$

where $h_i$ is the innovation slack investment coefficient.

Not all available resources must be expended in this model. The
resources expended on a search type depend on the propensity to undertake a kind of search and the amount of search resources available for that type. On one hand, agencies with limited resources may expend them all. On the other, agencies meeting performance goals may not expend any available resources when they reach a balanced state of performance and goal achievement.

The search propensities and resources available determine the innovation \( (I_t) \) and refinement \( (R_t) \) search resources expended.

\[
I_t = S_{i,t} U_{i,t},
\]
\[
R_t = S_{r,t} U_{r,t}.
\]

These search resources help determine the agency’s sampling efforts for refinement \( (K_{r,t}) \) and innovation \( (K_{i,t}) \).

\[
K_{r,t} = k_{r,t} R_t E_{r,t},
\]
\[
K_{i,t} = k_{i,t} I_t E_{i,t}.
\]

The terms \( E_{r,t} \) and \( E_{i,t} \) are search efficiencies that reflect efficiency increases with increasing search but at a decreasing rate (Levinthal and March 1981, 313).

\[
E_{r,t} = (E_{r,t-1} + K_{r,t-1})^{1/w_r},
\]
\[
E_{i,t} = (E_{i,t-1} + K_{i,t-1})^{1/w_i}.
\]

Altogether, the agency has four interlocking constraints on its ability to generate changes in the technology it implements. It is limited by the existence of resources to commit to the search. Its propensity to search, regardless of resources, is limited by its past performance and expenditure experience. The agency’s search efficiency is determined by its past search experience. Last, it is constrained by the weight applied to control the shift from one search type to the other. Most importantly, these are constraints on how the agency searches for technology—not on how it discovers it.

The technology an agency implements depends on the number of technologies it samples, the underlying distribution of possible (or undiscovered) technology, and its current technology. The returns to the search agencies undertake depend on their expenditures, the efficiency of the search, and the current opportunities for development. The likeli-
hood of finding an appropriate change depends on the number of opportunities sampled.

Given $K_{r,t}$ and $K_{i,t}$, the search is drawn from distributions based on the technology implemented in the past time period. For refinement, in each time period, let $n = K_{r,t}$. A drawn procedure is a change from $T_{r,t-1}$, where

$$T_{r,n} \sim N(0, V_{r,n}),$$
$$V_{r,n} = c_1 T_{r,t-1} \text{ for } n = 1,$$
$$V_{r,n} = c_2 V_{r,n-1} \text{ for } n > 1.$$

In a time period, if search resources are great enough, the agency may make a number of draws from this distribution. As it does, the variance of the distribution falls over multiple draws. The term $c_1$ means that the variance in refinement depends on the past technology; $c_2$ means that that variance falls in the time period when an agency makes multiple refinement searches. The space of possible refinements becomes smaller over multiple searches.

For innovation, a drawn procedure is a change from $T_{i,t-1}$, where

$$T_i \sim LN(0, V_i),$$
$$V_i = c_3 T_{i,t-1}.$$

The term $c_3$ plays the same role as $c_1$.

It is possible to learn not to search due to estimation errors.

$$EE_{r,t} \sim N(0, V_{e,r,t}),$$
$$EE_{i,t} \sim N(0, V_{e,r,t}).$$

The term $V_{e,i,t}$ is initially greater than $V_{e,r,t}$, but each declines with the implementation of a given type of change in procedure.

The value of either a refinement or an innovation is known with certainty once it is implemented. It is known only with error when it is not implemented. Once drawn, $T_r$, $T_i$, and $T_{r,t-1}$ are compared in each time period and the largest value is selected and implemented. The term $V_{e,i,t}$ shrinks if innovation is the final technology; $V_{e,r,t}$ shrinks if refinement is successful.

In this model, the agency chooses a technology, experiences performance, compares that level with its goal, and starts the search process.
again. I simulate this baseline model of simple adaptation for two agencies given the initial conditions and parameters in the appendix at the end of this essay.³

Figure 1 shows the performance and goal paths for two agencies where each agency evolves over one hundred time periods. Both agencies quickly settle down to equilibrium levels of performance. Under these initial conditions, agency performance and goals are in a steady state. By giving the agency a “shock” in the first time period (forcing it to make three technological searches), changes in technology spur changes in performance and goals. Both agencies explore new technologies and alter their performance and goal attainment; for each, the result is a higher performance level.

Figure 2 shows the time paths of one agency’s propensities to undertake search for technology (general, innovation, and refinement); only one agency’s results are shown because of their similar experiences. The general and innovation propensities track one another (due to the averaging process) and settle down over time. As this clearly shows, the equilibrium performance level occurs because the agency becomes unlikely to search after a period of time. As expected, refinement dominates innovation because this type of search is most closely related to an adaptive theory of organizational behavior. In fact, the adaptive model specified here should produce this result.
Figure 3 shows the outcome of a search, or the likelihood of choosing an innovation, choosing a refinement, or retaining the status quo. On this scale, the agency is choosing innovations when the score is close to two, refinements when the score is close to one, and the status quo when the score is close to zero. The agency chooses innovation in the first period and then quickly rejects the search outcomes in favor of the status quo. This also shows that the likelihood of success (of performance exceeding or matching goals) goes to one as the likelihood of retaining the status quo goes to zero. Figure 4 shows how the number of searches approaches zero rapidly.

This baseline model demonstrates three basic propositions about agency learning and change. First, technology search, as defined here, produces changes in performance and goals, subject to constraints on search. It is the central mechanism by which the organization changes its operating behavior. Second, this system reaches a steady state of performance, goal attainment, and acceptance of the status quo technology. Without disturbances, the agency is unlikely to alter its technology, its goals, or its search for new technologies. Third, multiple indicators of agency activity are useful for examining how agencies use the search mechanism to change their performances. Here indicators go beyond simple performance attainment to include search propensities, success, and outcomes.
Competition among Adaptive Agencies

In the second model, two adaptive agencies compete on the basis of performance. The losing agency is punished, and agencies adapt their goals given their realized performances. A fundamental reason for competition is that comparison reveals information about what is possible for agency performance. The baseline model provides a point of comparison with
this second, institutional layer. This is competition over neither finite resources nor a pool of customers through price competition or rivalry. Perhaps the best metaphor is athletes competing in time trials.

Specifically, the agencies have independent search processes but their performances are compared at the end of each period. The lower-performing agency is punished and given only partial credit. Its observed performance is recalculated, and the losing agency’s new goal now depends on this partial credit. In this application, two agencies are compared to one another. “Thin” competition allows me to isolate the effects of competition and may be realistic for public agencies.4

In the first model, the losing agency’s performance measure is halved and punishment is symmetric (agencies are not distinguished). Figure 5 shows the time path for original initial conditions, where the model now includes a competition step. The paths in this figure are substantially different from those in Figure 1. Both display greater variation in their performances over the iterative process; the goal path of each agency tracks its performance path. The strong oscillation in the agencies’ performance and goal paths is linked. Essentially, the “meeting-separating” pattern is a core result of this competitive process, as over time the aggressive movement of one agency to increase its performance leads to lagged increases in the other’s performance. Eventually, both agencies settle into separate performance equilibria.
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As noted earlier, the propensities help gauge how an agency’s performance and goal find equilibrium. Figure 6 shows the time path for one agency for the three propensities. In contrast to figure 2, the search propensities do not settle down quickly. Moreover, innovation spikes follow punishment phases and refinement spikes follow innovation spikes: punishment induces innovation and local search follows innovation. Figure 7 visually confirms punishment’s role in driving the agency’s internal search process. The amount of search switches for the first periods of the simulation, but the number of searches falls over time.

When an agency is docked for underperformance, its key indicator is whether its credited performance does not meet its internal goal. This disparity generates any internal changes that the agency makes in response to competition and punishment. Specifically, these signals knock the agency off the performance-goal achievement steady state it naturally obtains in the underlying adaptive model. In this model, the central effect of competition and comparison is that agencies can find new levels of performance because performance inequities motivate their enhanced search for new technologies.

**Competition with Differential Punishment**

An alternate case is one in which competing agencies are punished differentially. In this case, the simulation involves a “90/10” punishment...
scenario. In this exercise, one underperforming agency receives 90 percent credit for its performance; the second receives 10 percent credit if it has a lower performance. The logic of this experiment is to uncover the potential differential impact of punishment on agency performance. Are lower punishments reflected in smaller agency increases in search, expenditures, and performance achievement? Figure 8 shows the paths for the performance and goals of the two agencies in one simulation.

This simulation highlights the differential responsiveness of an agency given the two punishment scenarios. The shallow valleys shown for agency 2 reflect the 90 percent credit rule; the deep valleys for agency 1 reflect the 10 percent rule. Note that agency 1—even given the strict 10 percent rule—finds a way to recover to globally higher performance levels. At a point in the model’s evolution, agencies 1 and 2 diverge to different equilibrium performance levels.

What should we make of agency 1’s higher equilibrium performance level given the strict 10 percent rule? Figure 9 shows pairs of equilibrium performance values for 100 simulations. For two agencies, 60 percent of the “10 percent” agency’s equilibrium values are higher than that for the “90 percent” agency. However, the situation separates: for the other 40 percent, the 10 percent agency’s values are substantially lower and the 90
percent agency’s mean value is significantly higher. This difference is visually confirmed in Figure 10 and is also confirmed statistically (unpaired $t$-test with an assumption of unequal variances; $t = 4.7902$; Satterthwaite’s degrees of freedom, $df_s = 108.345$; difference significant at better than $p = 0.0001$).

The reason for this separation is in how the agencies search for technology. Punishment means a lower credited performance, making necessary the enhanced search for innovation, but one that is sustainable only for a short period of time. If the payoff to search is slow in coming, search stops and an agency falls into a position of lethargy, with low performance and no innovation.

Essentially, a valuable indicator is how punishments are implemented. The core test within the agency for determining propensities remains whether performance fails to meet expectations (given punishments). Within this model, systematic significant punishments can spur greater global performance than light punishments (the punishment magnitude affects only $U_{si}$).

An agency switches to a refinement search when its performance exceeds its goals. If it is in refinement mode and a significant punishment occurs, the agency’s propensity for refinement falls. While the punishment may reduce $U_{si}$, it encourages innovation by discouraging refine-
Fig. 9. Asymmetric competition: Performance of the two agencies

Fig. 10. Asymmetric competition: Relative performance
ment. Performance increases come from small levels of available funds because of the disjunction between credited performance and internal goals. The central result in this exercise is a counterintuitive one: on average, agencies that receive relatively heavy punishment (less credit for their performances) produce higher performance levels in the long run.

Imitation among Adaptive Agencies

Altering an agency’s credited performance is just one way to alter its goals and search behavior. Instead, competing, adaptive agencies may imitate one another. Specifically, a losing agency may imperfectly imitate a dominant agency’s technology. After it searches for a technology, experiences a level of performance, and competes with a counterpart, the losing agency imperfectly imitates a dominant agency’s technology. Its technology is now a simple average of the two technologies in the system at that point in time.

Figure 11 shows the time path for the same initial conditions as in the adaptive system, except that the agencies now compete (with symmetric punishments set at 50 percent credit) and losing agencies imitate. The simulation initially proceeds similar to that under simple competition: initial oscillation is followed by a period of stability.

However, imitation produces a third dynamic. Here, a long period of stability is interrupted, as one agency’s performance jumps once its tech-
technology evolves to a point where real performance changes occur. At that point, the formerly dominant agency is punished and responds with a short period of innovation. Notably, in this case the agencies actually switch positions and the dominant agency is replaced with the imitating one. As figure 12 shows, the dominant agency’s search propensities signal the subordinate agency’s intrusion in the last innovation spike. Agency 2 shows a similar propensity to search, generating increased search and causing a reversal of position.

In this model, imitation plays a peculiar role: it provides a basis for displacing dominant agencies with agencies that have been punished through competition. Competition creates the opportunity for the first agency to dominate. Yet imitation actually produces a globally higher level of performance *in the system* when it reaches equilibrium.

For agencies, the benefits of competition may be short-term benefits for the first agency. Under competition, imitation may produce a second set of benefits when the second agency matches and then replaces the first. Even so, imitation may have a downside when the dominating agency is beaten and then imitates the second agency’s past, underperforming technology. In this model, this agency’s response is to adopt the underperforming technology, resulting in a lower equilibrium performance path.
The last extension replaces competition and comparison with a system of random punishment. Random punishment alters the performance with which the agency is credited; this credited performance feeds back into the agency’s adaptive process of goal setting and technology search. Neither competition nor imitation is allowed; the only shock to the system is random punishment.

Specifically, I draw a uniform random number and impose random punishment on each agency one-third of the time. If an agency is punished, it receives a 10 percent reduction in its performance credit. Two-thirds of the time, an agency will not be punished. In this exercise, agencies are never punished simultaneously. Figure 13 shows the performance and goals for two agencies in one simulation.

In this essay, I do not claim that these level increases are general. However, across many simulations the step-level increases in agency performance appear to be general. Again, the principal mechanism is search: once either agency has arrived at an equilibrium performance level, the agency no longer searches for new implementation technology. As figure 14 shows, the propensities to search for an agency are markedly different in this system. Search ebbs and wanes in direct relationship to the incidence of random punishment.

What is the relevant indicator of agency performance: its raw performance level or its search propensity? In each of these models, the baseline agency lacking external shocks fails to search for new technologies in order to enhance its performance once it is in equilibrium. Three basic means of external shocks are proposed: punishments based on simple competition; the imitation of known, winning technologies; and random punishments.

Each produces more complex behavior by this “model” agency; each generates internally consistent agency search for new technology. Naive random punishment produces the greatest amount of search and the most predictable pattern of increasing performance but at the expense of predictability for the agency. And under even random punishment there is significant nonlinear variation in the performances of agencies over time.

Discussion

This essay first provides a baseline model for understanding how agencies search for techniques and tools for bettering their performances. It then nests this baseline model in four institutional frameworks for redirecting agency behavior. The implications of these models are offered as
exhibitions of how institutional frames alter internal agency processes in nonlinear, adaptive ways. They provide a fertile ground for extending past research on the nature of competition, comparison, imitation, and raw punishment in bureaucratic politics. In each case, the baseline agency is fully consistent with past work on adaptation and incrementalism in bureaucratic politics, public administration, and organizational theory.

Adaptation, competition, and imitation each can lead to radically
different agency behaviors over time. Competition and comparison may better the performance of agencies and address concerns about how agencies produce outputs. In fact, the baseline agency may perform better under competition; in this model, there clearly is enhanced search for more productive technologies and procedures.

This achievement comes at two costs, though. First, greater performance may be the enemy of stability. Agencies perform better but with less stability in specific measurements. Specifically, agencies achieving a higher equilibrium level of performance (or long-term stability) may suffer oscillation getting there (or short-term instability). Second, agencies may separate into groups of winners and losers. In this case, a punishment strategy may ensure that one agency is a systematic underperformer.

In contrast, imitation produces a counterintuitive result: agencies that dominate other agencies produce less after being imitated, and agencies that imitate are forced to search. It appears that the amount of diversity in the system (the extent of search for new technologies) is enhanced by imitation but the system’s stability is limited. Essentially, agencies rely on imitation, and search at points and thus are more likely to produce high performances. However, relative agency performance is less predictable.

The introduction of random punishment represents a quandary. The model suggests that unpredictable punishment leads to greater search opportunities—and increased performance—than under imitation with competition or even competition alone. It is important to point out that this exercise does not address substantial concerns like the costs of random intervention or the gaming of performance indicators. Yet the fact that naive punishment has this effect on a model agency signals the importance of knowing which system aspect a designer is attempting to control. If the intent is to create diversity of search and technological change, perhaps with the assumption that raw performance will increase, random punishment may be a first-best approach. If the point is predictability and stability, punishment strategies may be less than desirable. Some might even wonder if this is not a more realistic model of political intervention in agencies.

While this model’s implications may not hold for thick competition (and current work in computational economics indicates that thick interactions are important for these social settings), thick interaction may not be empirically relevant for many agencies. Indeed, local interaction may be much more significant.

What matters for bureaucratic performance in this model? Clearly, goal setting, search and innovation, and the linkage of performance and
search are key to increasing performance levels. Layering such an organ-
ization in a competitive process (even thin competition) suggests that
while some will do better losers may do worse. Allowing collaboration—
or at least imitation—may enhance any agency’s learning, but it may also
reduce the overall predictability of outcomes at both the system and
agency levels. The trade-off is clear: innovation and predictability com-
pete when punishment is present.

Appendix

TABLE A1. Variable Definitions and Initial Conditions

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Initial Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environmental variable ((a))</td>
<td>0.05</td>
</tr>
<tr>
<td>Weight given to performance in changing goals ((b_1))</td>
<td>1</td>
</tr>
<tr>
<td>Control of rate of change of refinement search propensity ((b_2))</td>
<td>1</td>
</tr>
<tr>
<td>Control of rate of change of innovation search propensity ((b_3))</td>
<td>1</td>
</tr>
<tr>
<td>Control of rate of change of general investment propensity ((b_4))</td>
<td>1</td>
</tr>
<tr>
<td>Relation of variance in refinement to new technology ((c_1))</td>
<td>0.01</td>
</tr>
<tr>
<td>Reduction of variance in refinement draws with experience ((c_2))</td>
<td>0.98</td>
</tr>
<tr>
<td>Relation of variance in innovation to new technology ((c_3))</td>
<td>0.01</td>
</tr>
<tr>
<td>Efficiency of refinement ((E_{r,t}))</td>
<td>0</td>
</tr>
<tr>
<td>Efficiency of innovation ((E_{i,t}))</td>
<td>0</td>
</tr>
<tr>
<td>Goal in current time period ((G))</td>
<td>40</td>
</tr>
<tr>
<td>Refinement slack investment exponent ((h_r))</td>
<td>1.1</td>
</tr>
<tr>
<td>Innovation nonslack investment exponent ((h_i))</td>
<td>1.1</td>
</tr>
<tr>
<td>Innovation investment in current time period ((I))</td>
<td>5</td>
</tr>
<tr>
<td>Number of refinement draws this period ((K_{r,t}))</td>
<td>3</td>
</tr>
<tr>
<td>Number of innovation draws this period ((K_{i,t}))</td>
<td>3</td>
</tr>
<tr>
<td>Constant for converting to refinement draws ((k_r))</td>
<td>0.2</td>
</tr>
<tr>
<td>Constant for converting to innovation draws ((k_i))</td>
<td>0.2</td>
</tr>
<tr>
<td>Performance in the current time period ((P))</td>
<td>40</td>
</tr>
<tr>
<td>Refinement investment in the current time period ((R))</td>
<td>5</td>
</tr>
<tr>
<td>Refinement search propensity in the current time period ((S_{r,t}))</td>
<td>0.5</td>
</tr>
<tr>
<td>Innovation search propensity in the current time period ((S_{i,t}))</td>
<td>0.5</td>
</tr>
<tr>
<td>Propensity to invest in this period ((S_{s,t}))</td>
<td>0.5</td>
</tr>
<tr>
<td>Standard deviation of refinement estimation error ((V_{e_{r,t}}))</td>
<td>0.5</td>
</tr>
<tr>
<td>Standard deviation of innovation estimation error ((V_{e_{i,t}}))</td>
<td>0.75</td>
</tr>
<tr>
<td>Standard deviation of distribution of refinement opportunities ((c_1T_t))</td>
<td></td>
</tr>
<tr>
<td>Standard deviation of distribution of innovation opportunities ((c_3T_t))</td>
<td></td>
</tr>
<tr>
<td>Refinement efficiency exponent ((w_r))</td>
<td>3.5</td>
</tr>
<tr>
<td>Innovation efficiency exponent ((w_i))</td>
<td>3.5</td>
</tr>
</tbody>
</table>
This essay greatly benefited from the comments of George Krause, Ken Meier, Gary Miller, John Sprague, and Dan Wood. An early version of the essay was presented at the 1999 National Public Management Research Conference in College Station, Texas. All errors that remain are my own.

1. The term $b_i > 1$ makes the target an exponentially weighted moving average of past performance; I assume $b_i = 1$.

2. A general model would allow technology to change over time (to decay or improve). I assume constant technology in order to isolate the effects of organizational search on agency performance.

3. One way to present simulations is to generate a population of representative agencies, allow the population to evolve, and summarize the results for the population by either summary statistics or plotting the trajectory for the average member (for an example, see Cohen, Roilo, and Axelrod 1999). The figures for the simple adaptive agencies are representative of those obtained from multiple simulations. The figures for the extensions (except where indicated) are also representative. These simulations were written in Gauss.

4. Early work on adaptive systems shows that behavior becomes unpredictable when the number of interacting agents is large or as an agent’s environment becomes more complex (Masuch and LaPotin 1989).

5. The use of light punishment has support in Ostrom’s work on common pool resources (1990).
Consensual Rule Making and the Time It Takes to Develop Rules

Steven J. Balla and John R. Wright

Observers of and participants in rule making have long pointed out that the process is often quite slow. Some rules, such as those governing hazardous waste transportation and hydroelectric power licensing, take more than ten years to develop (Kerwin 1999). Two decades ago, a congressional study found that the average amount of time that elapsed between publication of a proposed rule in the Federal Register and promulgation of a final rule was 429 days for the Interstate Commerce Commission (U.S. Congress 1977). More recent data on the Environmental Protection Agency (EPA) indicate that this duration is 523 days and that an additional 571 days typically elapse between the initiation of rule making and publication of a proposed rule. EPA rule makings, in other words, average more than 1,000 days in length (Kerwin and Furlong 1992).

There are a variety of outcomes associated with lengthy rule makings. According to the General Accounting Office (GAO), a fifteen-month delay in the promulgation of a Medicaid cost-sharing rule resulted in the loss of $81.2 million in projected budgetary savings (GAO 1977). More broadly, lengthy rule makings postpone the realization of the intended benefits of rules, which in many instances are the prevention of illness and injury and the saving of lives (Kerwin 1999; Kerwin and Furlong 1992; U.S. Congress 1977). Conversely, a delay in rule making has positive consequences in that it protects regulated parties from rules that are arbitrary and capricious and in general provides due process to parties with a stake in agency actions (Kerwin 1999; U.S. Congress 1977).
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sum, the time it takes to develop rules has important implications for both the expected beneficiaries and targets of agency policies.

Despite the prevalence of and distributional consequences associated with lengthy rule makings, little is known about the sources of delay. The hypothesized causes include the complexity of issues addressed in rule makings; the legal requirements imposed on agencies by presidents, Congress, and the courts; shortcomings in agency leadership and organization; and conflict between parties affected by rules (Hawkins and Thomas 1989; Kerwin and Furlong 1992). Researchers have not, for the most part, subjected these hypotheses to empirical scrutiny, and much of what is known about delay is the product of anecdotes and case studies (Eisner 1989; U.S. Congress 1977; GAO 1977).

In this research, we examine the time it took to develop 170 major rules issued by federal agencies between March 1996 and June 1999. Our central focus is on the procedural environments that governed these rule makings. Historically, the basic framework for rule making has been provided by the Administrative Procedure Act of 1946, which mandates that agencies give notice of their intention to issue rules and that interested parties be given an opportunity to comment on agency proposals. Although these requirements have been augmented by a variety of executive orders, statutes, and court rulings, the structure of rule making has remained largely the same for more than a half century (Mintz and Miller 1991). In recent years, however, there has been a movement toward consensual rule making, an approach that fundamentally alters the way in which rules are developed, in particular the timing and mechanism of public participation. In consensual rule making, parties with a stake in particular rules collectively participate in the development of agency proposals in a variety of ways, such as serving on advisory committees and taking part in regulatory negotiations. One of the central tenets of consensual rule making is that it speeds the development of rules by providing a forum through which agencies and stakeholders can identify and resolve differences early in the process. Although it is widely argued that consensual rule making diminishes the likelihood of protracted comment periods (Harter 1982; Mintz and Miller 1991; Susskind and McMahon 1985), existing empirical evidence is limited and mixed (Coglianese 1997; Kerwin 1999; Kerwin and Furlong 1992).

Our central objective is to assess the extent to which consensual rule
making affects the time it takes to develop rules. Despite its potential expediency, consensual rule making may not, in practice, speed the development of rules. For example, consensual rule making is thought to be most effective under certain conditions, such as when the number of stakeholders is small and when stakeholders share fundamental values and perceive opportunities for mutual gain (Harter 1982; Mintz and Miller 1991; Susskind and McMahon 1985). These conditions must be accounted for when assessing the efficacy of consensual rule making, as a failure to consider the circumstances under which rules are made could obscure the effects of the procedural environment.

This consideration is particularly important given that the use of consensual rule making is not likely random. For example, agencies may use consensual rule making to expedite or delay the issuing of rules and, by extension, to affect the distribution of benefits and costs among stakeholders. With this in mind, it is important to understand the application of consensual rule making, as these decisions have important implications for the relationship between consensus-based procedures and the time it takes to develop rules. In the analysis that follows, we do not endeavor to explicate fully the factors that affect the use of consensual rule making. Rather, we focus on its expediency, taking into account the circumstances that surround its application.

Consensual Rule Making

Consensual rule making is a broad approach that encompasses a variety of structures and processes. Its basic feature is bargaining between parties with a stake in agency actions early in the development of rules (Kerwin 1999). Two statutes provide the institutional foundations of consensual rule making—the Federal Advisory Committee Act of 1972 and the Negotiated Rulemaking Act of 1990. The Federal Advisory Committee Act governs the formation and operation of advisory committees of the federal bureaucracy. Advisory committees can be created by agencies, Congress, and the president and must be composed of representative cross sections of stakeholders. Advisory committee functions vary widely but typically include making recommendations on rule-making priorities, conducting studies on issues relevant to rule makings, and commenting on proposed rules prior to publication. Examples of advisory committees are the Department of Transportation’s National Motor Carrier Advisory
Committee, the Department of Health and Human Services’ National Advisory Council on Aging, and the Department of Labor’s National Advisory Committee on Occupational Safety and Health.

The Negotiated Rulemaking Act codifies the framework for regulatory negotiation, a process in which agencies and stakeholders collectively draft proposed rules. The central institutional arrangement is the negotiated rule-making committee, a type of advisory committee that is distinctive in several respects. Negotiated rule-making committees are established to draft specific rules and are terminated upon promulgation of these rules. They are typically charged with achieving unanimous concurrence among agencies and stakeholders. Once unanimous concurrence is achieved, the recommendations of negotiated rule-making committees are published as agency proposals and are subjected to public comment and other procedural requirements.

In 1983, the Federal Aviation Administration (FAA) became the first agency to implement regulatory negotiation when it used the process to develop a rule governing the maximum flight and duty time of pilots and other air carrier personnel (Eisner 1984). Since then, regulatory negotiation has been applied in areas such as roadway worker protection, direct student loans, and subsidies for public housing. The EPA has conducted more regulatory negotiations than any other agency and accounts for about one-third of all such proceedings (Coglianese 1997). Other agencies are increasingly turning to regulatory negotiation, in part because in 1993 President Clinton issued a memorandum mandating that each agency develop at least one rule through this process. In addition, several agencies, such as the Department of Education and the Nuclear Regulatory Commission, are required by statute to use regulatory negotiation to develop particular rules (Kerwin 1999).

Advantages of Consensual Rule Making

The FAA initiated a regulatory negotiation to develop its flight and duty time rule because it had previously published several proposed rules but, due to substantial stakeholder objections, had been unable to issue a final rule (Eisner 1984). In general, the movement toward consensual rule making is the product of discontent with the traditional approach to developing rules (Eisner 1984; Harter 1982; Kerwin 1999). According to critics of traditional rule making, the fundamental shortcoming of the Administrative Procedure Act is that its proceedings are inherently ad-
versarial. For example, parties that comment on proposed rules frequently stake out extreme positions and focus on pointing out flaws in agency proposals. In addition, participants often do not fully reveal their information or the intensity of their preferences. In general, participation is not oriented toward resolving complex or contentious issues but toward establishing a basis for lawsuits challenging agency actions.

Consensual rule making has the potential to reduce this “malaise” by altering the role of agencies and stakeholders (Harter 1982, 2). Stakeholders participate directly in the development of rules rather than merely commenting on agency actions. Stakeholders also deal directly with one another rather than through agency arbiters. Given their enhanced involvement and interaction, stakeholders have incentives to eschew extreme positions, prioritize their preferences, exchange information, and in general search for common ground that can provide the basis for mutually acceptable rules (Harter 1982; Susskind and McMahon 1985). As a result, rules developed through consensual rule making may be of high quality and may enjoy widespread legitimacy among stakeholders.

Consensual rule making may also reduce the time it takes to develop rules, in particular in the period between publication of the proposed rule and promulgation of the final rule (Harter 1982; Susskind and McMahon 1985). The rationale behind this argument is that because “most of the parties likely to comment have already agreed on the notice of proposed rulemaking, the review period should be uneventful” (Susskind and McMahon 1985, 137; see also Eisner 1984). For example, stakeholders should submit relatively few comments, and comments should be oriented toward fine tuning, rather than overhauling, agency proposals.

When and Why Consensual Rule Making May Not Work

According to advocates of consensual rule making, regulatory negotiation is more effective in reducing delay than other approaches (Harter 1982; Susskind and McMahon 1985). For example, the Occupational Safety and Health Administration (OSHA) failed in its effort to use consensual rule making to develop a rule governing occupational exposure to benzene. One explanation for this failure is that OSHA “merely invited those affected by the rule to develop a version that they could agree upon” (Susskind and McMahon 1985, 137). In other words, OSHA did
not convene a negotiated rule-making committee, nor did it participate directly in the bargaining process. Supporters of regulatory negotiation are particularly skeptical about the efficacy of advisory committees, claiming that they often offer “bland recommendations” and succeed only in adding “another layer and more delay to the rulemaking process” (Harter 1982, 66–67). One reason for this skepticism is that the Federal Advisory Committee Act requires proceedings to be open to the public, which may make stakeholders less inclined to divulge their information and preferences and to make concessions to opposing interests.

Advocates also acknowledge that regulatory negotiation may not be expedient in certain situations (Harter 1982; Mintz and Miller 1991; Susskind and McMahon 1985). For example, it is difficult to conduct regulatory negotiations when there are many stakeholders. In addition, stakeholders may refuse to participate if there is a party that can dominate the proceedings and secure a favorable outcome at the expense of others. Issues must also be structured so that stakeholders can reach mutually beneficial agreements. For this reason, advocates argue that disputes over fundamental values are not generally amenable to regulatory negotiation.

**Empirical Evidence**

Is there any direct evidence that consensual rule making affects the time it takes to develop rules? There has been little research on the expediency of consensual rule making, and this research has focused exclusively on regulatory negotiation. Kerwin and Furlong (1992) studied more than one hundred rules issued by the EPA between 1986 and 1989. Four of these rules were developed through regulatory negotiation, which consumed, on average, 330 fewer days than the typical EPA proceeding. Regulatory negotiation was particularly expedient in the period between publication of the proposed rule and promulgation of the final rule. The average duration of this period was 319 days for regulatory negotiation and 523 days for rule making in general. In contrast, Coglianese (1997) collected data on all regulatory negotiations conducted by the EPA between 1983 and 1996 and found that these proceedings were not, on average, shorter in duration than the typical EPA rule making.

In sum, the evidence that consensual rule making affects the time it takes to develop rules is mixed. It is also limited in two important respects. First, researchers have focused predominantly on the EPA, the
agency that has made the most extensive use of consensual rule making. As a result, little is known about the impact of consensual rule making at other agencies. Second, researchers have studied only one type of consensual rule making. Although it is widely argued that regulatory negotiation is more expedient than other approaches, this argument cannot be fully evaluated until more is learned about these approaches. With these limitations in mind, the analysis that follows examines the effect that advisory committees and regulatory negotiation have had on the speed with which rules are developed in dozens of agencies.

The Sample of Rules

Researchers assessing the effects of consensual rule making have used several criteria to decide on which rules to focus. In an analysis of stakeholder evaluations of different approaches to rule making, Langbein and Kerwin (2000) examined fourteen rules, divided nearly equally between regulatory negotiations and conventional proceedings. Although this strategy has important advantages (e.g., it facilitated interviews with participants in both types of rule makings), its major drawback is that it is not clear to what extent Langbein and Kerwin’s findings apply to rule making in general. Kerwin and Furlong (1992, 122) focused on a larger set of rules, excluding only those that were “deemed sufficiently routine or inconsequential.” This exclusion is reasonable given that agencies are not likely to use consensual rule making to attend to issues in which there is little interest or conflict among stakeholders (Coglianese 1997).

Our sample is similar to that of Kerwin and Furlong (1992), but we do not restrict our focus to EPA rules. We examine 170 major rules issued by nearly forty agencies between March 1996 and June 1999. During this period, agencies issued 204 major rules, 34 of which were promulgated without being preceded by a proposed rule. Several types of rules are exempted from the Administrative Procedure Act’s notice and comment requirements, including interpretive rules, rules addressing military or foreign affairs functions, and rules for which the agency finds good cause that the requirements are impracticable, unnecessary, or contrary to the public interest. For example, in 1997 the Animal and Plant Health Inspection Service’s rule on Karnal bunt (a fungal disease of wheat) was expedited because without it growers could not adequately plan for the upcoming crop season. Since consensual rule making is thought to be particularly effective in reducing the length of the period
between publication of the proposed rule and promulgation of the final rule (Eisner 1984; Susskind and McMahon 1985), we focus on the 170 rules that were subjected to the notice and comment process.

Given that the sample consists of most major rule makings completed in a more than three-year period, the rules address a wide variety of topics, such as respiratory protection in the workplace, drinking water contamination, and meat and poultry inspection. The most active agency was the Federal Communications Commission (FCC), which issued 40 rules. Other active agencies included the EPA, Fish and Wildlife Service, Health Care Financing Administration, and Securities and Exchange Commission (SEC). Agencies used advisory committees and regulatory negotiation in the development of nineteen rules. The EPA made the most extensive use of these approaches, applying them to seven rules. The FCC, OSHA, and Food and Drug Administration also applied consensual rule making to multiple rules.

Although the rules were completed in a particular period, there is no immediate reason to suspect that the sample is unrepresentative of contemporary rule making. For example, between July 1999 and September 2001, agencies issued, on average, about five rules a month, a rate quite similar to that of the period under study. Many of the same agencies were once again the most active issuers of rules. The rule makings in the sample varied substantially in duration; although many proposed rules were published merely weeks before final rules were issued, this stage of the process lasted for many years in some cases. In fact, about one-third of the proposed rules appeared in the Federal Register prior to March 1996, and several were published during the Bush administration. This variation in proposal dates holds for both consensual and conventional proceedings. In general, it does not appear that either subset of the sample constitutes a biased representation of its genre of rule making.

Variables and Methods

Measuring the Duration of Rule Making

The dependent variable is the number of days that elapsed between publication of the proposed rule and promulgation of the final rule. We used GAO reports on major rule makings (<http://www.gao.gov>) and the texts of the final rules to determine the dates on which the proposed
rules appeared in the *Federal Register*. For most rule makings, identification of the proposed rule was straightforward. In other instances, however, final rules were preceded by more than one preliminary notice, raising the issue of which notice to denote as the proposed rule. For example, prior to issuing its final rule on polychlorinated biphenyl (PCB) disposal, the EPA published two preliminary notices. The first notice outlined the changes in PCB disposal that the EPA was considering (e.g., whether to expand the list of available decontamination procedures), while the second notice contained the agency’s full-blown proposal (which indicated its preference for expanding the decontamination list). In this instance, we designated the second notice as the proposed rule. We did not always select the notice that directly preceded the final rule, however. For the EPA’s rule on ozone transport, the penultimate notice revised an earlier notice’s emissions budget calculations and used newly available information to update its electricity demand forecasts. With this in mind, we identified the earlier notice, in which the EPA first laid out its proposal in comprehensive detail, as the proposed rule.

We focus on the period between publication of the proposed rule and promulgation of the final rule for two reasons. The first reason is that, as noted earlier, advocates assert that consensual rule making likely increases stakeholder satisfaction with proposed rules (Eisner 1984; Susskind and McMahon 1985). If the post–proposed rule period is not shorter than under conventional proceedings, then consensual rule making is not likely to reduce delay, given that the preproposed rule period entails a “preemptive, intense, time consuming negotiated interaction” (Polkington 1995, 28). Second, it is difficult to identify the start of a rule making and, by extension, its overall duration. Kerwin and Furlong (1992) identified the start of EPA rule makings by examining files in the agency’s internal regulation development management system. Replicating this process for dozens of agencies would be time consuming and potentially problematic, as it is not immediately clear that agencies other than the EPA maintain the requisite information in a readily accessible format.

The average amount of time that elapsed between publication of the proposed rules and promulgation of the final rules was 433 days. Seventeen rule makings had durations of less than 60 days. All but one of these rules were issued by the Fish and Wildlife Service and established parameters for seasonal migratory bird hunting. The rule making with the
longest duration—more than six years—was the Pension Benefit Guar-anty Corporation’s regulation on payment of premiums. Five EPA rule makings took longer than 1,000 days. These rules addressed issues such as surface water treatment, emission standards for pulp and paper production, and municipal solid waste landfill facilities.

The Use of Advisory Committees and Regulatory Negotiation
We used the text of the final rule to determine whether the agency consulted with an advisory committee or conducted a regulatory negotiation. We searched for a variety of terms that agencies typically use when describing these types of consensual rule making. We then carefully read the relevant sections of the rules that used any of these terms. If the agency mentioned that an advisory committee was active in the rule making, then we considered the agency to have consulted with an advisory committee. Similarly, we identified regulatory negotiations as instances in which the agency mentioned that a negotiated rule-making committee was involved in the development of the rule. Through this process, we concluded that agencies used advisory committees in fifteen instances and conducted four regulatory negotiations.

This approach facilitates the identification of instances in which these types of consensual rule making were important enough to merit mention in the final rule. It does not account for instances in which consensual rule making played an unmentioned, and presumably minor or perfunctory, role. This restriction is reasonable given our interest in assessing the performance of consensual rule making as an instrument of rule development. In other words, it makes sense to analyze the expediency of consensual rule making in instances in which it was a noteworthy part of the process. In addition, other ways of identifying the use of consensual rule making are problematic in important respects. For example, asking agency officials and stakeholders to make this identification would be difficult for a large number of rules, as would relying on agency records other than readily available public notices.

Controlling for Other Determinants of the Duration of Rule Making
The time it takes to develop a rule is plausibly a function of a variety of agency and rule characteristics (Eisner 1989; Hawkins and Thomas 1989; Kerwin and Furlong 1992).
Rules vary in substantive complexity. Some rules, such as the Health Care Financing Administration’s rule on Medicare hospital payments, draw heavily on economic, scientific, and technical information. Other rules, such as the FCC’s rule requiring hearing aid compatible telephones in locations such as workplaces, hotels, and nursing homes, address relatively uncomplicated issues. The application of economic, scientific, and technical information can slow rule making in two central ways (U.S. Congress 1977). First, if the necessary information does not exist, a substantial amount of time may elapse while it is developed. Second, it may take the agency time to determine how to use information about which there is controversy or disagreement (Eisner 1989). We measure substantive complexity as the number of pages in the proposed rule, on the assumption that there is a positive relationship between length and complexity (Kerwin and Furlong 1992).

Some rule makings revise rules that are already in existence. For example, in 1996 the Nuclear Regulatory Commission amended its schedule of licensing, inspection, and annual fees. It is plausible that it takes less time to revise rules than to establish new requirements and standards (e.g., it was likely less difficult for the commission to adjust its fees than to create the fee schedule in the first place). We assess this possibility through an indicator of whether the rule revised an existing rule.

Some rules address activities that take place in a particular period. In 1996, the National Highway and Traffic Safety Administration (NHTSA) issued a rule setting the corporate average fuel economy standard for model year 1998 light trucks. The Fish and Wildlife Service annually issues a number of rules establishing frameworks for migratory bird hunting seasons. We expect that these types of rules were developed relatively quickly, given the time-specific nature of their provisions.

In some rule makings, stakeholders were given the opportunity to submit comments prior to publication of the proposed rule. For example, the EPA solicited comments on its rule establishing emissions standards for engines used in lawnmowers and garden tractors by circulating an advance notice of the proposed rule making. This type of comment period potentially reduces the time that elapses between publication of the proposed rule and promulgation of the final rule, as it provides stakeholders...
with a chance to express their preferences and agencies with a chance to incorporate these preferences into their proposals.

Agency Characteristics

Agencies can be divided into several broad categories, such as Cabinet departments, independent agencies, and government corporations (Meier 2000). These distinctions are important in that certain procedural requirements apply to only particular types of agencies. For example, independent regulatory agencies are exempt from the requirement to provide the Office of Management and Budget (OMB) with extensive information about significant rules, including justifications of their need, analyses of their costs and benefits, and assessments of their consistency with presidential priorities. The development of this information, and OMB’s review of it, potentially increases the duration of rule making (Kerwin and Furlong 1992; National Academy of Public Administration 1987). We therefore include an indicator of whether the source of the rule was an independent regulatory agency.

The nature of agency rule-making agendas varies over time. For example, after the Safe Drinking Water Act was amended in 1996, the EPA’s Office of Ground Water and Drinking Water initially spent much of its time laying out a timetable for developing the requisite rules. As time elapsed, the agency’s focus increasingly shifted toward drafting these rules, and in 1998 it issued rules on surface water treatment and disinfectants and disinfection by-products. It is plausible that the period between publication of the proposed rule and promulgation of the final rule is generally longer when agencies are finalizing relatively large numbers of rules, as substantial agency resources are often needed to process comments and address stakeholder discontent with proposals. For example, in 1991 the Health Care Financing Administration received nearly one hundred thousand comments on its proposed schedule of Medicare physician fees and reassigned staff from other projects to expedite the handling of these comments. We examine the importance of the opportunity costs associated with this type of reallocation through the proportion of the agency’s rule-making agenda for which the next step is “to publish a final rule or an interim final rule or to take other final action” (Regulatory Information Service Center 1998, 61,205).5
Estimation Issues

There are two main issues that affect our approach to estimation. The first is that we are interested in explaining the occurrence of a particular type of event—the promulgation of final rules. As Alt, King, and Signorino (2001) point out, data recording the occurrence of events can be arranged in several ways. For example, duration variables measure the time that elapses before events occur, while count variables measure the number of events that occur in specific periods. Given that the dependent variable measures the number of days that elapsed between publication of the proposed rule and promulgation of the final rule, duration analysis is an appropriate approach to estimation (Allison 1984; Greene 1993). Duration analysis models the likelihood that an event occurs in a given interval, given that it had not occurred prior to that interval.

There are a variety of ways in which duration models can be estimated but “few firm guidelines” for model selection (Bennett and Stam 1996, 244). There are two major issues to consider when selecting a model: whether to use a semiparametric or parametric model, and, if the latter, which parametric model is most appropriate. Semiparametric models, such as the Cox model, make relatively few assumptions about duration dependence, the relationship between the passage of time and the occurrence of events. This feature is useful because misspecification of duration dependence can lead to incorrect substantive inferences. Since we have no prior expectations regarding duration dependence, we have chosen to focus on results generated by the Cox model. However, given that parametric models are preferable to the Cox model if their assumptions accurately characterize the actual pattern of duration dependence, we also ran the analysis using a variety of parametric models, both monotonic and nonmonotonic in their specification. In all cases, the results did not differ meaningfully from those of the Cox model.

The second issue that affects our approach to estimation is endogeneity or selection bias. As discussed earlier, consensual rule making may be applied to proceedings that are distinct in their likely duration. This possibility has significant inferential implications (Achen 1986). If agencies generally use consensual rule making under favorable conditions, then estimates of its effect will exaggerate its expediency. Conversely, if agencies generally use consensual rule making in difficult situations, then estimates
of its effect will mask its efficacy. With this in mind, an appropriate approach is to estimate a treatment effects model (Achen 1986; Greene 1993). This model consists of two equations, the first of which addresses the selection process (whether the agency used consensual rule making) and the second of which addresses the outcome (the number of days that elapsed between publication of the proposed rule and promulgation of the final rule). Probit analysis is used to estimate the selection equation. The results of this estimation are used to calculate a variable that accounts for selection bias. This variable is then included in the outcome equation. If the variable is a significant predictor of the duration of rule making, then selection bias is present at a level that warrants concern and the treatment effects model is preferable to estimation that does not take selection bias into account.

The outcome equation is estimated through ordinary least squares (OLS) regression. King (1988) points out that applying OLS to data measuring the occurrence of events produces a variety of problems, such as inefficient estimates and predictions that are less than zero. We thus face a trade-off between accounting for selection bias in the use of consensual rule making and using an estimator that reflects the process underlying the issuing of final rules. With this trade-off in mind, we report the results of both Cox and treatment effects models, in tables 1 and 2, respectively.

**Results**

Tables 1 and 2 each report the results of three equations, the first of which assesses the efficacy of advisory committees, the second of which assesses the expediency of regulatory negotiation, and the third of which assesses the aggregate effect of these types of consensual rule making. The results of the Cox model indicate that there is a positive relationship between advisory committee use and the number of days that elapsed between publication of the proposed rule and promulgation of the final rule. One interpretation of this finding is that advisory committee use increased the duration of rule making. This interpretation is defensible, as illustrated by OSHA’s rule on occupational exposure to methylene chloride. The agency presented its proposed rule to the Advisory Committee on Construction Safety and Health, which established a work group to investigate methylene chloride use and exposure in the construction industry. After several months of research, the advisory com-
mittee provided OSHA with extensive information and numerous recommendations. In response to this input, OSHA convened public hearings and extended the deadline for submitting comments. Consultation with the advisory committee therefore likely increased the time it took OSHA to finalize the rule.

Another interpretation is that this result is a function of selection bias. Agencies may have consulted with advisory committees on rules that would have taken a relatively long time to develop no matter what the procedural environment. The results of the treatment effects model, however, do not support this interpretation. The variable that accounts for selection bias is not significant, indicating that the likelihood with which agencies consulted with advisory committees was not related to

TABLE 1. Cox Model of the Duration of Rule Making

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter Estimate (standard error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whether the agency consulted with an advisory committee</td>
<td>−.57** (.27)</td>
</tr>
<tr>
<td>Whether the agency conducted a regulatory negotiation</td>
<td>−.50 (.75)</td>
</tr>
<tr>
<td>Whether the agency consulted with an advisory committee or conducted a regulatory negotiation</td>
<td>−.67*** (.21)</td>
</tr>
<tr>
<td>Number of pages in the proposed rule</td>
<td>−.002 (.002)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>3.41*** (.31)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>3.45*** (.29)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>3.37*** (.30)</td>
</tr>
<tr>
<td>Number of pages in the proposed rule</td>
<td>−.003 (.002)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>−.30 (.25)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>−.003 (.002)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>−.30 (.25)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>−.003 (.002)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>−.30 (.25)</td>
</tr>
<tr>
<td>Whether there was a comment period prior to publication of the proposed rule</td>
<td>−.32 (.34)</td>
</tr>
<tr>
<td>Whether the agency was an independent regulatory agency</td>
<td>.58*** (.21)</td>
</tr>
<tr>
<td>Proportion of the agency’s rule-making agenda in the final rule stage</td>
<td>.60*** (.19)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>−643.32 −645.05 −642.34</td>
</tr>
<tr>
<td>Likelihood ratio $\chi^2$</td>
<td>211.88*** 186.71*** 184.81***</td>
</tr>
<tr>
<td>$N$</td>
<td>170 170 170</td>
</tr>
</tbody>
</table>

* indicates statistically significant at $p < .10$, one tailed.
** indicates statistically significant at $p < .05$, one tailed.
*** indicates statistically significant at $p < .01$, one tailed.
the duration of rule makings. In addition, the estimate for the indicator of advisory committee use is positive and significant ($p < .09$). Given the absence of serious selection bias, this result suggests that advisory committee use, if anything, slowed the development of final rules. This interpretation is consistent with the aforementioned skepticism about advisory committees voiced by supporters of regulatory negotiation (Harter 1982).

According to the Cox model, the time it took to finalize rules was not affected by the use of regulatory negotiation. The treatment effects model, however, suggests that this result is a function of selection bias.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter Estimate (standard error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whether the agency consulted with an advisory committee</td>
<td>650.75* (484.63)</td>
</tr>
<tr>
<td>Whether the agency conducted a regulatory negotiation</td>
<td>2,334.23** (1,263.34)</td>
</tr>
<tr>
<td>Whether the agency consulted with an advisory committee or conducted a regulatory negotiation</td>
<td>978.42*** (380.01)</td>
</tr>
<tr>
<td>Number of pages in the proposed rule</td>
<td>.63 (.76) .22 (1.11) .07 (.87)</td>
</tr>
<tr>
<td>Whether the rule revised an existing rule</td>
<td>30.22 (61.30) 73.48 (72.74) 57.82 (64.93)</td>
</tr>
<tr>
<td>Whether the rule addressed activities occurring in a particular period</td>
<td>-487.58*** (72.47) -492.58*** (97.66) -457.80*** (74.13)</td>
</tr>
<tr>
<td>Whether there was a comment period prior to publication of the proposed rule</td>
<td>53.70 (70.59) 49.60 (109.08) 62.54 (78.38)</td>
</tr>
<tr>
<td>Whether the agency was an independent regulatory agency</td>
<td>-143.60** (80.41) -169.97** (91.32) -96.81 (82.73)</td>
</tr>
<tr>
<td>Proportion of the agency’s rule-making agenda in the final rule stage</td>
<td>-336.93** (194.03) -199.93 (257.57) -196.58 (217.07)</td>
</tr>
<tr>
<td>Constant</td>
<td>560.05*** (94.21) 535.60*** (109.11) 459.50*** (104.41)</td>
</tr>
<tr>
<td>Selection bias variable</td>
<td>-216.49 (252.66) -943.01** (550.94) -387.04** (201.60)</td>
</tr>
<tr>
<td>F-statistic</td>
<td>9.26*** 10.61*** 10.61***</td>
</tr>
<tr>
<td>$N$</td>
<td>170 170 170</td>
</tr>
</tbody>
</table>

* indicates statistically significant at $p < .10$, one tailed.
** indicates statistically significant at $p < .05$, one tailed.
*** indicates statistically significant at $p < .01$, one tailed.
The selection bias variable is negative and significant, indicating that agencies were more likely to apply regulatory negotiation to rule makings of relatively short duration. The estimate for the regulatory negotiation variable demonstrates that, once this selection bias is taken into account, there is a positive relationship between the use of regulatory negotiation and the number of days that elapsed between publication of the proposed rule and promulgation of the final rule. Although this result is consistent with Coglianese (1997), it is striking in that consensual rule making is thought to be most efficacious in the proposed rule-final rule period, as the period preceding the proposed rule is characterized by extensive stakeholder consultation and negotiation (Eisner 1984; Harter 1982; Susskind and McMahon 1985).

Three factors are associated with decreases in the amount of time it took agencies to issue final rules. The first factor is that the rule addressed time-specific activities such as the FCC’s rule on the assessment and collection of regulatory fees in fiscal year 1996. Agency type was also related to the duration of rule making in that independent regulatory agencies issued final rules at a faster rate than other agencies. The last factor, which is contrary to our expectation, is the proportion of the agency’s rule-making agenda that was in the final rule stage.

In sum, the analysis demonstrates that both agency and rule characteristics affected the number of days that elapsed between publication of the proposed rule and promulgation of the final rule. Most importantly, it provides evidence that advisory committees and regulatory negotiation, if anything, increased the time it took to finalize rules. These results generally hold across the Cox and treatment effects models and therefore are not likely attributable to selection bias or the use of an estimate that does not reflect the process underlying the issuing of final rules.

Discussion

The time it takes to develop rules has been a principal concern of scholars and policymakers for decades. In recent years, consensual rule making has attracted widespread attention as a way to reduce delay in the issuing of rules. In particular, it is widely thought that regulatory negotiation, when used in appropriate circumstances, provides stakeholders and agencies with a forum through which obstacles to rule making can be removed early in the process. Our research demonstrates, to the contrary, that rules to which regulatory negotiation was applied took
longer to issue than those developed through conventional proceedings, despite the fact that agencies were more likely to conduct regulatory negotiations in situations that were amenable to relatively rapid resolution. In general, we find no evidence that consensual rule making reduces the time it takes to develop rules.

These findings have important policy implications because a variety of organizations, such as former Vice President Gore’s much-publicized National Partnership for Reinventing Government, have endorsed consensual rule making as a way to streamline decision making in the federal bureaucracy. The partnership’s support for consensual rule making was one element of a broader initiative intended to enhance public trust in government. This initiative rested on the notion that the responsiveness of policymakers, of which expediency is one component, greatly affects citizen satisfaction with government (Almond and Verba 1973). Our results, however, suggest that consensual rule making does not reduce bureaucratic delay and therefore is not likely to foster positive perceptions of government performance.

Regardless of its expediency, consensual rule making affects the benefits received and costs incurred by parties with a stake in agency actions. For this reason, the decision to use consensual rule making has important distributional consequences. Although our analysis, in particular the treatment effects model, accounts for this decision, it does not provide a comprehensive assessment of the factors that affect the use of consensual rule making. In recent years, scholars have improved our understanding of bureaucratic policymaking by viewing the selection of structure and process as a function of the transaction costs associated with alternative institutional arrangements (Huber and Shian 2002). One logical extension of our research is to analyze more thoroughly the conditions under which policymakers turn to consensual rule making.

Previous research on bureaucratic structure and process may also provide an explanation for our finding that consensual rule making does not reduce the time it takes to develop rules. Positive theorists contend that structural and procedural constraints, such as empowering groups of stakeholders to conduct studies on issues that arise during rule makings and requiring agencies to secure the support of these groups prior to proposing rules, are in part designed to facilitate political control of the bureaucracy (McCubbins, Noll, and Weingast 1987, 1989). These constraints work by increasing agency reliance on stakeholder information and by de-
laying bureaucratic action. Although costly, delay provides stakeholders with an opportunity to observe agency decision making and protest prospective policies with which they are dissatisfied. Elected officials can then take steps to prevent agencies from issuing policies that are inconsistent with the interests of influential stakeholders. If this account is accurate, then it is unlikely that approaches to rule making that enhance stakeholder involvement and interaction, such as advisory committee and regulatory negotiation, will generally expedite the issuing of rules.

Even if consensual rule making does not speed bureaucratic action, it may be beneficial in other respects. For example, it may reduce the incidence of litigation, as stakeholders play a direct and substantial role in the development of rules and therefore are not likely to object fundamentally to agency policies (Harter 1982; Kerwin 1999; Susskind and McMahon 1985). Coglianese (1997), however, presents evidence that legal challenges were mounted against at least half of the rules that the EPA developed through regulatory negotiation between 1983 and 1996. In roughly the same period, lawsuits were filed against only 31 percent of clean air rules and 43 percent of hazardous waste rules developed through conventional proceedings. Although this evidence suggests that consensual rule making does not reduce the incidence of litigation, additional research is needed to assess this relationship more fully. For example, it is not clear that Coglianese’s findings hold for agencies other than the EPA or when factors other than the structure and process of rulemaking, such as agency and rule characteristics, are taken into account. In general, research on the effects of consensual rule making is in its early stages, and researchers should continue to evaluate its performance on a variety of dimensions. This research is important in that it can inform both scholarly debates about bureaucratic structure and process and policymakers’ decisions regarding the use of consensual rule making.
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1. These decisions were aided by the fact that agencies often use terms such as *advance notice of proposed rule making* and *supplementary notice of proposed rule making* to denote notices that precede and follow proposed rules.

2. The terms are *advisory, committee, board, council, group, panel, task force, work group, working group, negotiate, negotiation,* and *regneg* (a commonly used phrase that refers to regulatory negotiation).

3. Nor does this approach identify cases in which consensual rule making failed to bring stakeholders together and the agency neglected to mention this failure in the final rule. Our experience, however, is that agencies generally highlight important procedural milestones, in failure as well as success. For example, the process leading up to the 1994 publication of a proposed rule on Indian self-determination and education assistance was documented thoroughly in the *Federal Register,* even though the proposal was vehemently opposed and ultimately scrapped by the issuing agencies.

4. Unless otherwise noted, the sources for the explanatory variables are GAO reports on major rule makings and the texts of the final rules.

5. The source of this variable is the *Unified Agenda,* a publication in the *Federal Register* in which agencies provide information about their regulatory plans. As part of these reports, agencies list their activities by rule-making stage. We divided the number of actions in the final rule stage by the total number of active rule makings (i.e., long-term actions and rule makings in the prereule, proposed rule, and final rule stages).

6. The probit equation includes all the explanatory variables discussed earlier except the indicator of rules addressing activities that take place in a particular period, as consensual rule making was not applied to any of these rules. It also includes two variables not included in the outcome equation: (1) the number of advisory committees located in the agency and (2) the number of reports issued by the agency’s advisory committees. We expect these variables to be positively related to the use of consensual rule making, assuming that agencies with relatively large numbers of advisory committees and advisory committees that are relatively active are more likely than other agencies to use consensual rule making to develop particular rules. This expectation is borne out for second variable but not the first.

7. In table 1, a negative (positive) estimate indicates that increases in the explanatory variable are associated with decreases (increases) in the likelihood of publication of the final rule and thus an increase (decrease) in the duration of rule making.
Why It Matters Whether State Bureaucrats as Opposed to Federal Bureaucrats Administer Federal Programs

Lael R. Keiser

Writing legislation is but the first step in creating public policy. It is through the implementation of policy that legislation is given substance and meaning (Goggin et al. 1990). Most policy implementation in the United States takes place in an intergovernmental context. Because the federal government delegates authority to state elected institutions and street-level bureaucracies, the implementation process provides an opportunity for state governments to exert their influence over public policy by acting strategically (Bardach 1980; Derthick 1972; Stoker 1991). In fact, the structure of intergovernmental programs allows states to manipulate policy to increase benefits for state government (Beamer 1999). State governments manipulate federal programs either through having power to write legislation that carries out federal intent or by controlling the administration of federal programs (Keiser 2001).

Although some empirical research exists that examines how state governments can influence implementation through their legislative powers (see Beamer 1999; and Hill and Weissert 1995), little research has examined whether state governments use their administrative powers to manipulate intergovernmental programs for state advantage. In earlier research, I analyzed the implementation of two federal disability programs to see whether or not state governments use their administrative powers strategically. I found that state street-level bureaucracies implement policy in a way that reflects state government interests; variation in incentives
to grant high awards to Supplemental Security Income (SSI) applicants helps to explain variation in eligibility awards across the fifty states. These incentives pertain to the gains and losses that state governments incur through high participation in the SSI program (Keiser 2001). In this essay, I extend this earlier research to explore how the historical relationship between agencies and their state political principals affects the ability of state governments to engage in vertical transfer and how incentives to transfer the needy from other state-sponsored programs to SSI affects eligibility decisions.

State Governments and Policy Implementation

Principal-agent theory suggests that the federal system can be understood as a multitiered hierarchy of principal-agent relationships (Chubb 1985). In one tier, federal elected institutions act as principals and federal agencies act as agents. In the second tier, federal agencies act as principals and state governments act as agents (Chubb 1985). The majority of the research stemming from the principal-agent framework focuses on the relationships in the first tier and to a lesser degree the second. A third tier exists, however, between state elected institutions and state street-level bureaucracies because the federal government often gives state governments administrative powers. Street-level bureaucracies serve as agents simultaneously with federal elected institutions (Congress and the president), federal agencies, and state government elected institutions (governors and state legislatures).¹ Although principal-agent research has neglected the relationship between state elected institutions and street-level bureaucracies (for an exception, see Wood 1992), the bottom-up approach to policy implementation stresses the importance of state governments in the implementation process. According to the bottom-up approach to implementation, public policy is actually formulated during the implementation stage as unresolved conflicts are worked out in administrative agencies (Brodkin 1987; Lowi 1969; Majone and Wildavsky 1984). Since most public policy is carried out at the state and local levels, the implementation stage of the policy process provides an opportunity for state and local policy actors to insert their interests into the process (Bardach 1980; Stoker 1991). The federal government delegates to the states both legislative (the ability to affect the design of programs) and administrative (the ability to apply rules) power to state governments.

Members of state elected institutions have a direct interest in how fed-
eral policy is implemented in their states because federal policy has an impact on citizens, businesses, and interest groups in state policy environments. Elected officials can take credit for benefits the government provides to citizens. This gives elected officials an electoral incentive to encourage policy implementation that benefits constituents (Mayhew 1974). The interests of elected officials are embedded in the constitutional principle of federalism. Federalism requires that state and local interests are represented in the policymaking process (Berman 1980; Stoker 1991).

In many policy areas, the federal government mandates that state public agencies carry out federal programs. Although this gives power directly to state agencies, it also gives power to state elected officials. State elected institutions have multiple tools that allow them to shape how street-level bureaucracies use their discretion (Wood 1992). State elected leaders design state agencies’ administrative structure, control political bureaucratic appointments, influence hiring practices, and provide funding for state agencies. Since these tools have been effective in controlling the bureaucracy at the federal level (Wood and Waterman 1994), it seems likely that they will be effective at the state level.

Many implementation studies recognize the role that state elected institutions play. Research has revealed that states use their legislative power in the implementation process for their own advantage. Hill and Weissert (1995) find that state governments have an incentive to delay policy implementation, and do so, because the state can wait for more favorable winning coalitions to come to power at the federal level. Chubb (1985) finds that the federal government must adopt monitoring devices or else the states will use federal grant money to further state priorities rather than federal ones. Beamer (1999) finds that state legislators use their legislative powers to influence federal programs in creative ways to benefit their states. Although these studies recognize the importance of the state government in policy implementation, they do not specifically focus on whether state governments benefit from their administrative, as opposed to legislative, powers.

We should expect that states will be able to benefit from their administrative powers because state elected institutions serve as the political principals to state bureaucracies (Keiser 2001). Empirical research provides some support for this contention. The partisanship of state legislatures and governors affects how street-level agencies implement a variety
of federal policies (Hedge and Scicchitano 1994; Keiser and Soss 1998; Scholz and Wei 1986; Scholz, Twombly, and Headrick 1991; Wood and Waterman 1994; Wood 1992). This link between the partisanship of state elected officials and the behavior of bureaucracies suggests that federalism creates opportunities for the bureaucracy to serve a representative function for local interests (Scholz, Twombly, and Headrick 1991).

Although this research on partisanship and bureaucratic outputs suggests that state elected institutions influence state bureaucracies, it does not reveal whether elected state actors are able to use their administrative powers to exert their own institutional interests in policymaking. This body of research does reveal that some sort of democratic influence takes place during the implementation process. However, the link between partisanship and bureaucratic outputs may be due to the simultaneous impact of interest groups on elected officials and street-level bureaucrats. Similarly, street-level bureaucrats may share political ideology of elected officials because they all spend their daily lives in the same political environment (Scholz, Twombly, and Headrick 1991).

Other research suggests that the state government will not benefit from its ability to control administration. The power that state elected institutions have over state bureaucracies is not complete. Not only do street-level bureaucracies serve as agents to principals in state elected institutions but they also are influenced by principals in the federal government (Anton 1989; Scholz and Wei 1986; Wood 1992). Furthermore, bureaucracies have their own sources of power arising from clientele groups, agency expertise, information asymmetry, standard operating procedures, and leadership (Kaufman 1960; Krause 1996a; Meier 1993a; Rourke 1984; Ringquist 1995). In recent research, I find that state-run street-level bureaucracies’ policy outputs reflect the needs of the state, suggesting that state governments are able to use their administrative powers to insert their interests into the process (Keiser 2001).

The Policy Interests of State Government in the Implementation of Federal Programs

Although state governments have various interests that depend on the particular policy needs of the state, in general state governments are concerned with minimizing taxes while expanding or maintaining services (Beamer 1999; Peterson 1981). Federalism offers state governments an opportunity to minimize their benefit-tax ratios because states may en-
gage in vertical transfer. State officials can lower their benefit-tax ratios by transferring tax burdens from the state to another level of government. Empirical evidence exists that state elected institutions engage in vertical transfer during the legislative process (Beamer 1999). We should expect state elected institutions to use their administrative power in the same way. In other words, state elected actors should seek to influence street-level bureaucrats to engage in vertical transfer and shift the costs of providing benefits to the federal government. The vertical transfer hypothesis argues that states will manipulate intergovernmental programs to reduce their benefit-tax ratios.

All states have the incentive to shift costs to the federal government by manipulating eligibility for social welfare programs. However, influencing bureaucratic organizations is not cost free. States must invest resources into making street-level bureaucracies responsive to state needs. The likelihood of a state using its resources to engage in vertical transfer depends on the pressure state governments feel to raise benefit-tax ratios (Beamer 1999). Research shows that street-level bureaucracies respond to the incentives to engage in vertical transfer in the Supplemental Security Income Program (Keiser 2001).

**Supplemental Security Income and the Incentive to Engage in Vertical Transfer**

In 1972, Congress created the Supplemental Security Income Program to aid the low-income disabled. In order to qualify for SSI, potential clients must be assessed as unable to work in the same range of jobs as nondisabled people given their age, education, and work experience and meet a means test (Roth 1987). The SSI is a federal program with the federal government setting the medical and income eligibility criteria. Although the federal government provides funding to ensure that all recipients receive the minimum benefit, state governments have the option of supplementing the benefit for their residents. Eligibility for SSI also coincides with eligibility for Medicaid, a health insurance program for the poor in which the federal and state governments share costs (U.S. Social Security Administration 2002).

Despite the large role of the federal government in determining rules and providing funding for the SSI program, state governments have been successful throughout the history of the program in institutionalizing a mechanism for state influence, as principal-agent theory would lead us to
expect (Keiser 2001). Despite the dominance of the federal government in funding and setting eligibility requirements (Dolgoff, Feldstein, and Skolnik 1993), the bureaucrats making initial eligibility decisions for the SSI program work in state offices of rehabilitation (referred to as Disability Determination Services or DDS). For a variety of reasons, the federal government has been reluctant to take full responsibility for the eligibility determination process despite the domination of federal financing. (Berkowitz 1987).

The federal government does limit state influence by structuring the program so that federal agencies can monitor and alter the decisions of state disability examiners. Claimants who have been denied can appeal to administrative law judges (ALJs), who work for the federal government. If claimants are still dissatisfied, they can take their cases to the Appeals Council, a centralized administrative office that reviews ALJ decisions. Finally, claimants have appeal rights to federal district court. The Social Security Administration implements a quality assurance program through which federal bureaucrats track the accuracy rate and processing times of the DDS offices by processing a sample of cases (Lewin Group 2001).

Although the federal government tries to control the behavior of disability determiners by creating binding rules, it has difficulty because the people who apply them work for the state (Berkowitz 1987). Caseworkers in DDS seem well aware of the implications of state control of DDS offices. According to a state director of one DDS office, for example, “he would probably be discharged if he follow[ed] a strict interpretation of SSA guidelines” (GAO 1978, cited in Berkowitz 1987, 2). This sentiment has been echoed by disability examiners. In an interview with a representative from the General Accounting Office (GAO), an employee of a DDS office said, “We are state employees; therefore, we don’t have to pay attention to what the SSA regional office . . . or any other federal agency says” (GAO 1978, 7–8, cited in Berkowitz 1987, 82)."

State governments have aggressively protected their autonomy over the administration of the program. In the late 1970s, the U.S. Department of Health, Education and Welfare (HEW, now Health and Human Services) requested that the state sign a new contractual agreement giving the federal government more supervisory power over disability examiners. It provided the secretary of HEW with the authority to set educational standards for disability examiners and the right to access state agency premises (Berkowitz 1987). Many states simply refused to sign the contract. The
state of Wisconsin went so far as to threaten to terminate its contractual agreement with the federal government and stop making disability determinations (Berkowitz 1987). Rather than confront the states, the federal government backed down and allowed states to continue the administration of the program under the existing rules.

Although the federal government has delegated administrative power to the states, state governments’ power to control the program is limited. The federal government has retained all legislative power to determine eligibility in the SSI programs. State legislators cannot influence the number of citizens who gain access to the program by writing legislation.

In order for state elected institutions to use their administrative power, street-level bureaucrats must have discretion in how they implement federal rules and requirements. Discretion exists in the SSI program. High levels of discretion exist in the program because the concept of disability resists precise definition and measurement (Berkowitz 1987; Derthick 1990; Mashaw 1983). Furthermore, determining whether a claimant can work given his or her age, education, and work history has high levels of subjectivity (Stone 1984).

Because of the discretionary aspects of the disability decision, federal policymakers have expressed concern over the role of the states in determining eligibility (Stone 1984). The head of the Social Security Administration from 1936 to 1953, Arthur Altmeyer, stated that “if the determination of disability is left to several different disability boards, the likelihood is that their decision will lack uniformity” (1942, cited in Berkowitz 1987, 81). This concern proved valid. Variation exists in disability determination among the states and within the same state from year to year. In 1993, for example, Louisiana turned down 68 percent of the applications for SSI while Utah rejected only 38 percent.8

The SSI program provides incentives for state governments to engage in vertical transfer. This incentive varies, however, across the states. All states have the incentive to shift costs to the federal government by manipulating eligibility for social welfare programs so as to transfer as many people as possible to programs in which the state governments incur the least costs. High SSI participation decreases the need to raise taxes or reduce spending because it reduces pressure on other programs for which state governments incur high costs (e.g., Temporary Aid to Needy Families [TANF], formerly Aid to Families with Dependent Children [AFDC]; see Keiser 2001). It also reduces pressure on the state
to provide for a needy population. However, influencing bureaucratic organizations is not cost free. States must invest resources in making street-level bureaucracies responsive to state needs. The likelihood of a state using its resources to engage in vertical transfer depends on the pressure state governments feel to raise benefit-tax ratios (Beamer 1999).

Beamer (1999) finds that states are most likely to engage in vertical transfer when state governments enter a crisis and elected institutions are faced with the choice of raising taxes or reducing services. States that are fiscally stressed should be more likely to use scarce resources to influence bureaucratic decision making since they face the highest pressure to raise taxes or reduce spending. As expected from this hypothesis, states that feel fiscally stressed have higher award rates in SSI (Keiser 2001). Fiscal health was measured by state revenues minus state expenditures as a percentage of total state expenditures. This variable is lagged one year and multiplied by $-1$ so that high values indicate high fiscal stress (see appendix A at the end of this essay for sources).

State governments should also vary in their incentive to engage in vertical transfer because of variations in their program costs associated with SSL. Some state governments lose in terms of their benefit-tax ratios from high SSI participation because some state governments voluntarily contribute to the SSI benefit (Keiser 2001). Although states governments are not required to contribute to the funding of SSI, the majority of states do provide some sort of supplement to SSI beneficiaries. States vary in the amount of the supplement and the terms of eligibility. The SSI supplement creates variation in the incentives for states to reduce access to the program. Disability determination offices in states that spend more money on the supplement have lower award rates in SSI than states that spend less, all else being equal (Keiser 2001). The impact of the SSI supplement is even greater when a state has a high supplement and is experiencing fiscal stress. States that spend a larger share of their budgets on the SSI supplement and are experiencing fiscal stress (measured by an interaction term between fiscal stress and the SSI supplement) have lower award rates than other states, all else being equal (Keiser 2001). The percentage of state expenditures on the SSI supplement was lagged one year (see appendix A for sources). Lagging the SSI supplement by one year alleviates the specification problem that occurs due to the simultaneous relationship between the SSI award rate and spending on the supplement. Lagged endogenous variables can be considered predetermined variables.
as long as there is no serial correlation in the model (Pindyck and Rubinfeld 1991, 289).

In addition to the state supplement, state government budgets are influenced by the size of the SSI population due to the connection between SSI and Medicaid. All recipients of SSI are automatically eligible for Medicaid, a program in which state governments incur high costs. In the 1980s and 1990s, the Medicaid program created concern among state governments due to its exploding costs. High medical inflation and increased federal mandates for broader enrollments have led to an enormous growth in costs (U.S. Advisory Commission 1992). Although the federal government shares the cost of the Medicaid program, financial responsibility for it has led to fiscal crises in many states. State governments have been forced to either cut nonhealth expenditures or raise taxes in response to the increased costs of Medicaid (Beamer 1999). In-depth interviews with state legislators across eleven states reveal that representatives believe that Medicaid has been the federal mandate that had imposed the highest costs on states (Beamer 1999). For example, a representative from Colorado states that “Medicaid has been driving the state budget for the last seven or eight years.” (quoted in Beamer 1999, 128). States have attempted to use their legislative power to vertically transfer costs to the federal government. In Tennessee, for example, the state government created a hospital tax for Medicaid services, thereby increasing the federal matching grant without increasing state spending (Beamer 1999). Following this line of reasoning we should lead to lower award rates for SSI because eligibility coincides with eligibility for Medicaid (Patel and Rushefsky 1995). In fact, increased enrollment in SSI would increase the pressure to raise benefit-tax ratios because it increases Medicaid enrollment. As expected, high Medicaid spending leads to lower award rates in the SSI program, all else being equal (Keiser 2001). To measure Medicaid stress, the percentage of state expenditures on Medicaid, lagged one year, is included in the model (see appendix A for sources and measures). Medicaid is lagged by one year to alleviate the specification problem that occurs due to the simultaneous relationship between Medicaid and SSI (see Pindyck and Rubinfeld 1991, 289).

In short, past research supports the contention that street-level decisions reflect state interests even when state governments only have administrative, not legislative, power. State governments that lose the most from high SSI participation, for example, states with high SSI
supplements and high Medicaid costs, have lower SSI award rates at the DDS level (Keiser 2001). Although past research has shown that DDS decisions reflect state interests to lower SSI award rates when Medicaid spending is high and states provide a substantial SSI supplement, the incentives to engage in vertical transfer created by high demand on state-funded programs not administratively connected to the SSI program were not examined. State governments should be more likely to use their resources to influence administration to engage in vertical transfer when facing high demand on state-funded programs. The ADFC program (now TANF) is one in which state governments incur higher costs than they do for SSI.

The structure of the U.S. welfare system suggests that different welfare programs serve objectively distinct groups because different bureaucratic agencies administer them, street-level personnel apply different eligibility standards, and the programs provide qualitatively different benefits (Schneider and Ingram 1997; Stone 1984). Significant overlap exists, however, in potential applicants to both AFDC (now TANF) and SSI (Soss and Keiser 2001). Many people living in poverty do not fit the neat definitions for eligibility in each social welfare program, and it is up to street-level bureaucracies to take applicants and transform them into clients by identifying and highlighting particular characteristics that make them eligible for particular programs (Prottas 1979). Some AFDC clients may be eligible for SSI. Since both programs are means tested, poor citizens who meet the income requirements for AFDC will also meet the income requirements for SSI because SSI has higher income limits (Dolgoff, Feldstein, and Skolnik 1993). Some AFDC clients have physical and mental conditions that may qualify them for SSI. Recent studies suggest that many AFDC clients have disabilities (Loprest and Acs 1995; Danziger, Kalil, and Anderson 2000; Tolman and Raphael 2000).

All state governments have an incentive to have as many people as possible qualify for SSI so that they do not fall back on AFDC. Because it requires resources to influence administration, however, states should vary in their ability to respond to pressure on their AFDC programs. States with high AFDC caseloads should feel more pressure to increase SSI award rates in order to reduce that pressure. To control for this, the number of AFDC recipients per population is included in the model (see appendix A for sources). State elected officials should be more likely
to attempt to directly influence DDS offices when they are faced with high AFDC caseloads.

In sum, the vertical transfer hypothesis states that variation in SSI award rates should be explained by variation in the incentive for states to engage in vertical transfer and that states with high Medicaid costs and SSI supplements will have lower incentives (Keiser 2001) whereas states with high AFDC caseloads and high fiscal stress will have higher incentives. A response to these incentives suggests that state governments can use their administrative power to insert their interests into the policy-making process.

However, a limitation exists in our ability to test whether or not state elected officials influence administrations to insert state government interests into the implementation process. The rejection of the null hypothesis only suggests that state governments use their administrative powers to insert their interests into the implementation process by engaging in vertical transfer. We cannot discern whether responsiveness occurs because street-level bureaucrats have as their own preferences the interests of the state, because elected officials pressure street-level bureaucrats to use their discretion in such a way, or because some other mechanism exists. To date, no data exist on the independent preferences of street-level bureaucrats. The findings reported in Keiser 2001 reveal whether street-level bureaucracies use their discretion to benefit the state. The findings do not, however, reveal anything about why they do so. Adding a measure of demand on AFDC does not ameliorate this problem.

If state officials directly influence DDS offices, the strength of the relationship between state officials and DDS offices should help to explain variations in award rates. Not all state elected officials will have relationships with DDS offices that allow them to influence bureaucrats behavior. Variation in vertical transfer in the SSI program should be related to the ability of state elected officials to influence program administration. Government officials in some states may have closer ties to DDS offices than in others. Personal interaction between state officials and street-level bureaucrats makes it more likely that street-level bureaucrats will reflect state government values (Hedge, Menzel, and Krause 1989). The strength of the linkage between elected officials and DDS offices should determine whether state elected officials successfully act as political principals to DDS offices. In order for elected officials to influence
street-level bureaucrats, they first have to interact with them. This interaction may lead to greater policy congruence between the two, but it does not necessarily need to in order for bureaucrats to respond because state officials can affect DDS working conditions. Insofar as bureaucrats are budget maximizers (Niskanen 1971), DDS office workers should be open to direct influence from state officials because state governments control administrative decisions such as hiring practices, size of work force, pay scales, vacation policy, office location, and the condition of office space and equipment. In a few states, the DDS director is a political appointee. Unfortunately, no quantitative data exist on the levels of interaction between DDS offices and state elected officials.

To create a proxy measure of interaction between state elected officials and DDS offices, an examination of the historical record is needed to create a variable that measures the amount of interaction. The controversy over the use of continuing disability reviews in the Social Security Disability Program provides a way to quantify, albeit roughly, the DDS and state official relationship. In 1980, Congress required the Social Security Administration to conduct continuing reviews of disability recipients (Public Law 96–265). The secretary of health and human services ordered DDS offices to determine whether or not current recipients met the medical requirements for the program regardless of whether their condition had changed since the time the agency awarded them benefits. Many people lost their benefits as a result of these continuing disability reviews, and many appealed to federal court and/or complained to Congress (Derthick 1990; Mezey 1986). Although the federal courts overturned most of these cases and eventually ruled that the Social Security Administration had to show that a recipient’s medical condition had improved since the initial determination granting them benefits, the administration initially refused to apply these court cases beyond the litigant’s claim (Mezey 1986). In response to this situation, many state elected officials (mostly governors) intervened and ordered DDS offices in their states to either place a moratorium on continuing disability reviews or find that a claimant’s condition improved before terminating benefits. State DDS offices followed the orders of state officials (U.S. Congress 1984).

States in which such an interaction took place during the early 1980s should be more likely to have close relationships between state elected officials and DDS currently. A dummy variable valued at one for states
in which a state elected official intervened in DDS processing of the continual disability reviews and valued at zero for states in which no intervention occurred is used as a proxy for the amount of interaction between state elected officials and DDS offices. DDS offices under the Ninth Circuit Court were ordered by the court to use a medical improvement standard. Because it is impossible to tell whether these states changed their behavior for the continuing disability reviews due to pressure from state elected officials or the court, states under specific court orders were removed from the analysis (see appendix A for sources).

As a proxy, this variable is not without limitations and is a blunt instrument used to capture the likelihood that state elected officials will intervene with DDS offices. The actions of state elected officials during the 1980s crises may be more a result of the politics of the state elected officials than of the linkages between state officials and DDS offices, and linkages in the past might not translate into linkages today. However, insofar as the interventions of the 1980s set a precedent for state involvement in the disability determination process and helped to create the understanding in DDS offices that DDS examiners are ultimately responsible to the state, states where elected officials have been involved in the past should be more open to state-level influence today. Although all states have the incentive to push as many people as possible onto the SSI program, states with historical linkages between elected officials and DDS offices should be more likely to be successful in their efforts to engage in vertical transfer and therefore should have higher SSI award rates.\footnote{In sum, all states have a general interest in having high award rates that are as high as possible in SSI because SSI provides benefits to state citizens at low costs to state governments relative to other antipoverty programs. However, influencing program administration takes resources, and we should expect states that have the highest incentives to engage in vertical transfer will do so at a higher rate than other states do. State governments vary in how much they benefit from high SSI participation. We should expect that states with lower incentives will have lower allowance rates (states with high SSI supplements and Medicaid costs) and states with high incentives (states with high fiscal stress and large AFDC caseloads) will have higher award rates. In addition to variation in incentives to engage in vertical transfer, state officials should also vary in their ability to affect administration. States with a link between DDS offices and state officials (measured by a history of gubernatorial intervention in...}
DDS policy) should have higher award rates than other states, all else being equal.

**Control Variables**

We must control for other variables that should affect SSI award rates in order to test the preceding hypotheses. Several control variables were used in this study (for a more detailed discussion of each, see Keiser 2001). The political environment affects how street-level bureaucracies implement policy, and the partisanship of state elected institutions is an important part of that environment (see Wood and Waterman 1994). Social Security disability is fairly partisan (Berkowitz 1987; Stone 1984). Ever since its inception, Democrats have been more supportive of the program, while Republicans have been more concerned with reducing the rolls and federal involvement. Past research indicates that more Social Security disability recipients live in states controlled by Democrats than in states controlled by Republicans (Keiser 1999). We should expect this relationship to be even stronger for eligibility decisions by street-level bureaucrats. To control for political pressure, a dummy variable was created. All states with a Democratic governor were coded one and all states with a Republican or independent governor were coded zero (see appendix A for sources).

In addition to the partisanship of the governor, street-level bureaucracies may also be influenced by the overall political culture in the state. The behavior of street-level bureaucracies is influenced by how much legitimacy their functions have among people outside the bureaucracy (Thompson 1967). This is especially important in human services bureaucracies, like DDS, because the bureaucracy places values on citizens by labeling clients as deserving or undeserving of government assistance (Hasenfeld 1992). Due to variations in historical immigration and migration patterns, the states vary in the level of legitimacy members of political institutions, and the public in general, hold for government assistance to aid the needy. Elazar (1984) argues that historical migration and immigration patterns created some state political cultures that are more conducive to an active government presence and social welfare policies than other state political cultures. He identified states with this culture as moralistic. State political culture should influence how bureaucracies implement policy in two ways. First, it will affect the culture of administrative organizations in the state. Historical immigration and migration patterns pro-
vide the context in which state administrative organizations were created. The creation period of an administrative organization is very important in determining the culture, and more specifically the mission, of bureaucracies (Wilson 1989). This culture is perpetuated across time through standard operating procedures and socialization of members (Simon 1957). In addition to influencing bureaucratic culture, state political culture will have a contemporary influence on bureaucratic behavior by influencing the legitimacy of the bureaucracy’s task. Bureaucracies that have high award rates in the SSI program will have more legitimacy in moralistic states than in nonmoralistic ones. Administrative organizations created in the context of a moralistic political culture award disability benefits at a higher rate than administrative organizations developed in a nonmoralistic culture (Keiser 2001). To control for political culture, a dummy variable coded one for states with a moralistic culture and zero otherwise was included in the model (see appendix A for sources and measures).

In addition to the political environment, implementation should be influenced by the task environment. The nature of the bureaucracy’s task plays a role in influencing bureaucratic behavior (Wilson 1989). The task environment refers to the materials with which the bureaucracy works (Thompson 1967). For human service bureaucracies, the bureaucracy’s caseload is a major part of its task environment. Characteristics of the bureaucracy’s caseload should therefore explain variation in award rates. If street-level bureaucrats follow their official mandates, higher levels of disability in each state should translate into higher award rates. To measure the level of disability, several variables that measure health and injury risk for residents were included in the model. These are the percentage of jobs found in the manufacturing sector, the percentage of the state population between the ages of fifty-four and sixty-five, and the AIDS rate. Past research demonstrates that these variables coincide with the medical need for benefits (Rice and Feldman 1983; U.S. Department of Labor 1991). 13

In addition to medical need, award rates should be related to economic need. When unemployment is high, more citizens with marginal medical conditions apply than do so during times of economic prosperity because people with medical problems have an easier time finding work under conditions of low unemployment (Soss and Keiser 1999). To control for unemployment, the civilian labor force participation rate was included. 14
In addition to levels of need, prior research on Social Security disability has revealed that race is an important variable for understanding award rates. Although minorities tend to have more health problems and less access to health care than whites (Patel and Rushefsky 1995, 121–25), at the individual level DDS examiners deny benefits to black applicants at a higher rate than white applicants in the SSI program because blacks apply for benefits with less severe disabilities and at younger ages than do whites (GAO 1992). This patterns holds at the aggregate level (Keiser 2001). To control for the impact of race, the percentage of the state population that is African-American is included in the model (see appendix A for sources and measures).15

In addition to measures of medical and economic need, street-level bureaucracies should also respond to levels of demand. Organizations respond to and try to influence the level of demand for their resources (Thompson 1967). The reaction to levels of demand by street-level bureaucracies is mitigated, however, by the resources of the agency. Bureaucracies with resource shortages should actually limit access to programs when faced with high demand to conserve resources (Lipsky 1980). Although DDS offices do not face resource shortages in terms of how many benefits they can provide, they do have resource shortages in terms of processing cases (Mashaw 1983). Many claimants are denied disability because DDS examiners make decisions on cases prior to collecting all the relevant information. Examiners can request additional information from the claimant or collect additional information themselves but are unlikely to do so when faced with large numbers of caseloads (Mashaw 1983). State agencies with large numbers of caseloads have lower award rates than state agencies with fewer caseloads in the SSI program. To measure demand, the number of applications per ten thousand residents is included in the model (see appendix A for sources).

Research Methods

The hypotheses were tested using pooled cross-sectional analysis of award rates in the thirty-eight states for the years 1991 to 1993.16 The percentage of SSI applications that DDS offices awarded serves as the dependent variable. Dummy variables for the years 1991 and 1992 were included to reduce potential problems with autocorrelation. The analysis is based on an ordinary least squares (OLS) regression model. Three-stage least squares were performed on the model to test for any reciprocal re-
Findings

Similar to earlier research (Keiser 2001), the findings show that state DDS offices are responsive to the benefits or losses that state governments incur through participation in the SSI program. States that incur higher financial costs through the Medicaid program and the SSI supplement reduce access to the SSI program. Disability determination offices in states with higher SSI supplements provide less access to the SSI program than do DDS offices in states with lower SSI supplements. Similarly, DDS offices in states with high Medicaid costs provide less access to SSI than do those in other states. The results of the three-stage least squares model do not lead to different inferences regarding the direction of the causal relationship between the SSI award rate and the SSI supplement as well as between the SSI award rate and Medicaid spending (see table 1; also see appendix B at the end of this essay for results). In addition to being responsive to the SSI supplement and Medicaid spending, DDS offices in states that are under fiscal stress have higher SSI award rates. These findings suggest that state governments are able to use the implementation process to insert their interests into policy even when they yield administrative but not legislative power (Keiser 2001).

The SSI supplement and Medicaid are both variables that directly relate to SSI access. Because potential clients from different social welfare programs overlap, high demand on the AFDC (now TANF) also creates incentives for state governments to increase access to the SSI program. The findings failed, however, to support the hypothesis that states with high AFDC caseloads will have higher SSI award rates. Caseload size does not have a statistically significant relationship with SSI award rates. State governments do not seem to respond to high AFDC caseloads by providing more access to SSI.

In addition to incentives to engage in vertical transfer, the ability to influence bureaucratic offices should also affect whether street-level bureaucracies respond to state government officials. It was hypothesized that states with evidence of direct intervention by governors would have higher award rates for SSI than other states. This hypothesis was not supported. In states with a history of gubernatorial interventions, DDS offices do not have higher allowance rates than other states.
The lack of a connection between historical linkages between state elected officials and DDS offices and SSI award rates has several different interpretations. First, the lack of support for the hypothesis may be due to the quality of the relationship measure. The proxy measure of intervention between state officials and DDS offices may not capture current relationships. We can only conclude from this finding that historical interventions do not make DDS decisions more reflective of state interests currently. However, it is possible that a more current measure of the relationship will yield significant results. Second, state governments may not directly influence eligibility decisions. Instead, state governments may affect the quality of applications. Anecdotal evidence suggests that many states require intake workers for AFDC to investigate whether

<table>
<thead>
<tr>
<th>Variables</th>
<th>SSI</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>70.71**</td>
<td>20.59</td>
</tr>
<tr>
<td>Incentives to Engage in Vertical Transfer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSI Supplement$_{t-1}$</td>
<td>$-8.35**$</td>
<td>3.25</td>
</tr>
<tr>
<td>Medicaid Spending$_{t-1}$</td>
<td>$-0.73*$</td>
<td>0.43</td>
</tr>
<tr>
<td>Fiscal Stress$_{t-1}$</td>
<td>$0.411**$</td>
<td>0.15</td>
</tr>
<tr>
<td>Fiscal Stress $\times$ SSI Supplement$_{t-1}$</td>
<td>$-0.81**$</td>
<td>0.30</td>
</tr>
<tr>
<td>AFDC Caseload</td>
<td>$-0.04$</td>
<td>0.05</td>
</tr>
<tr>
<td>Ability to Engage in Vertical Transfer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>State–DDS Relationship</td>
<td>0.99</td>
<td>1.03</td>
</tr>
<tr>
<td>Political Environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moralistic culture</td>
<td>5.97**</td>
<td>1.56</td>
</tr>
<tr>
<td>Democratic governor</td>
<td>$-0.23$</td>
<td>1.14</td>
</tr>
<tr>
<td>Task Environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demand (application rate)</td>
<td>$-0.08**$</td>
<td>0.04</td>
</tr>
<tr>
<td>Employment Rate</td>
<td>$-0.14$</td>
<td>0.23</td>
</tr>
<tr>
<td>Aged population</td>
<td>$-3.18**$</td>
<td>0.99</td>
</tr>
<tr>
<td>AIDS rate</td>
<td>$0.20**$</td>
<td>0.05</td>
</tr>
<tr>
<td>Manufacturing Employment</td>
<td>0.45**</td>
<td>0.10</td>
</tr>
<tr>
<td>Black Population</td>
<td>$-0.25*$</td>
<td>0.09</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>.61</td>
<td></td>
</tr>
<tr>
<td>$F$-score</td>
<td>11.93**</td>
<td></td>
</tr>
<tr>
<td>White’s test</td>
<td>11.4$_{df=17}$ $p &gt; .10$</td>
<td></td>
</tr>
<tr>
<td>Lagrange multiplier</td>
<td>1.68$_{df=1}$ $p &gt; .10$</td>
<td></td>
</tr>
</tbody>
</table>

$N = 114$, dummy variables not included in table.

* indicates $p \geq .10$. ** indicates $p \geq .05$. 

claimants may be eligible for SSI and to help them with their applications. Other states and local governments provide funding to organizations that assist with SSI claims in the hope of reducing demand for state and locally funded programs (Kritzer 1998). In the Social Security system, many claims are ultimately overturned by administrative law judges, often because of more complete medical information in the application at the ALJ stage of the process (Cofer 1985). States that provide a lot of assistance with applications at the initial stage could have an impact on SSI award rates at the DDS level by influencing the quality and quantity of information in SSI applications. Unfortunately, no quantifiable data exist on these programs across the U.S. states. The failure of the AFDC caseload to influence SSI allowance rates does not support this explanation, but the likelihood that states have such assistance programs may be due to other factors besides the size of the AFDC caseload. The creation of a better measure of client assistance with SSI claims is needed if we are to explore this possible explanation.

The findings concerning the control variables are all as expected given earlier research. Overall, the findings reveal that DDS offices are responsive to their professional mandates. Their decisions are reflective of the level of medical need that exists in the state as well as measures that relate to the severity of disability in the caseload. The size of the minority population and high application rates should both lead to a higher proportion of less severe claims (Keiser 2001). Not surprisingly, these variables reduce allowance rates. Although DDS decisions do not seem open to the partisanship of the governor, the political culture of the state affects award rates. Disability offices in states with a moralistic culture have a higher SSI award rate than other states do. For a more detailed discussion of the findings for the control variables, see Keiser 2001.

Need for Qualitative Research

Because the statistical analysis failed to meet expectations concerning the state official interaction variable, personal in-depth interviews with DDS directors were conducted in three states to gain a better understanding of the relationship between DDS and the states. The states are not named so to as protect the confidentiality of the interviewees. Directors were asked to describe their interactions with state officials and whether state officials attempted to influence eligibility decisions. The interviews suggest that states vary in how close the DDS offices are to state elected officials.
Of the three DDS directors who were interviewed, two state directors had little interaction with state officials concerning nonpersonnel issues and one state director had a high level of interaction. In these two low-interaction states, the directors communicated that the interactions they had dealt with were hiring decisions and procurement. Neither director felt that state officials cared about eligibility rates. Both directors discussed how they were obligated to follow the federal rules to protect the Social Security System and U.S. taxpayers. They indicated that they gauged the performance of their offices from the Social Security Administration’s calculation of their accuracy rates. One director felt it was her duty to protect U.S. taxpayers and was distressed that administrative law judges reversed so many decisions. Both of these state directors were merit employees.

The third director, a political appointee, had a high level of interaction with state officials through attending the governor’s town meetings, answering state legislators’ inquiries about cases, and testifying before legislative committees regarding disability fraud scandals. However, she claimed that state elected officials did not pay attention to overall allowance rates or try to influence them in any way. Interestingly, she believed that her state’s allowance rates were too low and had taken steps to raise them because she did not think it was fair that citizens in her state had less access to the program than did citizens in other states. She believed that examiners in her state did not apply new Social Security regulations that make it easier to allow cases. She tracked whether examiners used all possible rules to allow cases and used this information to evaluate performance. She was less concerned with whether examiners’ decisions were sent back due to errors following review in the Social Security’s Quality Assurance Program. This director was also concerned about the fraud in the program and the high reversal rate of the ALJs.

Though preliminary, the results of the interviews suggest that interaction between the DDS offices and state officials may affect allowance rates because it may change bureaucratic culture. Disability offices have two constituencies—U.S. taxpayers and state citizens applying for benefits. Although directors in all three states expressed concern with both of these constituencies, the two states with little interaction between elected officials and DDS offices were less focused on providing access to state residents and more focused on meeting the Social Security Administration’s
performance standards than was the director in the state with high interaction. Because of the small number of states included, however, these results are only suggestive and may be due to idiosyncratic factors.

Clearly, more interviews are needed if we are to look inside the black box and understand how the links between state elected officials and DDS offices shape eligibility determinations. The statistical analysis suggests that DDS decisions do reflect the needs of the state in the form of the SSI supplement and Medicaid costs. In future research, I will explore three possible mechanisms that may link street-level decisions with state government needs. Assistance with clients’ SSI applications, the creation of a bureaucratic culture that focuses on state applicants, and direct intervention in policy by elected officials are all possible mechanisms.

Appendix A


State–DDS Relationship: dummy variable coded one if the governor or other state official ordered DDS to either suspend continuing disability reviews or use a medical improvement standard in evaluating cases in response to the 1980–85 controversy over continuing disability reviews, zero otherwise. Source: U.S. Congress 1984.

Fiscal Stress: state revenues minus state expenditures as a percentage of total state expenditures multiplied by −1, lagged one year, 1990–93. This variable was broken down into three categories. Values below one standard deviation of the mean were coded as zero. Values above one standard deviation of the mean were coded as two, and all other values were coded as one. This variable was broken into categories to reduce collinearity between Fiscal Stress and the interaction between Fiscal Stress and the SSI Supplement. Source: United States Statistical Abstract, United States Bureau of the Census.


Interaction effect for fiscal stress and SSI Supplement: state revenues minus state expenditures as a percentage of total state expenditures multiplied by \(-1\), lagged one year, multiplied by percentage of total state expenditures on the SSI supplement, lagged one year.


Political Culture: dummy variable coded one if the state was identified as moralistic, moralistic-individualistic, or individualistic-moralistic, zero otherwise. Source: Elazar 1984, 135.


Demand: number of applications per one hundred thousand in population for Social Security Disability Insurance and SSI. Source: unpublished data from the Social Security Administration.
Appendix B

TABLE B1. Three-Stage Least Squares Model for SSI Supplement

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent = SSI Award Rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSI Supplement</td>
<td>−19.83</td>
<td>4.10*</td>
</tr>
<tr>
<td>Constant</td>
<td>18.44</td>
<td>21.03</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>29.17*</td>
<td></td>
</tr>
<tr>
<td>Dependent = SSI Supplement$_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSI Award Rate</td>
<td>−0.05</td>
<td>0.01*</td>
</tr>
<tr>
<td>Constant</td>
<td>0.93</td>
<td>1.09</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>15.82*</td>
<td></td>
</tr>
</tbody>
</table>

*Note: Coefficients for dummy variables for 1991 and 1992 are not included. Instrumental variables = Dollars spent on public education per population, Manufacturing Employment, SSI application rate, and AFDC Caseload per population. $^*p > .05.$

TABLE B2. Three-Stage Least Squares for Medicaid Spending

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Variable = SSI Award Rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MedicaidSpending$_{t-1}$</td>
<td>−1.70*</td>
<td>0.27</td>
</tr>
<tr>
<td>Constant</td>
<td>23.35</td>
<td>39.45</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>43.58*</td>
<td></td>
</tr>
<tr>
<td>Dependent Variable = Medicaid Spending$_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSI Award Rate</td>
<td>−0.59*</td>
<td>0.11</td>
</tr>
<tr>
<td>Constant</td>
<td>13.7</td>
<td>23.23</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>25.03*</td>
<td></td>
</tr>
</tbody>
</table>

*Note: Dummy variables for 1991 and 1992 are not included. Instrumental variables = Total expenditures on nursing homes per capita, Manufacturing Employment, SSI application rate, and AFDC Caseload. $^*p > .05.$

Notes
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1. The problem of multiple principals becomes even more complicated when we consider that the public is a principal of street-level bureaucrats acting through either federal and state elected officials or direct interactions with street-level bureaucrats.

2. For a similar discussion of the role of state governments in policy implementation, see Keiser 2001.

3. Through the use of case studies of eleven state legislatures, Beamer (1999) found that the collective decisions of state legislatures reflect a desire to minimize constituents’ benefit-tax ratios. This relationship held across three different policy areas.

4. Claimants must have an income below $512 per month to be eligible.

5. Disability examiners in DDS offices also process applications for Social Security Disability Insurance (DI). Although DI and SSI differ in income requirements (DI is a social insurance program whereas SSI is a means tested one), the medical criteria for eligibility in both programs is the same. This essay focuses only on SSI because it provides a better test of the hypotheses. See Keiser 2001, however, for an analysis of DI.

6. Current reformers who wish to centralize the determination process face opposition from policy actors hesitant to increase the size of the federal bureaucracy. Hiring federal bureaucrats as disability examiners would also displace current state employees and may increase the cost of the program because federal pay scales are, for the most part, higher than state pay scales (Berkowitz 1987).

7. These comments pertain to the processing of both DI and SSI claims.

8. For a similar general description of the role of the states in the implementation of SSI, see Keiser 1999.

9. This measure has been used in the policy adoption literature to measure state fiscal health (see Berry and Berry 1990; and Stream 1999).

10. Medicaid stress and fiscal stress are obviously closely related. Because Medicaid stress occurs due to increasing mandates from the federal government, it may provide greater incentives for vertical transfer than simple fiscal stress. In addition, states may feel burdened by Medicaid and therefore engage in vertical transfer even when state revenue has kept pace with state spending. Though related, therefore, the two concepts are different.

11. The ability to engage in vertical transfer should interact with the incentives to do so. Therefore, an interaction term of the SSI supplement and the state government involvement variable was included in an earlier version of the model. Although the variance influence factor fell below ten, the sign of the coefficient measuring state influence changed direction, suggesting that collinearity may be a problem. Although the interaction term was statistically significant, it was in the opposite direction (positive), as predicted by theory. Consequently, it was removed from the analysis.
12. The partisanship of the governorship was used instead of the state legislature because the governor has the most direct power over street-level bureaucracies in the state through the power of appointment. The legislative branch also has power over the bureaucracy, however, because it controls its funding. Including the partisanship of the state legislature did not make any difference in the findings. Consequently, it was excluded from the final model to preserve degrees of freedom.

13. In addition to the variables in the model, the infant mortality rate was included in the analysis to further control for the overall health of the state. This variable failed to reach statistical significance, and removing it did not substantively change the results of the model. Because it was highly collinear with Black Population, it was removed from the final analysis.

14. The unemployment rate is also a measure of economic stress. The unemployment rate is not, however, a pure measure of fiscal stress on the states since street-level bureaucrats may take into account the availability of jobs when using their norms to award disability to the most needy. Consequently, I do not consider the unemployment rate as a measure of fiscal stress.

15. In addition to the size of the African American population, the size of the Hispanic population may have an impact on award rates because Hispanics disproportionately suffer from the problems of poverty and poor health. Including Hispanic population in the measure did not effect the results of the analysis. To preserve degrees of freedom, it was removed from the final analysis.

16. Alaska, Arizona, California, Hawaii, Minnesota, Montana, Nevada, Oregon, Washington, and Wisconsin were removed because they were under federal court order during the continuing disability review controversy and therefore have missing data for the DDS and state official relationship variable. Iowa and Ohio were removed from the analysis because of missing data in the Medicaid variable.

17. Regression diagnostics were performed on both models to assess any problems arising from outliers, multicollinearity, autocorrelation, and heteroskedasticity. Studentized residuals and Cook’s D indicated that no observations were distorting the regression line. The Lagrange multiplier test for autocorrelation (Maddala 1992, 120–21) revealed no autocorrelation. The variance inflation factor indicated that the model does not have problems with collinearity (Kleinbaum, Kupper, and Muller 1988). White’s test for heteroskedasticity (Pindyck and Rubinfeld 1991, 137) indicated no violation of the homoskedasticity assumption.

18. Three-stage least squares reveal that the SSI supplement and Medicaid costs affect award rates, although some reciprocal influence exists. Education spending per population, the SSI application rate, the AFDC caseload, and the
manufacturing employment rate were used as instrumental variables for the SSI supplement model. Nursing home expenditures, the SSI application rate, the manufacturing employment rate, and the AFDC caseload were used as instrumental variables for the Medicaid model.
A fundamental problem in democratic politics is control of bureaucracy. Elected officials, handicapped by limited information and uncertainty about policy outcomes, face obstacles to the effective oversight and control of public sector agencies. Agency decision makers have the incentive and the capacity to exacerbate or exploit an often substantial informational advantage over legislative or executive monitors. Considerable attention has been given to the scope of this problem, and a substantial empirical literature has emerged that attempts to identify and measure the effects of various types of political control mechanisms—the role of agency structure, administrative procedures, appointments, budgets, reorganization, and passive forms of political control.

Much of the empirical work that is the basis for evaluation of the instruments of political control, especially the work informed by statistical modeling, is based on the observation of regulatory agencies: the Federal Trade Commission, the Securities and Exchange Commission, the Environmental Protection Agency, and the Nuclear Regulatory Commission. Work that suggests that political control problems are not problematic, particularly the congressional dominance literature pioneered by Weingast and Moran (1983), is almost entirely grounded in the performance of regulatory agencies. This narrow empirical focus may miss important features of the large number of agencies that do not engage in regulation
and instead deliver transfer payments, provide services, or intervene in capital markets.

As an alternative to regulatory agencies, the growing and diverse federal credit programs would seem to offer an ideal set of programs with which to test expectations for and experience with political control of bureaucracy. The federal credit programs are somewhat exceptional since program outputs are directly comparable: agency activity is measured by the volume of lending and guarantee activity. The large number of programs permits direct comparison of the outputs of programs operating in a variety of structural contexts and serving different types of constituencies. Using direct lending and loan guarantee and insurance activity from fifteen federal credit programs, I investigate how variation in program structure affects responses to instruments of political control.

The essay proceeds in three parts. First, I locate this project in a broader literature on political control of the bureaucracy with a particular focus on ex ante structure and process controls. Second, I describe the federal credit programs and the agencies that are the subject of the essay. Finally, I estimate and discuss five models of federal credit activity: time-series cross-sectional models of direct and loan guarantee activity at the program level for a sample of Cabinet departments, independent agencies, and government-sponsored enterprises. The credit programs overall reveal a much more active and interested Congress than the extant literature on political control suggests. In contrast to the regulatory agencies that have informed much of the empirical work on political control of bureaucracy, the credit programs are routinely reorganized, relocated, and updated to reflect current needs and demands. Specific and highly tailored legislative instructions, either amendments to statutes or indirect instructions embedded in larger legislation, are effective and expedient instruments of political control. Canonical correlates of agency behavior—party control of the White House and changes in the budget, for instance—affect program outputs (especially direct lending) less than the reform and reorganization activities that originate in Congress.

The Problem of Political Control

A substantial empirical and theoretical literature informs our understanding of political control of bureaucracy. No observer could make the case, however, that there is any consensus in this literature about either the general effectiveness of efforts at political control or the effect of par-
ticular instruments of control. At one level, is it not even clear if elected officials manage to exercise any control whatsoever. Wilson (1989) and other students of agency behavior note that elected officials face obstacles to the exercise of political control. Agency professional norms or culture, the ambitions and preferences of agency leaders, and the tremendous advantages of agencies in controlling information flow to elected officials all conspire to blunt efforts of elected officials to influence agency policy choices. In contrast, Calvert, McCubbins, and Weingast (1989) and other students of the American Congress claim that agency policy choices can ultimately be traced back to the preferences of elected officials. Despite substantial uncertainty at a number of critical decision points, elected officials monopolize the few resources (money and statutory authority) that can decisively influence or constrain the policy choices of agency leaders. As a consequence, agency leaders respond to changing preferences in the Congress or the White House in an effort to avoid budgetary sanctions or statutory penalties. Elected officials thus exercise an important but often overlooked passive form of control over agencies and have recourse to active control alternatives on the rare occasions when they are required. Given that both perspectives emphasize the absence of overt efforts to control agency behavior, it has been challenging to determine which perspective is a more accurate description of Congress-bureau relationships.

Proponents of both perspectives emphasize the distinction between ex ante and ex post efforts to exert control over policy outcomes. Ex post control describes the instruments of control that contemporary political actors can bring to bear upon agencies that are resistant to change: appointments, statutory change, and budget sanctions and incentives. Ex post controls exploit a fairly well developed monitoring system in the Congress that, while not necessarily generating optimal outcomes, creates opportunities for elected officials to advocate particular policy choices (Aberbach 1990). Skeptics note that responses of members of Congress to agency failures are somewhat constrained by existing agency structures, since legislative updates to structure are costly and time consuming (see Moe 1984). Empirical work investigating the utility of ex post control has generated mixed results. Wood and Waterman (1994) observe agency behavior in a variety of contexts responding to instruments of active political control—the shared appointment and budget choices of Congress and the White House. But Eisner and Meier (1990) reveal how long-term
changes in the organization of bureau activity, and not ex post executive or congressional control, drove changes in the Antitrust Division of the Department of Justice during the Reagan administration.

Ex ante control describes choices about agency structure and procedures made at the creation of the agency—choices that place constraints upon contemporary actors and preserve the choices of the legislative majority responsible for creating the agency. Ex ante controls include structural choices such as the length and frequency of appointments or administrative procedures that privilege particular constituents. Ineffective ex post controls could be the function of effective ex ante design (see Horn and Shepsle 1989). Agencies may be “hardwired” to pursue a particular set of goals or respond to a particular set of interests. Moe (1989) claims that past choices about the structure of agencies determines, in some ways, contemporary policy choices. Macey (1992) describes how agency structure affects the influence of groups over agency choices as well as the types of experts that influence agency choices. McCubbins, Noll, and Weingast (1987) identify the central role of procedural constraints on outcomes of agency policy choices. Despite the promise of procedural controls, ex ante control has been difficult to demonstrate empirically. Balla (1998) finds that ex ante controls (implemented through strict control of the notification and comment process) failed to privilege target groups. Spence (1999b) does identify important effects of procedural (and structural) controls in the decisions of the Federal Energy Regulatory Commission but notes that it is unclear whether these effects were the consequence of intentional forward-looking choices made by legislative actors.

Overall, the empirical work investigating ex ante controls has focused on procedural at the expense of structural choices. Some basic questions are ripe for investigation. What are the effects of agency structure on agency performance? How is agency structure updated or contested? Although we presume that, by design, government-sponsored enterprise are somewhat insulated from the demands of elected officials, precious little empirical work has investigated even these basic expectations about how structural choices affect agency responsiveness. This essay is an effort to add to our understanding of how agency structure (distinguished from agency procedure) can affect agency activity over time and, further, how changes in this structure can be an instrument of political control.
The Federal Credit Programs

The federal credit programs directly or indirectly influence the allocation of capital to targeted groups of borrowers. Indirect mechanisms may take the form of guarantee or insurance of new loans or mortgages or secondary market purchases of existing loans or mortgages. Direct lending takes the form of conventional loans or mortgages with the government as primary lender. Some agencies include lending as a one of a number of tools to provide support for some constituency; other programs are the exclusive focus of an agency. These various federal credit programs are implemented through a variety of administrative and fiscal arrangements. Some agencies are small components of Cabinet-level departments, some are independent agencies, and others are privately held government-sponsored enterprise (GSEs).

Members of Congress actively monitor the activities of the federal credit programs, make frequent minor changes to program authority and scope, and occasionally subject programs to broad reorganization. Farm credit programs were restructured financially and organizationally in 1987. Musolf (1991) uses the reorganization of the Farm Credit System to illustrate how reform of GSEs has largely ignored broader administrative and fiscal implications of GSEs and instead focused on the particular needs of borrowers in affected sectors. The veteran’s housing program and rural electrification program were moved from independent agencies to existing or new Cabinet departments. The Federal Home Loan Bank Board was abolished in 1989. One of the primary financing mechanisms for a majority of the federal credit programs, the Federal Financing Bank (FFB), was created in 1973 and abolished in 1986. The federal student loan program was started in a Cabinet agency, expanded via a government-sponsored enterprise in 1972, and will be completely privatized by 2008. The reorganization of these diverse programs makes the general point: members of Congress routinely review and reform the federal credit programs.

Despite the large size and continuing activity of the federal credit programs, a relatively small literature investigates their development and impact. Bosworth, Carron, and Rhyne (1987) describe the origins and performance of a number of federal credit programs with the particular objective of highlighting the real role of subsidies in a few of the programs. Ippolito (1984) describes the special accounting and control
problems introduced by the credit programs. Meier, Polinard, and Wrinkle (1999) find that farm credit programs are linked to objective economic conditions (farm debt and farm income) but that ongoing systematic influence of program outcomes by presidents and members of Congress is limited. The major exceptions are direct statutory changes to existing programs. Lowi singles out the various cooperative-based federal credit programs that aid agriculture as an overt “private expropriation of public authority” (1969, 68).

Total outstanding loans of the federal credit programs are reported quarterly in the *Treasury Bulletin*. For the analysis that follows, a sample of fifteen programs was selected from more than one hundred programs represented in the quarterly reports. The sample programs include the largest subsidy programs to the household, corporate, and farm sectors of the economy. Total outstanding loans for the entire federal government and each program in the sample are reported in table 1.

The focus of the essay is the change over time in these outstanding loans. If outstanding loans increase, then the program is increasing the level of capital for the target sectors (through the creation of new loans directly or through the subsidy of new private loans). If outstanding loans decline, then the program is decreasing the level of capital for the target sector. This decrease may be caused either by selling existing loans on the private market (each sale diminishes available private capital) or decreasing the volume of new loan activity (new loans fail to keep pace with the maturity of existing loans). The empirical challenge appears to be straightforward. What influences the aggregate lending activity of the programs that we observe? How and to what extent do elected officials exercise meaningful control, through structural choice or other influences, over these programs?

**Explaining Lending Activity over Time**

**Overview**

A number of different factors influence the growth of the federal credit programs: structural characteristics of the agencies, features of the financial markets, changes in the broader economy, and variable characteristics of the political process outside of the agency (election calendar, budget allocation, party of the president). The expected effects of each set of characteristics—and measures for each—are described in turn. The
Structural Choice and Political Control of Bureaucracy

Structural features are given primary attention since these features are both established ex ante and updated ex post through acts of Congress.

Structural Characteristics of the Programs

The structural features of federal credit programs vary greatly. The most important structural choice is certainly the status of the program as part of an independent agency, a Cabinet department, or a GSE. In addition to agency status, at least three other structural choices are important for credit programs: authority to borrow directly from the public, authority to lend funds directly to the public, and the presence of ceilings on lending authority. These features are specified at the initiation of the

<table>
<thead>
<tr>
<th>Type of Subsidy</th>
<th>Direct</th>
<th>Guarantee or Insurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>484,927,421</td>
<td>989,349,308</td>
</tr>
<tr>
<td>Department of Agriculture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agricultural Credit Insurance Fund</td>
<td>17,906,040</td>
<td>4,383,448</td>
</tr>
<tr>
<td>Rural Housing Insurance Fund</td>
<td>29,246,446</td>
<td>26,965</td>
</tr>
<tr>
<td>Rural Electrification and Telephone</td>
<td>37,276,965</td>
<td>782,914</td>
</tr>
<tr>
<td>Department of Housing and Urban Development</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FHA Loan Guaranty Fund</td>
<td>9,315,920</td>
<td>378,450,558</td>
</tr>
<tr>
<td>Low-rent public housing</td>
<td>84,826</td>
<td>5,253,477</td>
</tr>
<tr>
<td>Department of Veteran’s Affairs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veteran’s Housing Insurance Program</td>
<td>3,637,395</td>
<td>53,817,725</td>
</tr>
<tr>
<td>Small Business Administration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business and investment loans</td>
<td>3,402,436</td>
<td>12,603,641</td>
</tr>
<tr>
<td>Export-Import Bank of the United States</td>
<td>8,923,559</td>
<td>5,391,027</td>
</tr>
<tr>
<td>Student Loan Marketing Association (Sallie Mae)</td>
<td>9,733,545</td>
<td>21,557,480</td>
</tr>
<tr>
<td>Federal National Mortgage Association (Fannie Mae)</td>
<td>124,954,000</td>
<td>—</td>
</tr>
<tr>
<td>Farm Credit System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Banks for cooperatives</td>
<td>10,782,501</td>
<td>—</td>
</tr>
<tr>
<td>Farm credit banks (formerly federal land banks and federal intermediate credit banks)</td>
<td>39,811,774</td>
<td>—</td>
</tr>
<tr>
<td>Federal Housing Finance Board (formerly Federal Home Loan Bank Board)</td>
<td>83,945,632</td>
<td>—</td>
</tr>
<tr>
<td>Advances to member banks</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Federal Home Loan Mortgage Corporation (Freddie Mac)</td>
<td>23,523,889</td>
<td>—</td>
</tr>
</tbody>
</table>

program, and in nearly all cases they are updated over time. Agency structure is not an exclusively ex ante instrument of political control since structural changes are not uncommon. But since costs of change are not trivial, structural choices—especially status as an independent or Cabinet agency—can be persistent.

**Type of Agency**

Three basic types of agencies implement federal credit programs—Cabinet departments, independent agencies, and government corporations. These agencies vary in the extent to which they are expected to respond to different types of political direction. The newest type of agency, the government-sponsored enterprise, is expected to be relatively unresponsive to efforts at political control. The instruments of political control are weak or nonexistent: appointments are typically restricted to a few members of a larger board, and the corporations are partially or entirely self-funded. Private stakeholders (investors and corporation management) place important and immediate constraints on agency practice. Expectations about the independent agencies and Cabinet departments are less clear. Kaufman (1976) expects the Cabinet departments to be fairly responsive to direction from the White House. Independent agencies require a more direct investment of White House monitoring and suasion to produce compliance with administration demands. For Kaufman, the principal mechanisms of ex post political control—appointments and appropriations—are more effective in influencing traditional Cabinet departments. Rourke (1978) instead expects that independent agencies will be more accommodating of administration demands. Cabinet departments serve a strong and well-organized constituency and pursue a well-institutionalized set of policy goals. Rourke describes how Roosevelt specifically set up the Rural Electrification Administration to bypass the internal politics of the Department of Agriculture. It was anticipated that the agency could be incorporated into the Cabinet department after agency leaders acquired administrative experience and cultivated a supportive constituency.

Since programs in each type of agency are expected to manage political cues in somewhat different ways, separate models of lending activity are estimated in this analysis—models for programs in Cabinet departments, models for programs administered in independent agencies, and a model for programs administered by a GSE. Comparing the effects of
instruments of political control across agency type directly tests for differences in responsiveness. The only clear empirical implication of agency structural choice is that government-sponsored enterprises should be less responsive to political direction, in all forms, than either Cabinet department or independent agencies.

Sources of Funds

Federal credit programs have used three sources to raise capital: traditional appropriations, an exclusive federal intermediary that taps private capital (the Federal Financing Bank), and private investors. The government-sponsored enterprises have unique authority to directly issue debt to private investors. Programs in other agencies are dependent on budget appropriations to lend funds or (prior to 1986) financing through the Federal Financing Bank. Access to the FFB should increase lending and guarantee activity within the independent agencies and Cabinet departments. The abolition of the FFB in 1986 forced managers of independent agency and Cabinet programs to rely on conventional budget appropriations for financing but permitted government-sponsored enterprises to focus on private markets for continued funding.

Direct Lending or Guarantee

Direct lending requires substantial program funding. Lending requires the expenditure of agency resources in exchange for a (tenuous) flow of income in the future. For programs that have a large explicit subsidy, direct lending is the only way to provide capital to targeted borrowers. Programs that do not require very large subsidies can rely on insurance or guarantees. The insurance and guarantees make a somewhat risky loan or mortgage marginally attractive to private lenders. The guarantor agency is not compelled to spend agency resources in the short run and passes costs into the future (costs are contingent on future loan performance). Since direct lending requires resources, direct lending programs should respond immediately to changes in the federal budget. New guarantees, on the other hand, can be extended without fiscal consequences. Further, costs related to past guarantees can be represented as a fait accompli to new political leaders intent on rapidly scaling back agency spending. Decisions about how lending programs are structured—direct or guarantee—should influence the extent of political control through the budget.
Ceilings on Lending Authority

Most federal credit programs have indefinite authorizations (e.g., veteran’s mortgage insurance programs are treated as entitlements rather than discretionary spending). Changes in budget allocations are likely to have a small effect on these programs, especially if there is no enforceable ceiling on lending activity. Ripley and Franklin (1980) identify ceilings as important constraints on the lending and guarantee activity of the Export-Import Bank in particular. Review and adjustment of ceilings on lending authority permits members of Congress to monitor the investment decisions of the bank. The initial choice of whether or not programs will be subject to lending ceilings affects the discretion of agency leaders in the future, making it more difficult to expand the program.

Each of these structural features—the existence of a guarantee program, the use of ceilings, and access to the Federal Financing Bank—are used by Congress to direct the expansion or contraction of the federal credit programs. Program management, while permitted substantial discretion over the timing and distribution of credit, faces important structural restraints upon the discretionary expansion of the programs it operates.

Variable Features of the External Political Environment

The incentives and capacity for political control of agency policy choices vary across agencies and over time. As was earlier suggested, the literature on political control focuses particularly on the effectiveness of appointments and budgets—the shared powers of Congress and the president. Four measures related to political control of agencies are included in the program-level models that follow.

Changing Preferences at the White House: The Appointment Mechanism

Wood and Waterman (1994) link the appointment of new agency leaders to changes in agency behavior. This strategy—measuring the impact of a new appointee—is effective for distinguishing between the effects of specific leadership changes and other changes in the political environment (control of key committees in Congress or formal statutory changes). Harris and Milkis (1996) identify appointments made by Reagan (Anne Burford at the Environmental Protection Agency and James
Miller III at the Federal Trade Commission) as key components of the effort to roll back regulation. For the federal credit programs, new appointees are expected to influence program activity and the preferences of appointees are likely to reflect the ideological positions of the appointing presidents. Republican presidents support less federal intervention in financial markets; Democratic presidents support more intervention. This ideological difference especially distinguishes the single Democratic president in the sample, Jimmy Carter, from his successor. Presidential appointees can change the balance between fiscal restraint and promotion of lending and guarantees programs. For Cabinet departments, this presidential influence is measured with the simple change in party control of the White House. For independent agencies and GSEs, presidential influence is measured with the appointment of a new administrator or board member after a change in party control of the White House.

A change in party control could lead to a host of other changes that represent attempts to exert political control. Harris and Milkis (1996) describe Reagan administration budget reallocations and innovative use of the Office of Management and Budget to control social regulatory agencies. But the instrument over which the president exerts the most direct control would certainly seem to be appointments. A simple indicator of the party of the president as a measure of program-level change fails to distinguish between passive adaptation of agency practice, the simple appointment mechanism, and other indirect White House tools. This indicator nevertheless permits an assessment of the relative importance of ex ante and ex post political control of agencies.

### Congress and the Budget

One powerful if unwieldy instrument of political control is control of the purse. It is possible to obtain the direct funding of particular federal credit programs (or the ceilings for outstanding loans and guarantees in each program) to determine how members of Congress support each program, but these indicators are problematic. Current expenditures are a function of past lending decisions, and expenditures are therefore a reflection of a series of political choices in the past. Authorizations are similarly uninformative since most programs have an indefinite authorization—in the fifteen-agency sample only the Export-Import Bank of the United States and the Rural Electrification Program have ceilings on
lending authority in 1991. Instead of attempting to capture exactly what members of Congress were attempting to direct to particular programs, each program is placed in a broader budget function. If the size of the allocation to farm income security declines, for instance, it is likely that the lending and guarantee activities of the Department of Agriculture credit programs will also decline. If more money is allocated for the advancement of commerce, lending and guarantee activities of the Export-Import Bank and the Small Business Administration should increase.

Budget changes are measured with the fiscal year to fiscal year difference in the amount of money authorized for the relevant budget sub-function. It is expected that agency activity will vary directly with the budget allocation. This relationship should be much stronger for the direct loan programs than for the guarantee programs, as direct lending requires funding in the current fiscal year while guarantee programs pass costs (contingent upon loan performance) into the future.

**Congressional Oversight and Action**

In addition to budget choices, members of Congress have regular opportunities to monitor and occasional opportunities to reorganize federal credit programs. Credit programs may be addressed and reorganized in the course of broader hearings on agricultural policy, higher education, or veteran’s benefits. Since hearings in these subject areas are frequent, it is difficult to use some subset of hearings as a measure of direct interest in or attention to the credit programs. Instead of using hearings, I examine specific instances of legislative action to measure the particular but nonbudget impact of Congress on agency outputs. Basic changes in agency structure or the scope of permissible financial market activity, initiated at the discretion of Congress, influence agency lending and guarantee activity.

Four actions by Congress directly target lending activity of sample agencies: the Agricultural Credit Act of 1987, the Omnibus Budget Reconciliation Acts of 1981 and 1986, and the Financial Institutions Reform, Recovery, and Enforcement Act of 1989 (FIRREA). Each piece of legislation either permitted the addition of new types of loans or debt instruments to the agency portfolio or required the sale of loans in the existing agency portfolio. The Farm Credit System was reorganized under the Agricultural Credit Act of 1987. The 1987 act increased the lending activity of credit banks and cooperatives and reduced the outstanding loans of
the land banks to zero. In the 1981 Budget Reconciliation Act, Sallie Mae was given additional authority to consolidate loans and advance funds to state loan agencies. This extension of authority was soon followed by permission to borrow directly from private investors (instead of acquiring funds from the Federal Financing Bank). Both developments contributed to a rapid expansion of Sallie Mae. Language in the Budget Reconciliation Act in 1986 required the credit programs of the Farmers Home Administration to raise capital by selling loans from the agency portfolio. The same act permitted borrowers to prepay direct loans from the REA if those loans were paid for with private capital guaranteed by the REA.

The total volume of legislation affecting the operation and management of the federal credit programs is large and certainly not fully covered by the major changes just described. In the 1970s, legislation affecting the federal credit programs was summarized annually in a special analysis that accompanied the budget of the U.S. government. More than ten pieces of legislation were reported each year in the early 1970s, and by the end of the decade twenty to thirty bills had been included in the summary. In the early Reagan administration, omnibus budget reconciliation bills were important tools for updating the credit programs. The four acts of Congress identified earlier as major reorganizations affecting sample programs were specifically designed to significantly broaden or reduce outstanding loans of particular federal credit programs. Bills that directly mentioned sample agencies but simply increased existing ceilings on guarantee and insurance activity were excluded. No significant legislation affecting the Export-Import Bank, the Small Business Administration Business Lending Program, or the Veteran’s Administration (excepting elevation to Cabinet status) was observed in the sample period. (Both the Export-Import Bank and the Small Business Administration were granted new and broader authority in the 1970s, prior to the collection of quarterly data on outstanding loans and guarantees.)

**Indirect Congressional Influence**

A number of works on regulatory agencies have concluded that agencies passively adapt to changing preferences of members of Congress (notably Weingast and Moran 1983). A measure of congressional preferences—the median first-dimension coordinate of the D-NOMINATE scores for the Senate (described in Poole and Rosenthal 1997)—is included to distinguish the effects of structural choices from the passive updates to agency
lending activity that could follow changes in the composition of Congress. There are a number of alternative measures (e.g., the chamber median for the House of Representatives or the median score for the committees that oversee the agencies charged with implementing the credit programs). In practice, all of these measures are highly correlated and the choice of measure does substantively affect model results. Ultimately, the Senate measure was selected since party control of the Senate changed over the sample period. The chamber median was used since jurisdiction over the credit programs is often unclear and occasionally contested; this is particularly the case for the Farm Credit System, which is monitored by both the Banking and Agriculture committees in the Senate and the various housing programs, which are monitored and updated by the Agriculture and Veteran’s Affairs and Banking committees in the Senate. Overall, a more conservative Senate is expected to restrict the growth of credit programs of all types.

Elections

Elections create special incentives for politicians, for delivery of benefits to constituents during election years can shape subjective perceptions of the competence of an incumbent. The simple intuition that politicians have incentives to time benefits to correspond to elections motivates investigations of the so-called political business cycle (Nordhaus 1975), as well as other program-level cycles in benefits and subsidies. Keech and Pak (1989) identify effects from the election calendar on veterans’ benefits prior to 1978. Corder (1998) finds substantial election year increases in the lending activity of the Small Business Administration. To control for the effects of elections on the guarantee and lending activity of the federal credit programs, I include a dummy variable for presidential election years and a dummy variable for midterm congressional election years. The magnitude of the election effect should be smallest for the government-sponsored enterprises, privately owned corporations with only weak formal links to the White House.

Economic and Financial Market Conditions

Prime Rate

The interest rate charged to borrowers is one of the most important financial market conditions that affect agency choices about lending as
well as the demand for federal guarantees and insurance. The real prime rate (prime rate less inflation) is an excellent proxy for these borrowing costs. The expected direction of the effect of the prime rate is clear for direct lending and somewhat less clear for guarantee activity. For direct lending, an increase in the prime rate should result in growth in the amount of outstanding loans. For guarantee activity, the federal credit programs are dependent upon private lenders and borrowers applying for guarantee. If the prime rate moves upward, private borrowers may be reluctant to take out new loans. The prime rate should be positively related to direct lending but may be negatively related to guarantee and insurance activity.

**Capital Flows**

Capital flows into and out of various sectors of the economy should trigger changes in the level of lending and guarantees through the credit programs. Since federal credit programs attempt to divert credit from one sector to another (or at least to increase the level of capital flowing to particular sectors), variation in the flow of capital should be an important consideration for agency managers. If the flow of capital to the household sector, the financial sector, or the farm sector declines, that decline should trigger increased direct lending activity to that sector in the following year.\(^3\)

**Income**

A final component of agency considerations should be the economic performance of the sector served by the program. Declining real income to particular sectors of the economy—farm income, household income, corporate profits—should lead to increased subsidy activity. Table 2 summarizes the target sectors (and budget subfunction) of each of the sample programs.

**One-Time Shocks and Distributed Lags**

It is unlikely that the changes in political or economic conditions just described would have an immediate and one-time impact on agency activities. Since the process of loan application and approval is lengthy, agency activities are somewhat persistent in the face of shocks or changes. For that reason, a lag of changes in loans and guarantees outstanding is included in the model. Gujarati (1995) describes this as a
partial adjustment model. The substantive intuition is that there is some long-run equilibrium level of outstanding direct and guaranteed loans in the agency portfolio given current economic and political conditions. Changes in the composition of the Congress, budget, prime rate, or economy depress or inflate the desired or optimal level for outstanding loans or guarantees, but the adjustment to the new optimal level is partial in any one year. The observed change in outstanding loans or guarantees is a product of current and past shocks. Interpretation of the coefficients in the partial adjustment model is not substantively different from interpretation in the less general model.

TABLE 2. Sample Program Characteristics

<table>
<thead>
<tr>
<th>Agency</th>
<th>Budget Subfunction</th>
<th>Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Department of Agriculture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agricultural Credit Insurance Fund</td>
<td>Farm income</td>
<td>Farm</td>
</tr>
<tr>
<td>Rural Housing Insurance Fund</td>
<td>Mortgage credit</td>
<td>Household</td>
</tr>
<tr>
<td>Rural Electrification and Telephone</td>
<td>Farm income</td>
<td>Farm</td>
</tr>
<tr>
<td>Department of Housing and Urban Development</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FHA Loan Guaranty Fund</td>
<td>Mortgage credit</td>
<td>Household</td>
</tr>
<tr>
<td>Low-rent public housing</td>
<td>Housing assistance</td>
<td>Household</td>
</tr>
<tr>
<td>Department of Veteran’s Affairs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veteran’s Housing Insurance Program</td>
<td>Veteran’s affairs</td>
<td>Household</td>
</tr>
<tr>
<td>Small Business Administration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business and investment loans</td>
<td>Other advancement of commerce</td>
<td>Corporate</td>
</tr>
<tr>
<td>Export-Import Bank of the United States</td>
<td>Other advancement of commerce</td>
<td>Corporate</td>
</tr>
<tr>
<td>Student Loan Marketing Association (Sallie Mae)</td>
<td>Higher education</td>
<td>Financial</td>
</tr>
<tr>
<td>Federal National Mortgage Association (Fannie Mae)</td>
<td>Mortgage credit</td>
<td>Financial</td>
</tr>
<tr>
<td>Farm Credit System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Banks for cooperatives</td>
<td>Farm income</td>
<td>Farm</td>
</tr>
<tr>
<td>Farm credit banks (formerly federal land banks and federal intermediate credit banks)</td>
<td>Farm income</td>
<td>Farm</td>
</tr>
<tr>
<td>Federal Housing Finance Board (formerly Federal Home Loan Bank Board)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advances to member banks</td>
<td>Mortgage credit</td>
<td>Financial</td>
</tr>
<tr>
<td>Federal Home Loan Mortgage Corporation (Freddie Mac)</td>
<td>Mortgage credit</td>
<td>Financial</td>
</tr>
</tbody>
</table>

Models and Estimates

Estimation Strategy

Direct lending and guarantee activity for fifteen programs are used to estimate the responses of program management to changing economic and political conditions. Five panel models are estimated—guarantee activity and direct lending activity for the Cabinet departments and the independent agencies and direct lending of government-sponsored enterprises. The dependent variable in each instance is the standardized level of real loans outstanding for each program. Each series begins in 1975, after the initial establishment and early growth of the GSEs, and ends in 1991, the final year in which quarterly lending activity is reported in the Treasury Bulletin.

The modeling approach adopted is fairly conventional: program outputs are treated as a linear function of a subset of variables expected to influence agency policy choices. Two methodological issues merit particular attention: estimation with panel data and simultaneity. The panel structure of the program data offers more information than a single series or a single cross-sectional sample, but it also presents a methodological challenge. Both heteroskedasticity and serial correlation complicate the estimation of model parameters. There are a number of alternative estimation strategies that could be used to recover the parameters of the model. Beck and Katz (1995, 1996) compare the performance of ordinary least squares (OLS) with panel-corrected standard errors and feasible generalized least squares (GLS). Hsiao (1986) describes less general fixed effect approaches (OLS with dummy variables). Ordinary least squares with panel-corrected standard errors accounts for the correlation of error both within and across panel units and appears to offer a substantial improvement over alternative methods. However, introduction of a lagged dependent variable creates new complications in this context. Estimates of coefficients in the panel model are inconsistent since the lagged dependent variable may be correlated with the error term. This correlation can stem from both serial correlation and the unit effects that are incorporated in the error term (especially in panels with many cross sections and few time periods). The credit program panel is marginally time dominated, so unit effects are not highly problematic, but inconsistency could be introduced by means of serial correlation. Using conventions described in Greene (2000), a Lagrange multiplier test for serial correlation is reported for each
of the models. Serial correlation is only problematic in the annual models of programs in Cabinet departments, so it is appropriate in most cases to use the simple OLS estimator with panel-corrected standard errors.

The remaining methodological consideration, the problem of simultaneity, can be particularly problematic when ultimate outcomes of agency policy choices are selected as the dependent variable. If ultimate outcomes are modeled as a function of congressional actions and congressional actions are responses to these same outcomes, then independent OLS estimates of either relationship would be biased and inconsistent. The dependent variable in the models is not the ultimate outcome—the volume and price of capital for particular borrowers—but an intermediate policy instrument (lending and guarantee activity). It is likely that structural changes to the credit programs are a function of ultimate outcomes—high interest rates, declining capital, or declining sector income. These real and visible credit market problems both affect agency decisions about the volume of lending and motivate Congress to broaden agency lending powers. This suggests that structural changes and measures of financial market performance could be collinear but that the simultaneity will not frustrate the use of a single-equation OLS approach to estimating the impact of structural choices on agency lending activity.

Estimates

Independent Agencies

Table 3 reports model estimates for programs administered by independent agencies. The structural features of the agency—access to the federal financing bank and ceilings on lending activity—have the expected effects. The effects of ceilings described by Ripley and Franklin (1980) are higher for the direct lending programs than for the guarantee programs in similar agencies. Access to the FFB permitted higher levels of lending and guarantee activity—the average liability of an independent agency direct lending program was $11.0 billion higher before the termination of the FFB. Critics of FFB financing feared that agencies could use the bank as an alternative funding source outside the direct control of Congress. The independent agencies were able to expand the pool of loans and guarantees more rapidly when FFB financing was an alternative.

Contrary to expectations derived from the work of Kaufman (1976),
election cues and other measures of political influence affected independent agencies to a greater extent than it affected Cabinet departments (or the GSEs). Direct lending activity increases during presidential election years. Guarantees expand during both presidential and midterm election years. Major legislative initiatives also expanded secondary market intervention of the GSE Sallie Mae and direct lending to agriculture during midterm election years (1982 and 1986). The link between the preferences of elected officials and agency guarantee activity extends to more direct measures of political influence. The levels of outstanding

TABLE 3. Capital Market Intervention: Independent Agencies

<table>
<thead>
<tr>
<th>Explanatory Variables</th>
<th>Direct Loans</th>
<th>Guarantees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Act of Congress (legislation)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Financed through Federal Financing Bank</td>
<td>1.37**</td>
<td>1.12**</td>
</tr>
<tr>
<td></td>
<td>(0.48)</td>
<td>(0.42)</td>
</tr>
<tr>
<td>Ceilings on lending authority</td>
<td>−0.750**</td>
<td>−0.970**</td>
</tr>
<tr>
<td></td>
<td>(0.37)</td>
<td>(0.35)</td>
</tr>
<tr>
<td>Cost of capital (real prime rate)</td>
<td>0.016</td>
<td>0.105**</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Sector income (lagged net income)</td>
<td>−0.288*</td>
<td>0.142</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>Capital flow into sector (lagged net liabilities)</td>
<td>0.156</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.11)</td>
</tr>
<tr>
<td>Presidential election year</td>
<td>0.577**</td>
<td>0.468**</td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(0.19)</td>
</tr>
<tr>
<td>Midterm election year</td>
<td>−0.113</td>
<td>0.547**</td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>Party of president (Republican)</td>
<td>−0.290</td>
<td>−0.513**</td>
</tr>
<tr>
<td></td>
<td>(0.25)</td>
<td>(0.19)</td>
</tr>
<tr>
<td>Congressional ideology</td>
<td>−0.741</td>
<td>−4.38**</td>
</tr>
<tr>
<td></td>
<td>(2.99)</td>
<td>(2.22)</td>
</tr>
<tr>
<td>Budget subfunction allocation (annual first difference)</td>
<td>0.032</td>
<td>−0.320**</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>Lagged dependent variable</td>
<td>0.296</td>
<td>0.420**</td>
</tr>
<tr>
<td></td>
<td>(0.18)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.244</td>
<td>−0.780**</td>
</tr>
<tr>
<td></td>
<td>(0.51)</td>
<td>(0.37)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.48</td>
<td>.58</td>
</tr>
<tr>
<td>Lagrange multiplier test for first-order serial correlation</td>
<td>1.24</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Note: Panel-corrected standard errors are in parentheses.

*p < .10    **p < .05

*No major legislation.
loans and guarantees are much lower under Republican presidents. Guarantee program activity is also linked to changes in the ideological composition of the Senate (a proxy for broader changes in congressional preferences). Outstanding guaranteed loans decline as the Senate becomes more conservative. The magnitude of the effect of congressional preferences is marginally smaller than the effect of presidential influence. Average outstanding liabilities contract by $15 billion under a Republican president and by $11 billion when congressional ideology shifts consistently with the changes in the Senate in 1981 (when the chamber majority shifted from Democratic to Republican). No corresponding effect is observed in the direct lending activity of the independent agencies.

Federal budget priorities are strongly and inversely related to guarantee activity. Agency managers expand guarantee activity when Congress reduces the allocation to the relevant budget subfunction. The program thus incurs few current costs but transfers the contingent liability for the guaranteed lending to the future. The impact of the budget implied by the estimates is not that the budget signals to program managers to expand or contract subsidy activity but that program managers simply use loan guarantee programs (rather than direct loans) to influence capital flows when budget resources are scarce.

The link between economic conditions and program outputs is consistent with expectations. Aggregate lending activity is countercyclical. Guarantee activity increases when the cost of capital increases, and direct lending activity expands as sector income declines. But neither direct nor guarantee programs respond as expected to changes in the flow of capital. As outstanding liabilities (borrowing) contract, the independent agencies do not act to increase the flow of capital to affected sectors. Despite the failure of some of economic controls to predict lending activity as expected, each of the models summarized in tables 3, 4, and 5 explains a substantial part of the variation in program lending activity.

Cabinet Departments

Results for Cabinet department programs are displayed in table 4. The residuals from the models are highly serially correlated, so the OLS estimator is inconsistent and inference is problematic. Overall, the selected controls and structural characteristics explain very little of the volume of lending activity of these programs. Ex ante structural features of the program only marginally affect program outputs. Only a single
structural feature—access to the Federal Financing Bank—is statistically significant. This result is consistent with the estimates reported for independent agencies and suggests that restricting access to capital, accomplished with the termination of the FFB, reduced the growth rates of the federal credit programs in Cabinet departments and independent agencies. Ceilings did not curtail lending and guarantee activity. Major changes in lending and guarantee activity are instead a direct consequence of a limited number of statutory changes (particularly changes in the agricultural credit programs). The guarantee programs in the

<table>
<thead>
<tr>
<th>TABLE 4. Capital Market Intervention: Cabinet Departments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: Standardized real agency loans outstanding</td>
</tr>
<tr>
<td>Explanatory Variables</td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td>Act of Congress (legislation)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Financed through Federal Financing Bank</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Ceilings on lending authority</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Cost of capital (real prime rate)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Sector income (lagged net income)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Capital flow into sector (lagged net liabilities)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Presidential election year</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Midterm election year</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Party of president (Republican)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Congressional ideology</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Budget subfunction allocation (annual first difference)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Lagged dependent variable</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>Lagrange multiplier test for first-order serial correlation</td>
</tr>
</tbody>
</table>

Note: Panel-corrected standard errors are in parentheses.

*p < .10 **p < .05
Cabinet are, like independent agency lending activity, countercyclical. Guarantees are expanded as the cost of capital increases and sector income declines.

Tables 3 and 4 highlight likely consequences of moving a program from an independent agency to a Cabinet department. Cabinet departments are more likely than independent agencies to be the target of direct congressional actions intended to update program activity. The Cabinet department programs are given more specific direction to accommodate new classes of borrowers or to transfer funds across loan programs. Cabinet programs are less responsive than independent agencies to electoral politics but, like programs in independent agencies, lending volume decreases as more Republicans enter the Senate. The effect of a Republican appointee on Cabinet guarantee programs is unexpected: a Republican White House is associated with modestly higher levels of guarantee activity in the Cabinet department programs. Congress faces a trade-off with elevation to cabinet status: more opportunities for direct control but lower levels of response to both economic and political changes that would be expected to stimulate lending activity.

The Cabinet agency models indicate that congressional action in the form of legislation is a key tool for affecting program outputs. This is somewhat unsurprising given the history of reform and reorganization of federal credit institutions. But this source of congressional control has been neglected in the literature on political control of the bureaucracy. This neglect is either by assumption (legislation is too costly) or reflected in empirical tests (where effects of congressional ideology rather than congressional action are examined). Program outputs of the direct lending programs do not reflect passive adaptation by agencies to a changing Congress. Instead, members of Congress do, in practice, overcome problems of scarce resources and collective action to pass legislation that directly affects outputs of the credit programs.

**Government-Sponsored Enterprises**

Table 5 reports estimates for the government-sponsored enterprises. The direct lending component of the enterprises responds in expected ways to the costs of capital, but, like the direct lending activity of the Cabinet department programs, it reinforces changing levels of borrowing (rather than counteracting declines in available capital). The estimates reveal one important difference between the GSEs and the credit programs located
in the Cabinet and independent agencies. The effects of an important structural change are quite different. When Congress abolished the Federal Financing Bank as a source of capital, rules for the use and acquisition of private capital were liberalized for the GSEs. After these rules for access to private capital were relaxed, the GSE programs expanded. Elimination of the FFB set the stage for the expansion of the GSEs relative to programs in the Cabinet and independent agencies.

Like the independent agencies, the GSEs expand lending activity during election years. This result is inconsistent with the expectation of minimal opportunities for political control over these quasi-public agencies.

### TABLE 5. Capital Market Intervention: Government-Sponsored Enterprise

<table>
<thead>
<tr>
<th>Explanatory Variables</th>
<th>Direct Loans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Act of Congress (legislation)</td>
<td>0.345**</td>
</tr>
<tr>
<td>Financed through Federal Financing Bank</td>
<td>−0.229**</td>
</tr>
<tr>
<td>Ceilings on lending authority</td>
<td>n/a</td>
</tr>
<tr>
<td>Cost of capital (real prime rate)</td>
<td>0.052**</td>
</tr>
<tr>
<td>Sector income (lagged net income)</td>
<td>0.094*</td>
</tr>
<tr>
<td>Capital flow into sector (lagged net liabilities)</td>
<td>0.229**</td>
</tr>
<tr>
<td>Presidential election year</td>
<td>0.260**</td>
</tr>
<tr>
<td>Midterm election year</td>
<td>0.007</td>
</tr>
<tr>
<td>Party of president (Republican)</td>
<td>−0.051</td>
</tr>
<tr>
<td>Congressional ideology</td>
<td>−0.438</td>
</tr>
<tr>
<td>Budget subfunction allocation (annual first difference)</td>
<td>−0.047</td>
</tr>
<tr>
<td>Lagged dependent variable</td>
<td>0.676**</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.246</td>
</tr>
</tbody>
</table>

\[ R^2 = .83 \]

Note: Panel-corrected standard errors are in parentheses.

\[ ^*p < .10 \quad ^{**}p < .05 \]
The expected increase in net secondary market purchases during an election year would be in excess of $10 billion. But the restriction of GSE activity to transactions in direct, private loans that are without guarantees has important consequences for the extent of political control over agency activity. With the exception of Sallie Mae, the GSEs purchase or advance only nonguaranteed loans. Model estimates for lending activity of independent agencies and Cabinet departments reveal that political influence is most visible for the guarantee rather than the direct lending programs. This result extends to the GSEs, for GSE advances or purchases of loans do not vary as either the partisanship of appointees or the ideological composition of the Congress changes. Like the independent agencies and the Cabinet department direct lending programs, only structural choices by Congress and elections affect the volume of lending activity by these private corporations. This result suggests that decisions about how lending is to be subsidized, directly or through guarantees or insurance, are more important than decisions about the type of agency that will ultimately administer the program.

Conclusion

What do the federal credit programs collectively tell us about political control? First, program structure matters. The presence of some very basic structural effects is a clear indicator that ex ante instruments of political control can operate as expected: ceilings and funding sources have substantial effects on program growth. Second, congressional decisions both to reorganize existing programs (under FIRREA or the Agricultural Credit Act) and to terminate the FFB reveal that structural choices are not permanent. Members of Congress act to update the structure of the credit programs. Six decisions by Congress—four legislative updates to the lending practices of credit programs, termination of the Federal Financing Bank, and the creation of the Department of Veteran’s Affairs—account for the major structural changes observed for these fifteen programs over a sixteen-year period. Finally, the choice of policy instrument, direct loans or loan guarantees or insurance, also matters. Loan guarantee programs are more responsive to measures of political influence and appear to be more amenable to political control by elected officials.

The federal credit programs, located in a variety of agencies, offer a distinctive avenue for investigating the effects of structural choices. Federal credit programs are updated and reorganized frequently. Legislation
affects the terms of loans, eligible borrowers, and the allocation of agency resources across guarantee, insurance, and direct lending programs. In the case of federal credit programs, structural controls complement shared powers of appointment and budgets. This general feature of credit programs—structure is altered by contemporary actors—suggests that variation in agency structure needs to be more broadly incorporated into the political control literature. The observed structural changes challenge some presumptions of the extant political control literature. Reorganization is patently inconsistent with any description of members of Congress as disinterested or passive. Reorganization also compels us to question the existence of high and unmanageable costs of statutory change. Members of Congress dissatisfied with the capital market outcomes can reform the program to address contemporary needs.

These types of change in program structure blur the distinction, in practice, between ex post and ex ante instruments of political control. Agency structure is conventionally identified as an instrument of ex ante control. Structure is fixed at agency creation and difficult to manipulate. Instead, the federal credit programs indicate that the Congress updates structural features. Agency structure is updated ex post. The federal credit programs instruct us that this type of ambitious and expensive rehabilitation of agencies is not uncommon. Reorganization and direct instructions, like appointments and budgets, are credible instruments of political control that are used in the American context with surprising frequency.

Notes

1. Budget data are extracted from the Policy Agendas Project, U.S. Budget Authority Data Set (1947–95). The data used here were originally collected by Frank R. Baumgartner and Bryan D. Jones with the support of National Science Foundation and are distributed through the Center for American Politics and Public Policy at the University of Washington. Neither the foundation nor the original collectors of the data bear any responsibility for the analysis reported here.

2. “Special Analysis F, federal credit programs,” Budget of the U.S. government, various fiscal years.
3. All data on sector income and capital flows are extracted from the quarterly *Guide to the Flow of Federal Funds* published by the Board of Governors of the Federal Reserve System. Capital flows are lagged one period in order to avoid problems of simultaneity. The prime rate series is available from the Federal Reserve Economic Database, Federal Reserve Bank of St. Louis.

4. Only a single government-sponsored enterprise, Sallie Mae, conducts secondary market operations with guaranteed loans. There are insufficient degrees of freedom to estimate the model with the limited annual data.

5. Each program series is standardized to have a mean of zero and a standard deviation of one. This permits comparison across programs of different size. With the exception of Sallie Mae, the standardized series are trend stationary.
The fundamental administrative challenge of any purposive organization is to specify and prioritize those purposes (Simon 1997, 1). Public bureaucracies find this challenge difficult because they are routinely charged with vague, multiple, and often contradictory missions (Wilson 1989; Meier 1997; Downs and Larkey 1986). Scholars have long recognized that this lack of clarity about ends elevates the importance of means. Administrative structure, the organizational characteristics that shape decision-making processes, exerts a powerful influence on the objectives public agencies pursue (Wilson 1989, 33–38; Simon 1997; Barnard 1968).

The importance of administrative structure thus has an important, and understudied, implication for public sector reform: altering the organizational characteristics that frame decision-making processes may change how public agencies prioritize their missions. Using public education as an exploratory case, I explore this possibility by examining variation between school goals and two elements of administrative structure: (1) whether a school is organized as a public bureaucracy or a private entrepreneurial institution and (2) the degree of discretionary-authority vested in operative employees (teachers). In a multivariate analysis, I find that these variables predict variation for some school goals, supporting the inference that administrative structure can determine organizational mission priorities. The findings imply that popular proposals for public sector reform may change the goals public agencies pursue, not just the means used to achieve those goals.
Agency Goals and Administrative Structure

The importance of administrative structure to agency goals is reflected in the two dominant theoretical perspectives on public sector organization. The Wilsonian/Weberian orthodoxy of public administration scholarship advocates public service provision through bureaucracies in centralized jurisdictions. Decision-making authority (at least formally) is concentrated at the top of such organizations, and the behavior of operative employees is constrained by rules and regulations (Lowery 1982; Weber 1922). In contrast, the public choice challenge to this orthodoxy argues for a competitive market for public services in which producers have no guaranteed clientele and decision-making authority is pushed downward to operative employees (Osborne and Gaebler 1993; Lowery 1982). These theoretical differences reflect underlying differences over the appropriate goals of public agencies. Administrative orthodoxy orients public agencies toward accountability, representativeness, equality, and welfare, while public choice orients public service providers toward the market norms of utility, efficiency, productivity, and profitability (Haque 1996).

This implies that shifting to more marketlike structural arrangements will institutionalize market norms in the administrative process and in doing so reorder their mission priorities.

As an example, consider the potential sources of public agency goals and the criteria for successfully achieving them. Moe and Gilmour (1995) argue that public agencies traditionally derived their missions from public law, a practice reinforced by top-down bureaucracies with strong ties to representative institutions. Market-based organizations are bottom up; they deliberately loosen this connection to democratic institutions and force public agencies to derive their missions from the demands of their clienteles. This offers one explanation for why agency goals shift with organizational changes: different institutional arrangements result in agencies using different sources to create mission priorities. These differences also create different criteria for evaluating goal accomplishment. The orthodox approach will use process-oriented criteria such as due process, equity of treatment, and adherence to rules, with the public choice perspective stressing efficiency in the production of outcomes (McCabe and Vinzant 1999).

Despite these differences, there is a common hypothesis: priorities and goals follow the organizational characteristics that shape decision-
making processes. Of course, there is considerable disagreement on what priorities will change in any given instance and whether these changes will promote a desirable evolution of public bureaucracy. Public choice advocates argue that their prescriptions will lead to mission clarity. A public service market will send clear signals on clientele preference, and competitive organizations with greater decision-making authority vested in operative employees will be able to identify and quickly respond to those preferences [Tiebout 1956; Osborne and Gaebler 1993]. Backers of administrative orthodoxy argue there is no particular reason to believe homogenous sub-groups of citizens will produce agency goals that are representative of the public interest, and may directly contradict the preferences produced by the democratic process, or even the egalitarian mandates of the constitution. The clear mission, in other words, may not be particularly compatible with the progressive underpinnings of administrative orthodoxy (Lowery 1982; McCabe and Vinzant 1999).

Arguments on both sides can be powerful in a normative sense, but none can draw on much systematic empirical work for support. Advocates of reform often take mission priorities as givens or as universally beneficial outcomes of the reorganization process (Osborne and Gaebler 1993; Osborne and Plastrik 1998). Likewise, those with orthodox sympathies tend to assume that the top-down arrangement provides clear enough guidelines and boundaries to connect the behavior of street-level bureaucrats with the often vague laws that purportedly define agency missions (Lipsky 1980). Whether the orthodox arrangements actually are responsible for divining specific public interest missions from this top-down source and whether public choice arrangements can preserve them in its absence are open questions (Meier 1997; Osborne and Plastrik 1998; Goodsell 1994).

Given that they have been a particular target of efforts to replace the institutional arrangements favored by administrative orthodoxy with those favored by public choice, schools make a good choice to test the underlying question of whether variation in administrative structure determines agency goals.

### Organizational Structure and School Goals

There are two dominant views on how organizational structure can determine the specific objectives pursued by schools. These mirror the orthodoxy/public choice divide in the public administration literature.
One argues that schools are agents of the state and should be organized so that decision making is guided by the preferences of representative institutions and the law. A top-down, hierarchical arrangement orients teachers (operative employees) toward these preferences through rules such as curriculum requirements. In purposive specifics, the goals pursued by schools are products of the democratic processes and are externally imposed by representative institutions and their bureaucratic management mechanisms. This assumes that top-down, external controls effectively shape behavior at the classroom level (see Smith and Meier 1995, 93–106).

The second perspective argues that top-down, external controls are of limited use in shaping the mission of public education agencies. Democratic processes and institutions rarely formulate clear goals, in practice giving state and local administrative agents the autonomy to determine mission priorities. This means that self-interested bureaucracies, not the democratic process or laudable, but highly abstract, constitutional principles, will determine what schools do. Even if clear missions were thrown up by the democratic process, it is unclear that they could be achieved because each layer in the educational hierarchy has a limited ability to control the actions of the layer below it, a situation that diffuses responsibility and invites shirking (Chubb and Moe 1990). This perspective favors transferring the power to shape school missions to those who are on the receiving end of educational objectives—students and parents—and giving teachers and local school officials the discretionary authority to pursue those missions. The expected results are clarified school goals, operative employees with the decision-making latitude to achieve them, and, with the exit option available, immediate accountability for failing to achieve them (see Hirschman 1970).

Chubb and Moe (1988, 1990) articulated the best-known theoretical treatment of this argument. Chubb and Moe noted that public schools operate in complex environments, with large and heterogeneous constituencies stretching far beyond parents and students. Organized interests ranging from teachers’ unions to textbook publishers vie with each other to get the democratic institutions controlling educational policy to respond to their preferences. This complexity manifests itself in numerous regulations, standards, methods and mandates. The result is broad, vague, and even contradictory goals, reflecting the compromises inherent in democratic policy-making. Given the nature of school organiza-
tion, this environment directs purposive action toward enforcing rules and regulations, a form of goal substitution in which bureaucratic means become organizational ends.

Chubb and Moe claim that this complicated external environment and the bureaucratic decision-making framework it promotes are common to virtually all public schools and so is the consequence of concentrating goal-making power in nonelected bureaucracies. Accordingly, in order to assess the impact of structure on organizational mission public schools should be compared to private schools. Private schools have less complex environments: small, homogeneous constituencies with an exit option. In theory, the exit option translates into immediate and clear signals on organizational mission and performance. If schools do not respond to clientele preference, the clientele votes with its feet and goes elsewhere. This simpler environment and more direct feedback loop means a more focused administrative structure. Private schools have few external controls and are internally regulated by the demands of their clienteles, characteristics that make decision making easier: goals are clarified, and the exit option provides clear signals on what decisions help deliver on those organizational goals. Chubb and Moe’s theory, then, supports the hypothesis that administrative structure will produce different mission priorities in public and private schools.

Simply by their existence, private schools demonstrate that they are better than public schools at achieving some goals for some people. Of course, this does not answer the questions of what goals they are pursuing and how they are different from the goals of public schools. The general assumption is that a shift toward market-based institutional forms will promote the goal of academic excellence, which is presented as a universally desirable goal (Chubb and Moe 1990, 82). In contrast, public schools will be oriented toward the lowest common denominator because they are controlled by a process dealing with ambiguity and internal inconsistency and aimed toward compromise. As a result, they will “ordinarily find it politically and organizationally difficult to place high priority on academic excellence” (Chubb and Moe 1988, 1080). Schools freed from external regulatory control will have clearer goals and can provide teachers with greater discretion to take the actions necessary to achieve those goals.

Critics of this perspective argue that the assumption that market-based reforms will force schools to prioritize academic excellence is largely
untested. Both sides expect priorities to change with institutional reform, though whether these will shift toward academic excellence, more constitutionally dubious missions such as racial segregation or religious indoctrination, or some other unforeseen mix of objectives is unknown. Yet, if school goals can actually be measured, the debate over how structure impacts educational mission priorities is an empirical question.

**School Goals**

Defining the goals of education is a controversial normative undertaking (Tyack and Cuban 1995, 43). Yet it is possible to empirically establish what school mission priorities are, even if philosophical agreement on what they should be is impossible: whatever goals schools seek to achieve, they are ultimately dependent upon teachers adopting and actually pursuing them (Tyack and Cuban 1995; Nuthall 1999). Whether they enforce externally imposed mandates or respond to internal student/parent demands, teachers play the key implementation role in achieving school objectives. Whatever schools do in theory, in practice the goals are decided by teachers when the classroom door is closed (Hess 1999, 37).

If the arguments characterizing the administrative orthodoxy/public choice debate are valid, the goals teachers pursue should thus vary in a predictable fashion with organizational characteristics that shape decision making. For example, inculcation of religious and moral codes is likely to have a higher priority in private schools. Public schools are prohibited de jure from religious indoctrination, and the machinery of external democratic control (including the courts charged with interpreting the laws of democratic institutions) goes to some lengths to enforce this ban. Freed from this external control, parochial systems are able to make some form of religious indoctrination a specific educational objective and teachers have the legal freedom to take action to achieve this goal.

Both perspectives predict that public schools will pursue a broader set of objectives than private schools do. This reflects the difference between responding to the complex and conflicting priorities thrown up by the democratic process and responding to a more homogeneous set of preferences expressed by a particular group of consumers. Freed from the distractions of multiple interests imposed by external control, public choice predicts that a higher priority will be placed on academic excellence in private schools. Administrative orthodoxy predicts that private sector priorities will sometimes prioritize goals—such as religious indoctrination—
that for various reasons have been found incompatible with the broad republican mission of public education.

Tables 1 and 2 provide mixed confirmation of these expectations. The data are from a national survey conducted by the National Center for Education Statistics (1998) that asked teachers what they considered the most important educational goals. Table 1 breaks down the goals respondents indicated were most important by public and private sector. Table 2 breaks down these goals based on the level of discretionary authority teachers have over pedagogical matters such as classroom topics, teaching methods, and the like. These tables do show some interesting differences in mission priorities between public and private schools. Instilling moral

<table>
<thead>
<tr>
<th>TABLE 1. Primary Teaching/Educational Goal by Type of School</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
</tr>
<tr>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Encouraging academic excellence</td>
</tr>
<tr>
<td>Promoting occupational or vocational/technical skills</td>
</tr>
<tr>
<td>Promoting good work habits</td>
</tr>
<tr>
<td>Promoting personal growth</td>
</tr>
<tr>
<td>Promoting human relations skills</td>
</tr>
<tr>
<td>Promoting specific moral values or fostering religious/spiritual development</td>
</tr>
<tr>
<td>Building basic literacy skills</td>
</tr>
</tbody>
</table>

*Note: The figures reflect the percentage of teachers considering the goal most important. See the appendix for data sources.*

<table>
<thead>
<tr>
<th>TABLE 2. Primary Teaching/Educational Goal by Degree of Teacher Autonomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
</tr>
<tr>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Encouraging academic excellence</td>
</tr>
<tr>
<td>Promoting occupational or vocational/technical skills</td>
</tr>
<tr>
<td>Promoting good work habits</td>
</tr>
<tr>
<td>Promoting personal growth</td>
</tr>
<tr>
<td>Promoting human relations skills</td>
</tr>
<tr>
<td>Promoting specific moral values or fostering religious/spiritual development</td>
</tr>
<tr>
<td>Building basic literacy skills</td>
</tr>
</tbody>
</table>

*Note: The figures reflect the percentage of teachers considering the goal most important. High autonomy is defined as teachers indicating that they had complete control over selecting instructional materials, classroom content, teaching techniques, grading, and enforcing discipline. Low autonomy is defined as teachers indicating that they had no control over these items. See the appendix for data sources.*
or religious codes, as expected, is a much higher mission priority in private schools, with 24.6 percent of private school teachers listing this as their primary educational objective, versus 1.3 percent of public school teachers. Instilling basic literacy is the most common objective for public and private schools, but public schools give it considerably more emphasis, with nearly 50 percent of public school teachers ranking it as their most important goal compared to about 33 percent of private school teachers. The other five goals listed in the survey, however, are more evenly ranked, and here the differences between public and private schools are relatively trivial. Importantly, academic excellence is roughly evenly balanced, with about 11 percent of public school teachers and 12 percent of private school teachers ranking it as their most important goal. The other goals listed in the survey, promoting vocational/technical skills, personal growth (student self-esteem and self-knowledge), good work habits, and human relations skills, are also roughly evenly matched (see the appendix at the end of this essay for complete variable descriptions). There is less variation in table 2, though teachers with higher levels of discretionary authority do seem to place slightly less emphasis on basic literacy. Generally speaking, though, the degree of teacher autonomy seems to have only a trivial impact on the setting of mission priorities.

Table 1 thus presents a picture that is only somewhat consistent with the basic theoretical expectations of how structure impacts school goals. Private schools have a greater focus on academic excellence and also accord instilling religious codes a higher priority. But these differences are in degree rather than kind. If these percentages are used to rank goals, schools tend to look more alike than different. Public schools rank, in order, basic literacy, personal growth, and instilling good work habits as their three primary goals. Private schools rank, in order, basic literacy, instilling moral or religious codes, and personal growth. Academic excellence is ranked fourth for both public and private schools. Table 2 raises questions even about degree—the level of teacher autonomy has no impact on the ranking of goals: basic literacy, personal growth, and instilling good work habits rank one, two, and three and are within a few percentage points of each other in both columns.

Still, these tables present a fairly unsophisticated picture of the variation among educational objectives and say nothing at all about how organizational type and discretionary authority might create differing
mission priorities. To shed more definitive light on the theoretical expectations, a multivariate analysis is required.

A Multivariate Model of the Determinants of Educational Objectives

The primary goal of the multivariate analysis is to isolate the correlates of goal selection among teachers. The dependent variables are the seven goals listed in table 1, coded to reflect which of these goals a respondent considers his or her primary educational objective. The key predictor variables are a dummy variable indicating whether the respondent is at a private or a public school, and two variables that seek to tap the discretionary authority of teachers. The latter two are additive indexes constructed from six response items related to pedagogical influence (teacher influence in selecting instructional materials, classroom content, teaching techniques, grading, discipline enforcement, and homework assignments) and school policy influence (teacher influence in setting curriculum requirements, discipline policy, topics for teacher training, and student assignment mechanisms). To account for the potential unique impacts of private schools that grant high degrees of autonomy to teachers, I also use interaction terms between the public/private and discretionary authority variables. Together these provide the base test of whether administrative structure determines which educational goals teachers pursue.³

There are other potential determinants of what goals teachers decide to prioritize. Student and parent characteristics are a logical determinant of educational objectives. A teacher at an elite prep school has a different set of possibilities in terms of educational goals than a special education teacher in an inner city school. Student attributes such as apathy/enthusiasm, academic background, or demonstrated cognitive capacity obviously may play an important role in determining the objectives a teacher will choose to pursue. Objectives may be further constrained by the socioeconomic backgrounds of the students. Affluent background and parents committed to education are characteristics long known to set the boundaries of educational opportunities and goals (Alexander 1998; Rebell 1998). While the survey contained no objective data, teachers were asked for their assessments of these characteristics. Accordingly I include three measures of whether respondents
indicated that cutting class, dropping out, and lack of parental involvement were problems at their schools. In all four category response items, high numbers indicated less of a problem. There was also a broad set of questions seeking to assess socioeconomic stress and behavioral problems such as student violence and drug and alcohol abuse. Using factor analysis, I collapsed the responses into three indexes of these dimensions (for complete variable descriptions, see the appendix).

The individual characteristics of teachers are also likely to play an important role in determining the objectives they pursue in the classroom. It seems reasonable to suggest that teachers may construct their own ideology of education, and there is a substantial research literature indicating that teachers play a determining role in shaping classroom environment and direction (e.g., Nuthall 1999). Such individual impacts should be considered as being potentially independent of institutional constraints and student characteristics. While the data do not support the construction of ideological indexes, I include basic demographic characteristics (age, sex, and race) in an attempt to control for individual determinants of goal selection. All data are taken from the second Teacher Followup Survey (National Center for Education Statistics 1998).

The central methodological problem in operationalizing this model is the dependent variable, which is nominal but not dichotomous. Accordingly, I employ a multinomial logit technique, an approach that can conceptually be viewed as a simultaneous estimation of binary logits for all possible comparisons among the dichotomous sets of outcomes (Long 1997; 148–86; Menard 1995, 80–90). In addition to its ability to handle multiple nominal outcomes, this approach also has the advantage of retaining a straightforward interpretation by generating parameter estimates in comparison with a designated reference category in the dependent variable (see the appendix for a more detailed description of the methodology). The methodological approach requires assigning one of the goals to a reference category, and I accordingly used instilling basic literacy. If there is anything that can be viewed as a universal priority of schools, it is to instill basic literacy skills (more teachers select this than any other choice), and anything that prioritizes other goals over this one is likely to reflect core differences in mission. The model estimates are thus interpreted in reference to teachers whose primary educational goal is to instill basic literacy skills.
Table 3 presents the log odds ratios for the model. The latter are used because they are easier to interpret than unstandardized logit coefficients. The figures reflect the shift in odds for each educational goal listed in the column over basic literacy that is associated with a one unit of change for the variable listed in the row. For example, the first-column, first-row entry indicates that being at a private school increases the odds of favoring academic excellence over basic literacy by a factor of 1.96. The first-row, second-column entry indicates that being a private school teacher shifts the odds of favoring vocational-technical skills over basic literacy as the primary educational goal by a factor of .12. The coefficients are multiplicative—a coefficient greater than one indicates a positive impact and less than one a negative impact on the odds (Long 1997, 82).

The results presented in table 3 strongly suggest a systematic difference in goal selection between private and public school teachers. All else being equal, private school teachers are roughly twice as likely to select academic excellence over basic literacy as their primary goal. The big
shift in mission priorities between the public and private sectors, however, is not in academic excellence but in instilling moral/religious codes. Private school teachers are a whopping twenty-two times more likely to prioritize this goal compared to basic literacy.

The variables used to tap the levels of discretionary authority held by teachers also indicate some impact on goal selection, though the effects tend to be comparatively mild. Compared to instilling basic skills, greater levels of authority over pedagogical matters tend to result in a slightly greater likelihood of adopting academic excellence and a somewhat lesser likelihood of adopting instilling moral/religious codes. Greater levels of policy authority again result in a modestly greater likelihood of adopting academic excellence, but they also increase the likelihood of adopting vocational/technical goals. Both variables are associated with an increased likelihood of choosing promoting personal growth over instilling basic literacy as the primary educational objective. The interaction terms were, with only one exception, statistically insignificant. This suggests that there is nothing unique about how discretionary authority is deployed in private schools, at least in terms of goal selection.

Among the control variables, the most interesting finding is that the individual characteristics of the teachers, rather than the perceived characteristics of the students, seem to be more important. Most notably, there is a persistent gender difference in goal selection. Male teachers are more likely to emphasize all school goals except human relations skills over basic literacy. This pattern was not expected. One possible explanation is gender-based patterns in discipline and grade level. If male teachers tend to be concentrated in upper grades and outside basic math and English classes, this pattern makes sense.

Overall, the multivariate analysis supports the basic picture presented in tables 1 and 2 but adds valuable information. As organizational characteristics vary, so do the decisions on which educational objectives are prioritized. The positive coefficient indicating that private school teachers are more likely to favor academic excellence over basic literacy backs the arguments of public choice advocates (Chubb and Moe 1988, 1990). However, the much larger coefficient for instilling moral/religious codes supports the concerns raised in the orthodox camp. Freed from the external controls of democratic institutions, private schools do tend to respond to demands for academic excellence, but this is a secondary re-
response. The real demand they respond to is for moral and religious indoctrination, a divisive issue that is tightly regulated in the public sector. Giving teachers greater discretionary authority over pedagogy may constrain the response to this demand, but this constraint is small compared to the institutional difference. It is also worth noting that vesting more discretionary authority in teachers does little to promote academic excellence compared to basic literacy. The mean score on the pedagogical authority variable was 2.9, and the mean score on the policy authority variable was .59. For these representative scores, the model thus estimates, respectively, 21 and 3 percent increases in the likelihood of prioritizing academic excellence over basic literacy.

This suggests that making schools more marketlike will shift educational goals. If academic excellence is a universally desirable goal (a debatable proposition), this shift may be viewed positively. If it results in responding to demands that are unlikely to be appeased by the outcomes of democratic processes—such as the demand for religious indoctrination—it raises questions about how public education relates to its legal authorization (the egalitarian justifications in state constitutions) and its designated agents of governance (state legislatures and, by extension, local school boards).

**Conclusion**

The primary purpose of this essay was to use the case of education to examine whether changes in administrative structure could change the goals pursued by public agencies. The analysis presented here suggests that changes in administrative structure, those organizational characteristics that shape decision-making processes such as those that determine primary educational objectives, could conceivably pull public education away from its broad democratic foundations. The broader implication is that reforms designed to persuade public agencies to take decision cues from homogeneous clientele groups could result in less representative mission priorities.

At a minimum, the findings here suggest that swapping administrative orthodoxy and its bureaucratic center for the looser arrangements of public choice is likely to shift the ethos of public education. Education’s “public” mission will be reoriented away from the communal preferences represented by representative bodies and public law and toward the niche
preferences of a more homogeneous clientele. In a normative sense, whether this is good or bad for the democratic purposes of schooling is open to debate. Religion and moral codes are certainly not incompatible with a good education, and Catholic schools provide ample evidence that they need not be incompatible with a broad set of liberal democratic values. Still, such a development clearly seems to be at odds with the arguments of philosophers of education such as Gutmann (1987), Dewey (1929), and Callan (1997). As scholars such as Barber (1992) have argued, the traditional purpose of public education has a strong emphasis on public; its job is to produce citizens who can effectively participate in the communal life of a democracy. Using schools to promote sectarian doctrines clearly raises some problems for this goal. If educational priorities shift with institutional arrangements in the fashion seen here, those institutional arrangements essentially shrink, if not eliminate, the central liberal democratic justifications articulated by such for a mass system of public education. The results of such reforms may effect not just school outcomes but the core mission of education as well.

While the analysis and inferences presented here are provocative in the context of education, they also raise a broader question. Does this analysis represent a basic pattern that can be extrapolated to other areas of the public sector? There is no general answer to the question, but the empirical findings for education fit quite well with broader theoretical arguments on market-based reform’s potential to add to the problems inherent in democratic governance by significantly changing the mission orientation of public bureaucracies. The “flaws” of public education identified by critics such as Chubb and Moe (1990)—bureaucratic organizations tied to the messy machinations of democratic politics—also seem to result in missions that, however vaguely defined, are broadly oriented toward the polity, a situation that can be generalized to many other public agencies. Take those institutional characteristics away, as they are in the private sector, and you get something more narrowly focused that may well be less compatible with a broad public mission. In short, the normative values embedded in administrative orthodoxy that are generally seen as having a positive influence on public sector mission priorities cannot be taken as givens. They are at least partially institutionalized through organizational structure. If that structure changes, there is the potential that public agency mission objectives will be shaped by a considerably different set of influences.
All data used in this analysis were drawn from the second Teacher Followup Survey (National Center for Education Statistics 1998). As part of this survey, both private and public school teachers were asked to select their most important educational goals from an eight-response survey item. These items were identical except that the final response was “promoting multicultural awareness” for public school teachers and “fostering religious/spiritual development” for private school teachers. The latter goal is essentially barred de jure for public sector educators. To merge these two survey items into a single index for the dependent variable, I collapsed “promoting specific moral values” and “fostering religious/spiritual development” into a single category, reasoning that they were clearly related items and that the former makes the most likely substitute for the latter in the public sector. I also collapsed “promoting multicultural awareness” into “promoting human relations skills” for public school teachers (the former was chosen by less than .5 percent of the public school teachers surveyed). The result was the seven-category list of goals, presented in table 1, that applied to both the public and private sectors. Specific variables used in the analysis are as follows.

Private School: A dummy variable where 1 = private school, 0 = public school.

Pedagogical Authority: An additive index constructed from six questions relating to teacher influence over pedagogical matters (for replication purposes, the questions are identified as TSC248 through TSC253 in the survey). A score of six indicates that teachers have complete control over selecting instructional materials, educational content, teaching techniques, grading, enforcing discipline, and assigning homework.

Policy Authority: An additive index constructed from four questions relating to teacher influence over school policy (for replication purposes, the questions are identified as TSC244 through TSC247 in the survey). A score of four indicates that teachers have a high degree of influence in determining disciplinary policy, the content of in-service programs, student assignments, and curriculum.

Age: A four-category indicator where 1 = <29, 2 = 30–39, 3 = 40–49, 4 = >50

Race: A dummy variable where 1 = white, 0 = nonwhite.

Sex: A dummy variable where 1 = male, 0 = female.

Students Cutting Class: A four-category variable where 1 = not a problem, 4 = a serious problem.

Dropouts: A four-category variable where 1 = not a problem, 4 = a serious problem.
**Parental Involvement:** A four-category variable where 1 = lack of parental involvement not a problem, 4 = a serious problem.

**Student Violence, Drug/Alcohol Abuse, and Socioeconomic Stress Indexes:** These variables were generated by first doing an exploratory factor analysis to examine the underlying structure in response to items relating to student/parent attitudes and characteristics. On the basis of these results, separate sets of questions were factor analyzed to generate the indexes. These resulted in maximum extraction of variance—all the indexes used in the analysis represent more than 50 percent of variance in the underlying response items briefly described in the text and are the only factors produced with an Eigenvalue greater than 1. For replication purposes, the code numbers of the questions in each factor analysis are as follows.

**Student Violence:** TSC257, TSC258, TSC259, TSC260, TSC264, TSC265 (Eigenvalue 3.3, 55 percent of variance).

**Student Drug/Alcohol Abuse:** TSC261, TSC262, TSC263 (Eigenvalue 2.5, 84 percent of variance).

**Socioeconomic Stress:** TSC272, TSC273, TSC274, TSC275 (Eigenvalue 2.65, 65.8 percent of variance).

**Methodology**

Multinomial logistic regression is essentially a straightforward extension of logistic models of binary outcomes, and such binary models could be employed to analyze each of the goal categories analyzed here. The problem with such an approach is the number of comparisons required to make sense of the analysis (e.g., with four outcomes, four binary regressions would entail comparing outcomes 1 to 2, 1 to 3, 1 to 4, 2 to 3, 2 to 4, and 3 to 4). A multinomial logistic regression simplifies this by running a single model in which the nominal outcomes of the dependent variable are contrasted with an excluded reference category (in the text, this was basic literacy). The results then retain the easy interpretation of binary logistic regression in the context of the reference category.

Although the multinomial approach has the advantage of simplicity in presenting results, its use is subject to an important constraint: the independence of irrelevant alternatives (IIA) assumption. Calculating multinomial equations without reference to other potential alternatives to the outcomes included in the dependent variable can have a severe effect on how odds are calculated, and the general rule of thumb is that the IIA assumption is only secure when the outcome categories are really independent in the eyes of those who are making the choices. A Hausman-McFadden test statistic has been proposed to test this assumption, essentially a Hausman-type approach in which the test statistic is a chi-square and significant values indicate that the IIA assumption has been violated. This is the IIA test statistic reported in table 3, and the insignificance of this test score \( p = 1 \) indicates the null hypothesis that there is no systematic
difference in estimates when some outcome category of the dependent variable is arbitrarily excluded from the analysis.

For a more formal, but accessible introduction to multinomial logistic regression and the issues surrounding the IIA assumption, see Long 1997 (151–60, 182–84).

Notes

1. Education provides an instructive example. The first systematic efforts to establish school choice were made by southern whites seeking to establish a quasi market for education because the hierarchical public system became resistant to demands for racial segregation in the wake of Brown v Board of Education (Henig 1994, 102–15).

2. The survey defined this goal as: “Building basic literacy skills (reading, math, writing, speaking).” This should convey a reasonably uniform definition and limit potential measurement error due to differing respondent conceptions of “basic literacy.”

3. Thus, the causal path assumed by this argument is that organizational characteristics determine individual goal selection. It is also possible that individual goals determine certain organizational characteristics and goal priorities. The causal path adopted here is backed by a large literature arguing that organizations socialize individuals toward certain goals and into particular patterns of behavior (Merton 1957; Whyte 1956; Porter and Lawler 1965; Shafritz and Ott 1996, 420–29). For discussions of similar issues as they apply to education, see Chubb and Moe 1988; and Schneider et al. 1997).

4. A factor change of 1.70 can thus be interpreted as a 70 percent increase in the odds of favoring a given goal over basic skills as the primary educational goal, while a factor change of .30 represents a decrease of 70 percent in those odds.
Discretion, that ability to decide how policies will be implemented, is a key component of bureaucratic power. Since agencies have a great deal of discretion (Rourke 1984), studies of policy effectiveness need to examine what can occur when different implementation choices are made. In order to understand the outputs and outcomes of agency implementation activity, we need to know what happens when policies are vigorously implemented as well as when policies are largely ignored.

Most studies of regulatory effectiveness focus on implementation problems stemming from various enforcement mechanisms. In general, the existing literature on the effectiveness of regulatory policy has found that the strength of government needs to be behind a policy for it to work. This literature has found three rules of thumb. First, command and control regulation works only if enforcement is adequate. For example, highway speed limits are more effective when police are present and enforcing them. Second, information policy works if people pay attention to it, which often requires the government to actively distribute and, if necessary, update the information. Third, incentives work if they are large enough. For maximum effectiveness, this requires the government issuing the incentives to monitor them closely and update them as needed to keep them large enough. Most existing research on regulatory effectiveness thus focuses on the link between government implementation, enforcement, and policy success. The conventional wisdom is that if an agency uses its discretion and decides to implement and enforce a regulation properly it will be more successful.
The problem that remains, of course, is finding out what happens to regulatory policy if the implementing agency decides to ignore it or a policy is adopted without assigning enforcement power to a bureaucracy. Contrary to the conventional wisdom, a choice by an agency to not implement a policy does not automatically mean that the policy will fail. In recognition of the fact that occasionally government coercion is not needed for a successful policy, some research focuses on the regulated individual rather than the regulator. For example, Scholz and Pinney (1995) find that feelings of duty and the subjective fear of getting caught compel people to truthfully report their income and pay taxes to the Internal Revenue Service (IRS). The actual, objective, audit rate often has little to do with tax compliance. This can be adequately explained only by focusing on the attitudes and situations of the taxpayers themselves (see also McGraw and Scholz 1991).

Other research has focused on facilitative models to explain regulatory behavior. Gray and Scholz (1993) and Scholz and Gray (1997) find that coercion by the Occupational Safety and Health Administration (OSHA) can only partially explain drops in worker accident rates. Gray and Scholz show that reaction by management to OSHA inspections, rather than the inspections and penalties themselves, explains increases in worker safety. Scholz and Gray show that inspections initiated by workers rather than OSHA had a greater positive impact, indicating that when OSHA used its discretion to act as a facilitator for cooperation rather than as a coercive agency better results were achieved.

Signaling can also play an important role in compliance decisions. In strategic communications models, one informed actor provides information to another, less-informed actor in an attempt to change that decision maker’s behavior (Lupia 1994; Crawford and Sobel 1992; Milgrom and Roberts 1986; Spence 1973). This has important implications for regulatory compliance. The government can attempt to influence compliance decisions by sending signals about the consequences of those decisions.

This essay borrows the frameworks of these studies and applies them to analyzing the effectiveness of a salient command and control regulatory device: state clean indoor air laws aimed at restricting smoking in public buildings and workplaces. Based on the frameworks and the results from the empirical analysis, I find that, contrary to “traditional” expectations of a need for a link between coercion and regulatory effectiveness, clean indoor air laws can be effective in reducing smoking despite an almost total
lack of enforcement. State and local law enforcement agencies have simply decided to ignore the implementation of these laws.

This does not mean that public bureaucracies are irrelevant to this policy area. On the contrary, public health and law enforcement agencies could play an important role as signalers and facilitators for cooperation. Scholz and Gray (1997) and Licari and Meier (2000) find that facilitation and signaling can be important in explaining the effectiveness of an agency’s activities. In this case, public bureaucracies can use clean indoor air laws to reinforce social norms and send public health signals about smoking. Bureaucracies can use these regulations in non-coercive ways rather than focusing on expensive traditional enforcement methods. Furthermore, this project highlights a key issue for the study of bureaucratic enforcement. It is important to factor in the potential for signals and other heuristics in order to avoid overestimating the impact of regulatory bureaucracies.

The results support the idea that clean indoor air laws compel people to smoke less because of the fear of social disapproval as well as signaled information about the health hazards of smoking. Since strict penalties under the law and high enforcement levels do not exist, these “traditional” indicators of command and control policy success cannot explain why clean indoor air laws are able to reduce levels of smoking. Thus, this essay represents an important extension of the work already done on signaling and duty and fear heuristics. I focus on an element of social regulation. Social regulation in general is often not well received by the public (Eisner 2000). Also, smoking regulation is targeted at a portion of the population that is highly resistant, if only because of the addictive nature of cigarettes. Thus, this study offers a test of signaling and other information heuristics that is very stringent.

The findings in this essay indicate that the link between coercion and successful regulation, while not incorrect, is certainly narrow. When designing regulation and deciding on appropriate enforcement levels, legislators and bureaucrats need to be aware of the existence of policies that are largely “self-enforcing.” Also, when policy analysts examine the effectiveness of regulation attention needs to be devoted to the fact that government coercion is only one side of the regulation coin. Social norms (Ostrom 1998; Scholz 1998; Scholz and Lubell 1998) are key to understanding how we can solve the collective action problem of compliance.
Clean Indoor Air Laws and Smoking

The Nature of Clean Indoor Air Laws

Clean indoor air laws were generally not considered by state governments until the 1980s. As research on the harmful effects of secondhand smoke mounted, people began to realize that smoking was not only harmful to smokers themselves but that it also damaged the health of those in the vicinity. This eventually spread to specific objections about smoking in the workplace.

Clean indoor air laws are designed and implemented primarily by state governments, although the federal government has also introduced similar laws of its own, such as smoking bans on domestic airline flights. State laws restricting indoor smoking first appeared mainly in the 1980s. Minnesota was the first to introduce such a law (the Clean Indoor Air Act of 1975), but other states were rather slow to follow. Most states did not introduce their own laws until the late 1980s or early 1990s. Nine states still do not have a clean indoor air law.

In addition to being introduced over a wide spatial and temporal range, clean indoor air laws also vary in scope. Some states have comprehensive laws that completely ban smoking in certain places of work (private or government). Several others have laws restricting smoking to varying degrees across government work sites and private businesses. Other states simply limit indoor smoking to designated areas.

Enforcement of Clean Indoor Air Laws

Command and control regulation typically requires monitoring and penalties for noncompliance. Without monitoring, the government has no way of knowing whether people are complying with the law. Without penalties to accompany the monitoring, there will be little incentive for citizens to comply with the law. These seem like reasonable expectations about how command and control regulation works, and indeed they make up the basic assumptions about how to design and implement a successful command and control policy.

Clean indoor air laws, however, rarely fit this description. Jacobson and Wasserman (1997) find that state clean indoor air laws are “self-enforcing and that they will not be systematically enforced by state or local authorities” (49–50). In other words, citizens voluntarily comply.
with the laws since government is not willing or able to enforce them with monitoring and penalties. Even in states with strong clean indoor air laws, government enforcement is minimal and relies upon voluntary compliance (Jacobson and Wasserman 1997).²

To further underscore the importance of voluntary compliance, the penalties imposed for breaking a clean indoor air law are almost always light. The maximum fine imposed on a smoker in Idaho, for example, is $10 (Downey and Gardiner 1996). More than half of the states do not even have penalties for failing to comply. In these states, there is no mechanism to legally punish a smoker who is reported by another citizen. Thus, even though it may be easy for nonsmoking citizens to detect and report violations, there are still little or no effective legal or enforcement mechanisms preventing people from smoking indoors. With the absence of meaningful penalties, ease of detection becomes irrelevant. There are few or no legal consequences to getting caught, and thus there are no credible threats of enforcement from either the government or nonsmoking citizens. Furthermore, Jacobson and Wasserman (1997); Rigotti et al. (1993); and Rigotti, Stoto, and Schelling (1994) show that oversight by government agencies or citizens (even those actively involved in anti-tobacco groups) does not meaningfully exist. Nonsmokers do not seem interested in monitoring and reporting smokers. For clean indoor air laws to work and reduce smoking, some other social mechanisms are required.

The lack of enforcement is important because clean indoor air is essentially a collective action or “social dilemma” problem (Ostrom 1998). This occurs when individuals face choices in which maximizing their short-term self-interest yields an outcome that makes everyone worse off. A smoker may choose to maximize his or her short-term self-interest by smoking indoors, thereby polluting the air everyone else in the building is breathing. In this sense, clean indoor air is a public good, or at least a common-pool resource, and compliance is the equivalent of a cooperative solution to the collective action problem (Scholz 1998). Cooperation (not smoking indoors), therefore, leads to Pareto-efficient outcomes. The key problem is achieving this cooperation. One key way it can be attained is through heuristics and social norms as well as rules designed to reinforce those norms (Ostrom 1998). Since voluntary compliance norms are active in these antismoking policies (Jacobson and Wasserman 1997; Rigotti and Pashos 1991; Rigotti et al. 1992, 1993; Rigotti, Stoto, and Schelling 1994), clean indoor air laws can facilitate cooperation.
Clean indoor air laws have a clear goal: they are meant to reduce the amount of secondhand smoke to which nonsmokers are exposed. The facilitative effect is the key to their success. *Simply, if people are influenced by the noncoercive aspects of clean indoor air laws in their state, the amount people smoke should drop.* This is the main test offered in this essay.

**Heuristics, Fear, and Signaled Information**

Heuristics are cognitive tools that are useful when people face situations in which they need to make a choice based on insufficient information. Scholz and Pinney’s (1995) “duty heuristic” claims that a citizen’s sense of duty to obey the law provides cues for compliance decisions, and that information is accessed by the citizen when it is relevant and needed. This is akin to voting heuristics, wherein strength of party identification and candidate “likability” play roles in determining vote choice rather than detailed knowledge of the candidate’s stance on pertinent issues. Since detailed knowledge is often difficult to obtain, the citizen will rely on cognitive shortcuts to make a choice. Heuristics should be useful for understanding compliance behavior generally as well as in this particular case. When government uses a facilitative mechanism to increase information and reinforce existing norms and heuristics, compliance behavior should increase.

**Fear**

Fear can influence compliance in an important way. Feelings of fear can influence one’s perception of the negative consequences of noncompliance. Furthermore, people who feel a sense of duty to follow the law will estimate the chances of receiving punishment as being great. Those who do not feel an obligation will estimate low chances of getting caught and receiving punishment (see Scholz and Pinney 1995). In this case, fear applies to both the estimations of receiving punishment under the law and “social” punishment. As the popular image of smoking has waned, especially in the last twenty years, smokers may refrain from lighting up out of fear of social embarrassment or as a common courtesy, although it is doubtful that a smoker will quit altogether.

**Signaling**

Signaling can play a crucial role in the effectiveness of smoking regulations because the government gathers and disseminates information on
the health effects of smoking. The federal government officially took on this role in 1964 with the first surgeon general’s report on smoking and health. Although the government provides direct information with surgeon general’s reports and policies such as warning labels (Fritschler and Hoeffler 1995), the government (both state and federal) also sends signals when it is designing and implementing regulations such as clean indoor air laws. Unlike information policy, these signals are less direct since they often are a by-product of the logic for designing and implementing new tobacco regulations.

Signals from clean indoor air laws should exist because the negative health effects of secondhand smoke are not well known or understood. Although the effects of smoking on smokers were well known by the 1980s, secondhand smoke was (and still is) poorly understood. Signals are strongest when the information is new and perhaps unexpected. Thus, clean indoor air laws should send signals precisely because they serve to provide information on an issue that remains confusing to this day.

The government is able to send these signals for a variety of reasons. Media coverage of legislative debates and new laws emphasize health risks and send this signal to citizens along with the specific goals of the new policy. Perhaps most importantly, public health agencies also emphasize the usefulness of tobacco regulation as a public health policy and are involved in signaling this information (see e.g., Department of Health and Human Services 1992, 1994, 1998; and Centers for Disease Control and Prevention 1996). The signals inform smokers that the ultimate goal of the new policy is to reduce the risks of poor health (or even death) from smoking. If the public health signals are received and influence smokers, clean indoor air laws should have an impact on smoking levels. Smokers who act on the signaled information about the public health reasons for the laws have an incentive to cut back on cigarettes. Their choice of whether or not to smoke is influenced by the desire to reduce the risk of smoking-related health problems as well as by the fear of social stigmatization. Clean indoor air acts essentially contribute to a reduction in overall cigarette consumption because the laws and the norms that are fostered by them add to the transaction costs a smoker must absorb.

Signaling and fear, therefore, are both decision aids for smokers. Both should influence smokers to cut back, particularly because the signaled information about the health effects of smoking should create more fear
of noncompliance. Although the clean indoor air laws are primarily legis- lated to protect nonsmokers, the laws signal enough information about public health to make them antismoking policies in their own right.

Since clean indoor air is a collective action problem, the role of government in this case has changed from enforcer to facilitator. Smokers are looking to cooperate, so they use duty and fear combined with signaled information to arrive at the conclusion that smoking indoors is not acceptable. Clean indoor air laws provide these signals, or focal points (Schelling 1960), for equilibrium behavior, which reduces the transaction costs of compliance. This essay thus represents an indirect test of the duty heuristics, insofar as the data on how individual smokers are reacting to clean indoor air laws are not available.

Modeling the Effects of Regulation on Cigarette Consumption

Base Model

Unlike many items that the government seeks to regulate, cigarettes are addictive, perhaps the most addictive commodity known (Department of Health and Human Services 1994). Since the dependent variable is the number of packs of cigarettes consumed per capita per year for each state from 1955 through 1996, my model must explicitly account for this.\(^4\) Addiction implies that current cigarette consumption is greatly affected by past consumption. Quite clearly, the way to model addictive phenomena is via habit persistence, that is, by simply including a lagged value of the dependent variable as an independent variable (Becker and Murphy 1988; Becker, Grossman, and Murphy 1991; Lewit 1989).\(^5\)

Clean Indoor Air Laws

To this base model, I add measures to test the effects of clean indoor air laws on smoking. To measure clean indoor air laws, I first created an “effort” scale for each state, potentially ranging from zero to 6, although the highest any state scored was 4.\(^6\) Zero indicates no clean indoor air law for state government or private work sites. A score of 1 is given to states requiring a designated smoking area in either government or private work sites. States requiring designated smoking areas in both types of work sites are therefore given the score of 2. See table 1 for the rest of the scaling of this measure. Rather than using this continuous scale, I use a series of dummy variables, one for each category 1 through 4 (category zero
is omitted). Thus, if a state’s effort score is 1 for a particular year, it will be coded 1 in the dummy variable representing that effort category and zero for the three others. Likewise, if a state’s effort score is 4, it will be coded 1 in the dummy representing effort category 4 and will be coded zero for categories 1, 2, and 3. All states are scored zero for each year until a law is implemented. This will allow for a demonstration of where the critical “signaling threshold” occurs. Low-end reforms may not have a meaningful effect in a statistical sense, while more stringent policies are expected to have much larger impacts. Using the “effort” measure as a continuous variable would not show these differences.7

The logic behind how effort influences cigarette consumption is drawn from the idea of signaling. Increased effort sends stronger public health signals to the smoking population. By sending stronger signals, a state government can expect that cooperation will increase. With more comprehensive clean indoor air laws, the focal point (Schelling 1960) becomes more obvious and the Pareto-efficient outcome should be more easily attainable. The effort dummy variables should therefore be related to reductions in cigarette consumption, although I expect more comprehensive laws to be more effective.

Other Regulation

The tobacco policy area includes other types of regulation as well, namely, information policy and economic disincentives. To measure information policy, I take notice of two key events in government policy. The first effort by the federal government to take action regarding cigarettes was the requirement that all packages contain a warning label (effective January 1, 1966; see Fritschler and Hoefler 1995). The second event was the federal ban of cigarette advertisements on television in 1971. Such a ban is rare and communicates that a product is so danger-

<table>
<thead>
<tr>
<th>Workplace Type</th>
<th>100% Smoke Free</th>
<th>Designated Area</th>
<th>Designated Area with Ventilation</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Private</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

*Note: The Government clean indoor air law score is added to the Private score to form the Effort score. Example: a state requiring a designated area with ventilation for government workplaces and designated smoking areas for private workplaces would receive a score of 3.*
Economic disincentives, that is, excise taxes on cigarettes, are a popular regulatory tool used by both the federal and state governments. Taxes on cigarettes work causally by affecting the price of cigarettes. Because an excise tax is typically passed on to the consumer (see, e.g., Hyman 1996 on the price-distorting effect of excise taxes), I have opted, as have others in this area, to work directly with the real price of cigarettes in cents per pack \((1983 = 100)\). This is then differenced so that the variable measures the change in price.

Some states tax cigarettes much more aggressively than others. These variations must be considered because permeable state boundaries make it more difficult to assess the effectiveness of taxes in reducing cigarette use. Since taxes discourage smoking by increasing the cost, they suffer in performance if there is an opportunity to avoid them and pay lower prices. This avoidance of a high tax by means of purchasing cigarettes in another state with lower taxes (and thus lower prices) is referred to as “bootlegging.” To design a proper model of regulatory effectiveness, therefore, the tax levels in the surrounding states and the potential for bootlegging must be taken into account (Baltagi and Levin 1986). Since all cigarette consumption data are actually sales data, failure to do so can result in the apparent effectiveness of a tax increase being exaggerated.

The benefits from bootlegging can be easily measured as the money that would be saved by the individual. Naturally, as the tax in a person’s home state increases relative to tax rates in neighboring states, the incentive to bootleg increases. This difference must then be discounted by transaction costs, mostly time and travel (see Manchester 1976; and Wasserman et al. 1991). My measure for the incentive to bootleg is the home state real tax rate (in cents) minus the mean real tax rate for all states that border the home state (for a similar treatment, see Licari and Meier 1997; and Meier and Licari 1997a, 1997b).

Finally, smoking levels are expected to be higher in tobacco states. A variable to control for this is included. It is a simple dummy variable...
with a value of one if the state is a tobacco state, defined as having grown a tobacco crop that year (Creek, Capehart, and Grise 1994).

As an extension, a variable was tried in order to control for different policy environments. The relevant environmental difference is obviously a state’s level of support for the tobacco industry (farming and production). Since state clean indoor air laws require voluntary compliance, it is possible that they will not operate as effectively in tobacco compared to nontobacco states. This was measured by multiplying the tobacco state dummy variable by the continuous effort scale. The interaction was not significant, and the rest of the results were unchanged, so the variable was dropped.

Data Analysis

To analyze the model, I used pooled time-series techniques for the time period of 1955 through 1996 with the states as units of analysis. Serial correlation and heteroskedasticity were tested for using the Lagrange multiplier and the White tests, respectively. Neither posed a problem for my analyses. All nondummy variables are logged, for two reasons. First, it facilitates interpretation. Second, and more importantly, relationships among demand and price and other regulations are not expected to be linear.

Simultaneity is another problem that can plague time-series analyses. Considering that compliance will be due to political and environmental factors, which can also be related to policy adoption, simultaneity is possible. This should not be a problem, however. While I expect clean indoor air laws at time $t$ to influence smoking at time $t$, smoking at time $t$ can only influence the adoption of smoking regulations at some future time. Lawmakers will only have access to information about smoking rates and attitudes after the fact. Furthermore, legislation or rule making typically takes time, even if there is access to current data. In other words, the statistical model has weak exogeneity, which is sufficient to produce unbiased estimates. As a further check, a Hausman specification test (Davidson and MacKinnon 1993) shows that the estimates do not suffer from simultaneity bias.

Results

The results of the analysis are presented in table 2. Table 3 shows the results of the differenced model as a check on the robustness of the model in table 2. The differenced model, however, also has the advantage on a conceptual level of implicitly controlling for the health consciousness of
TABLE 2. Effects of Clean Indoor Air Laws and Other Regulation on Cigarette Consumption

Dependent variable = Annual per capita cigarette consumption in packs, logged

<table>
<thead>
<tr>
<th>Variable</th>
<th>Slope</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged consumption</td>
<td>.971</td>
<td>.0046***</td>
</tr>
<tr>
<td>Clean indoor air effort 1</td>
<td>-.007</td>
<td>.0022***</td>
</tr>
<tr>
<td>Clean indoor air effort 2</td>
<td>-.007</td>
<td>.0022***</td>
</tr>
<tr>
<td>Clean indoor air effort 3</td>
<td>-.010</td>
<td>.0028***</td>
</tr>
<tr>
<td>Clean indoor air effort 4</td>
<td>-.017</td>
<td>.0055**</td>
</tr>
<tr>
<td>Tobacco state</td>
<td>.002</td>
<td>.0009*</td>
</tr>
<tr>
<td>Change in price</td>
<td>-.281</td>
<td>.0163***</td>
</tr>
<tr>
<td>Bootlegging incentive</td>
<td>-.030</td>
<td>.0038***</td>
</tr>
<tr>
<td>Information policy</td>
<td>-.004</td>
<td>.0005***</td>
</tr>
</tbody>
</table>

$R^2$       .97
SE          .018
$N$        1,986
Lagrange multiplier    .85
Prob($df = 5$) .97
White test        1.52
Prob($df = 10$) .99

***$p < .001$. **$p < .01$. *$p < .05$. All one-tailed tests.

TABLE 3. Effects of Clean Indoor Air Laws and Other Regulation on Cigarette Consumption, Differenced Model

Dependent variable = Change in annual per capita cigarette consumption in packs, logged

<table>
<thead>
<tr>
<th>Variable</th>
<th>Slope</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean indoor air effort 1</td>
<td>-.004</td>
<td>.0022**</td>
</tr>
<tr>
<td>Clean indoor air effort 2</td>
<td>-.005</td>
<td>.0023*</td>
</tr>
<tr>
<td>Clean indoor air effort 3</td>
<td>-.008</td>
<td>.0028**</td>
</tr>
<tr>
<td>Clean indoor air effort 4</td>
<td>-.011</td>
<td>.0055*</td>
</tr>
<tr>
<td>Tobacco state</td>
<td>.001</td>
<td>.0009*</td>
</tr>
<tr>
<td>Change in price</td>
<td>-.285</td>
<td>.0165***</td>
</tr>
<tr>
<td>Bootlegging incentive</td>
<td>-.022</td>
<td>.0035***</td>
</tr>
<tr>
<td>Information policy</td>
<td>-.004</td>
<td>.0005***</td>
</tr>
</tbody>
</table>

$R^2$       .19
SE          .019
$N$        1,986
Lagrange multiplier    .90
Prob($df = 5$) .97
White test        .99
Prob($df = 9$) .99

***$p < .001$. **$p < .01$. *$p < .05$. All one-tailed tests.
a state, which could be seen as a selection bias problem in the model in table 2. However, since the addictiveness of cigarettes is a crucial element of any model of smoking regulation, my discussion will focus on the results in table 2.

The key variables, the clean indoor air law effort dummies, are all associated with lower cigarette consumption. Since these laws depend on voluntary compliance and their primary goal is something other than reduced cigarette consumption, this indicates that noncoercive factors are working. Without any willingness to voluntarily comply, these laws would not have any effect on cigarette consumption. Specifically, a state that adopts a clean indoor air law that is relatively weak (i.e., a law that would score a 1 or 2 on the continuous effort scale) sees cigarette consumption drop by .7 percent. A state that adopts a stronger law (e.g., one that would score a 4) has cigarette consumption drop by 1.7 percent. This effect is nearly two and a half times greater than the impact in the first example. Clearly, stronger effort provides much stronger signals, and the two low-end categories provide about equal impact. While these effects may seem to represent insignificant reductions in smoking, these are the first-year impacts only. With the lagged dependent variable in the model, impacts continue into the future at gradually declining rates. The total impact of a shift in a state's clean indoor air law effort is actually quite large.\[11\]

The other regulations also work to deter smoking. A 1 percent increase in price is associated with a decrease in cigarette consumption of .28 percent. Since this is the first-year impact, even a small price increase will have large long-term effects; the total decrease in per capita consumption from a 1 percent increase is nearly 10 percent. The introduction of warning labels in 1966 is associated with a drop in per capita cigarette use of .4 percent. Since this variable is not reset to zero, this impact occurs each year until 1971, when the television advertising ban was implemented. In each year starting in 1971, the information policy variable is associated with a decrease in per capita cigarette use of .8 percent.

The bootlegging incentives variable indicates that uneven prices across state boundaries influence where people will purchase cigarettes. As the price in the home state increases relative to the surrounding states’ prices, smokers will travel to purchase cheaper cigarettes. Conversely, a state with low prices located next to states with higher prices will see an increase in sales. A 1 percent increase in the incentive to bootleg is asso-
ciated with a decrease in per capita cigarette consumption of .03 percent in the first year.

Conclusions

This essay has presented a test of the idea that command and control regulation can be successful despite its reliance on voluntary compliance. Using an empirical model, I found support for this. With voluntary compliance, state clean indoor air laws work to reduce levels of smoking. Furthermore, there seems to be a signaling threshold. States that implement clean indoor air laws beyond simply requiring designated smoking areas experience declines in smoking that are much more substantial. In general, however, once a clean indoor air law is implemented it appears that annual cigarette consumption declines faster than when no law is passed.

Citizens are taking clean indoor air laws as a strong signal from government that smoking is hazardous to both smokers and nonsmokers. In this way, the introduction of clean indoor air laws may act as a force to further diminish the social acceptance of smoking. Furthermore, these public health signals could be used to a greater degree by public health agencies. Since state and local law enforcement agencies have decided not to make clean indoor air laws coercive regulation, other agencies have the opportunity to use them in other ways, perhaps as facilitative or public health policy.

Duty to follow the law (influenced by fear of noncompliance) apparently has an effect here. Merely having a clean indoor air law will drive down smoking levels. This seems to be a case in which law enforcement agencies have widely used their discretion over implementation to ignore these policies, since vigorously enforcing clean indoor air laws would be expensive and time consuming.

Lack of enforcement or meaningful penalties, however, does not doom these laws to failure. This study shows that agencies can look for noncoercive ways to successfully implement regulatory policy. When there is policy success without enforcement, this may indicate an opportunity to increase the use of signaled information to further increase the successfulness of the policy. This also suggests that other, nonregulatory agencies can play an important role in implementation of regulation. In this analysis, clean indoor air laws provide signals that public health agencies can use to help facilitate compliance.
This study also has ramifications for other studies of bureaucratic enforcement. Some compliance with regulations will occur through signaling and the use of other heuristics. A portion of compliance that is normally attributed to bureaucratic enforcement, therefore, might well have occurred without any actions on the part of bureaucracy. Studies that fail to incorporate these informal, noncoercive elements of enforcement will, as a result, overestimate the impact of regulatory bureaucracies.

Notes

I would like to thank George Krause, Ken Meier, and Mark Lubell for their valuable comments on earlier versions of this essay.

1. For the purposes of this project, the laws under consideration are those that restrict smoking in places of work (both government and private). Laws restricting smoking in other areas (e.g., grocery stores) exist as well but are much less common and have not been included.

2. Some might argue that clean indoor air laws are indeed enforced but by the businesses themselves. If so, then voluntary compliance does not exist because the firm is providing the enforcement and the punishment. However, businesses do not enforce these laws (Rigotti et al. 1992; Rigotti, Stoto, and Schelling 1994) and instead rely on voluntary compliance from both employees and customers.

3. The 1980s and early 1990s saw intense debate among health professionals, government officials, the general population, and the tobacco industry over the effects of secondhand smoke (Department of Health and Human Services 2000).

4. I have data only for states that actually had a cigarette tax or, in the case of Alaska and Hawaii, only for the time since they became states. By 1971, all states had a state cigarette tax. All data are from the Tobacco Institute (1997).

5. Lagging a dependent variable can make spurious results from failure to control for some variables less likely since it will act as a supercontrol variable. However, if such specification results in correlated errors regression coefficients are both inconsistent and biased (Pindyck and Rubinfeld 1991; Greene 1993). Since the degree of bias declines substantially as the number of cases increases relative to the number of parameters estimated, the extent of bias is unlikely to be large in this case. As a final check, I include the results from a model with a differenced, rather than lagged, dependent variable.
6. These data are from the Centers For Disease Control and Prevention (1996).

7. I do not necessarily expect a dynamic effect other than that provided by the lagged dependent variable. Policies in place will have the continuous effect of preventing smoking, and the introduction of new smokers over time does not alter the ways in which the policies will function.

8. Several other efforts are included in information policy, such as pronouncements by public officials, the release of additional studies, and restrictions on the content of nontelevision advertising. The federal government is the main disseminator of this information. The effects of both policies could not be separated due to collinearity problems.

9. Meier and Licari (1997a) demonstrate that state and federal taxes can explain 95 percent of the variation in cigarette prices during the time period under review here. Price (or tax) is not a health signal per se due to the fact that while taxes may indeed carry signals (Licari and Meier 2000) they may also be adopted for reasons completely different from public health (Licari 2001a). They are always economic disincentives, however.

10. The instruments used for the first-stage regression were government ideology scores (Berry et al. 1998) and state fiscal stress, measured as real revenues minus expenditures, divided by expenditures. Both are related to smoking policy adoption but not to smoking (Licari 2001a, 2001b). The suspect variable (clean indoor air effort scale) was regressed on the exogenous variables plus the instruments. The residuals saved from this regression were used as additional regressors in the original model. The coefficient on the first-stage residuals is not significantly different from zero. Therefore, the test fails to reject the hypothesis of consistent OLS estimates.

11. The total impact is \( \beta/(1-\lambda) \), or the slope divided by one minus the lagged dependent variable coefficient.
Conclusion: An Agenda for the Scientific Study of Bureaucracy

Kenneth J. Meier and George A. Krause

Why the Need for a Scientific Study of Public Bureaucracy?

The literature on how political institutions (i.e., chief executives, legislatures, and the judiciary) attempt to control bureaucratic performance via ex post and ex ante methods is well developed. In the former case, numerous studies have discussed how tools such as budgets, appointments, and oversight, to name a few, can influence bureaucratic performance. In the latter case, the politics of procedural choice has shown theoretical ways to constrain the behavior of administrative agencies through the use of rules. These works have enhanced our theoretical and empirical understanding of the motivation, incentives, and tactics employed by political institutions to mold bureaucracy. They provide a body of systematic inquiry that follows the social scientific enterprise of theory building and empirical testing.

At the same time, however, this work typically ignores or obscures the central role of public bureaucratic organizations and how they behave on institutional and organizational levels. Instead, it treats bureaucratic performance as the result of political bargaining between some combination of the president, Congress, and the courts, yet it fails to reserve a place for the bureaucracy at the table. In doing so, we get a portrait of bureaucracy that is neither bureaucracy centered nor institutionally balanced. In concluding, we provide several suggestions merit ing further scientific inquiry. All have a bureaucentric focus, as opposed to a political
institutions focus, on understanding how the administrative state functions in a democracy.

**An Agenda for the Scientific Study of Bureaucracy**

Bureaucracy is a growth area in political science. The number of scholars and the quality of skills is at a level unmatched since at least the 1940s. Articles on bureaucracy, while by no means prevalent, are no longer rare. In the last two decades, 110 articles with bureaucracy as a central feature have been published in the four leading general political science journals.¹

Paralleling the growth in scholarship is the development of institutional apparatuses designed to foster more study of public bureaucracy. The Midwest Public Administration Caucus along with the Public Administration Section of the American Political Science Association (APSA), the development of the *Journal of Public Administration Research and Theory*, and the recently established National Public Management Research Conference data archive and paper posting Web site (<http://bush.tamu.edu/pubman/>) create an infrastructure capable of supporting greater intellectual progress in the area. The Scientific Study of Bureaucracy (S²OB) group met for the first time as part of the Fifth National Public Management Conference in College Station, Texas; those papers became the core of this volume.

At this stage, taking a broad overview of the field and becoming more strategic about developing it seems appropriate. Given our present situation, where are we likely to make the most progress learning more about bureaucracy? Five areas of work are especially promising: getting inside the black box of bureaucracy, taking theory more seriously, exploiting the variance in bureaucracies, making an explicit return to the structural aspects of bureaucracy, and adopting methods that correspond to the data-generating processes of public bureaucracies. The unifying theme for these five areas is a new organizations approach to studying public bureaucracies. By new organizations, we mean a study of public bureaucracy focused on administrative organizations, whether at the macro- (organizational) or microlevel (individual), that generates empirically testable deductive and nondeductive theories of how bureaucratic agencies function to guide research inquiries. In many ways, this new organizational approach can be viewed as the use of rigorous logical, analytical,
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and statistical methods applied to studying the timeless issues of interest raised by esteemed scholars of public administration such as Max Weber, Herbert Simon, Luther Gulick, James March, Anthony Downs, Francis Rourke, Herbert Kaufman, and James Q. Wilson.

Inside the Black Box

We often treat bureaucracies as black boxes, mysterious entities that respond to environmental pressures. In doing so, we learn a great deal about the interaction between bureaucracy and other political institutions but learn little about how the internal workings of the bureaucracy structure these external activities. Probing inside the black box has classic roots. Barnard’s *The Functions of the Executive* (1938) was the first modern scholarship to provide insight into superior and subordinate relationships both within and outside administrative organizations. Simon’s first major contribution, *Administrative Behavior* (1947), continued the focus on individual bureaucrats in organizations. His later work moved to the organizational level (Simon, Smithberg, and Thompson 1961) yet retained a behavioral focus that was bureaucentric in nature.

Bureaucracy is not the only field of political science to study a phenomenon as a black box. Virtually all of the quantitative work on the presidency deals with this institution and some other institution or process (e.g., Congress or public opinion) and then studies the presidency in an external fashion. The first priority of bureaucracy scholars should be to understand what bureaucracies do and why they do it. This requires a bureaucentric focus. To illustrate, if compliance in the cases that Brehm and Gates (1997; Brehm, Gates, and Gomez, this volume) study is so difficult (i.e., in hierarchical organizations of a paramilitary nature with a great deal of professionalism), why would we assume that it is so easy in other organizations that we study? Further theoretical and empirical work within organizations on issues of trust, culture, and learning following the lead of Brehm and Gates (1997) and Miller (1992) should reveal a great deal about why organizations respond as they do.

A second illustration is presented by Meier and Bohte (1999; Bohte and Meier 2000), who examine the process of organizational cheating, specifically the ability of school districts to generate higher scores on standardized tests by exempting from the exam the students most likely to fail. The Meier and Bohte studies are only unusual in the sophisticated nature of the cheating, which involves using institutionalized rules
and procedures to cloak the activity from public officials. Less sophisticated cheating characterized the Russian bureaucracy, which appeared to simply make up data when reporting results (Barry and Barner-Barry 1991; Conyngham 1982). Similarly, the Philadelphia police department was recently caught submitting false crime data in order to claim a reduction in crime and the U.S. Air Force’s recent report that high-altitude bombing destroyed most of the tanks operating around Kosovo was later shown to be grossly inaccurate (Barry and Thomas 2000).

Blatant cheating is likely to be infrequent given the high costs of exposure (although sufficient cases appear to exist). Cheating is far more likely and difficult to counteract when it is imbedded in the rules and standard operating procedures of the organization. Such embedding is common in educational organizations with their emphasis on sorting and classification. The processes of the organization allow them to overassign students to special education and limited English classes and then exclude these students, who are less likely to pass, from state-mandated tests (Meier and Bohte 1999). In short, cheating permits schools to manipulate outputs, and thus political principles, by delivering higher test scores without actually improving performance on the exam. What looks like political responsiveness may in fact be something entirely different.

These illustrations suggest a present imbalance in both our theoretical and empirical models of bureaucracy. Political actors are viewed as having multiple tools at their disposal and also possessing sophisticated knowledge as to how to organize administrative agencies for their own advantage. These actors have access to budgets, personnel decisions, court cases, oversight hearings, and numerous opportunities to signal their preferences (e.g., Moe 1982, 1985; Scholz, Twombly and Headrick, 1991; Weingast and Moran 1983; Wood and Waterman 1994). Bureaucracies, in contrast, are often treated as naïve and unsophisticated, responding to politicians in a stimulus-response pattern.

Furthermore, bureaucratic actors and actions are determined solely by external, formal political constraints that arise out of bargaining between the chief executive and legislature. While such analyses provide an important segment of the administrative portrait, they omit the role bureaucracies play as organizations. Such a perspective runs counter to principal-agent (superior-subordinate) relationships that must be predicated on a zone of acceptable behavior between such parties (Barnard...
1938; Simon 1947) that can be thought of as a “two-way street” (Krause 1999). We need models that jointly take into account the utility functions of politicians and bureaucratic agencies without relegating the latter to a constraint on the optimization problem facing the former. One excellent example of a general equilibrium-type approach is the one developed in Brehm and Gates’s enhanced principal-agent (EPA) model (1993, 1997).

If parsimony requires simplification, future gains may be greater if we move in a different direction and assume strategic, multiskilled bureaucracies and simple, naive politicians for counterfactual purposes. The implication of information asymmetry is that bureaucrats are more knowledgeable than politicians on policy matters. This might not be limited to technical issues and the supervision of interns; they could be better politicians, too. Altering the assumptions concerning sophistication can provide a complete range of theoretical relationships describing the interaction between politicians and bureaucratic agencies. This will help us know when, why, and under what conditions bureaucracies respond to political actors. Answering these research questions will be easier after scholars get inside the black box of bureaucracy to determine how administrative agencies decide to respond to various environmental stimuli.

One illustration of the benefits of a bureaucracy-centered focus might be a reconsideration of the issue of ex ante political controls over the bureaucracy. McCubbins, Noll, and Weingast (1987, 1989) and others stress the ability of Congress to structure the organization and its processes and thus determine its outputs. To be sure, Congress does at times act to structure a process—the well-known cases of the Consumer Product Safety Commission (Bryner 1987), with its initial bizarre procedures, and the decision to locate the Occupational Safety and Health Administration (OSHA) in the Department of Labor rather than Commerce illustrate such ex ante controls. For ex ante controls to be effective, however, Congress would have to engage in such structuring consciously and we would see evidence of systematic applications of applied organizational theory over time by Congress. Hall and O’Toole (2000) investigate how Congress structured policy programs during two different legislative sessions. Although their purpose was to document the use of networks, they found little evidence that Congress has an organization theory or that it possesses the sophisticated congressional strategy and understanding of organizational relationships necessary to create effec-
tive procedural (versus substantive) controls over the bureaucracy. Addi-
tional empirical evidence lends credence to this view, showing at best
modest support for this proposition in diverse policy areas such as
Medicare payments (Balla 1998), state air pollution (Potoski 2000), and
federal hydroelectric licensing programs (Spence 1999b). Research on
hazardous waste implementation reveals that informal rules are success-
fully substituted by an agency in place of formal rules when politicians
constrain agency decision making by reducing agency discretion (Hamil-

Recent work has demonstrated empirically what students of bureau-
cratic politics have long believed: relationships between bureaucracy and
political institutions are both dynamic and reciprocal (Krause 1996a,
1999). Bureaucracies by their actions often force political institutions to
respond to them or risk ceding control over a policy area to the bureau-
cracy. For some relatively complex programs, Congress (e.g., credit con-
trol programs; see Khademian 1995) or the president (agricultural policy;
see Meier, Wrinkle, and Polinard 1995) is quite willing to yield control.
In other cases, Congress and the president actively seek to shape the ac-
tions of the bureaucracy. The bottom line, however, is that we should not
assume that the casual force in the relationship is the political institution.
This is especially true if one views principal-agent relationships requiring
a basic level of agreement that comprises a zone of acceptable behavior
(Barnard 1938; Simon 1947). While the literature on political control over
the bureaucracy is well developed, the study of bureaucratic organiza-
tions is relatively uncharted territory for political scientists. Change does
not require eschewing the analysis of political institutions’ incentives,
tools, and preferences pertaining to policy administration but rather ne-
cessitates a more serious treatment of bureaucratic organizations and
their features in models of bureaucratic politics. Failure to do so can only
result in scholars drawing biased inferences and misleading conclusions
about the functioning of the administrative state.

**Taking Theory More Seriously**

Principal-agent theory has become the predominant paradigm in the
study of bureaucracy over the past few decades. Regrettably, our reading
of the literature leads us to conclude that political science scholarship has
often, though clearly not always, failed to appropriately apply principal-
agent theory in empirical studies. Principal-agent models of political
control over the bureaucracy must allow for both a strategic principal and a strategic agent, with each able to behave in a proactive manner in a relationship with inherent goal conflict (Mitnick 1980; Perrow 1986; Ross 1973). Principal-agent theory requires a dynamic, inherently changing set of relationships over time. Perhaps such relationships come to an equilibrium, perhaps not. In the prime area of principal-agent theory, that is, where it originated (e.g., doctor-patient relationship), with voluntary relationships characterized by goal conflict and information asymmetry, many relationships do not evolve to an equilibrium. A large number of relationships between doctors and patients, customers and insurance agents, and homeowners and service personnel are simply terminated. Theories must consider this fact on two dimensions. First, Lewis’s study on agency termination in the postwar era (2000b) finds that 62 percent of agencies created since 1946 have been terminated. This impermanence and the nonvoluntary nature of the relationship suggests that the model must be fundamentally changed if it is to be useful. Second, termination is sometimes not feasible because the bureaucracy is a monopoly provider (e.g., national defense) or the transaction costs of termination are massive (e.g., abolishing the Department of Education). Such relationships in realistic terms become mandatory, not voluntary. Both problems illustrate the need for theoretical development that incorporates these institutional aspects of bureaucracy.

Examining the empirical studies reveals few analyses claiming to use agency theory that actually take advantage of the driving features of principal-agent models—goal conflict and information asymmetry (see Waterman and Meier 1998). Principal-agent models assume conflict between the goals of the principal and the agent (Ross 1973). While this may be true for many agencies responsible for implementing regulatory policies, it is a questionable assumption in instances in which politicians and administrative agencies do not have inherently conflicting goals. For instance, distributive policies that yield positive-sum gains for clientele groups, congressional committees, and bureaucratic agencies (Ripley and Franklin 1984) do not fit the depiction of the principal-agent model as it was originally developed in law and financial economics. In these areas, agencies and legislatures will share goals. An appropriate empirical illustration of this symbiotic agency-political relationship can be found in the U.S. Department of Agriculture’s (USDA's) farm credit programs (Meier, Polinard, and Wrinkle 1999). The conventional principal-agent hypothe-
sis, that politicians will attempt to control the bureaucracy through monitoring and incentives, is misguided in these types of agency-political relationships. The moral hazard problem endemic in conventional models is not a serious issue when bureaucracies (subordinates) acting in their own best interests take actions consistent with the goals of political institutions (superiors; see Brehm and Gates 1997).

In other ways, our empirical knowledge has far outdistanced this simply theory. As an illustration, Khademian (1995) examined what she called bottom-line agencies, those characterized by goal consensus and substantial information asymmetry. Her conclusion was that infrequent but goal-oriented legislation is the primary method of control. Procedural controls will not be considered. Meier, Polinard, and Wrinkle (1999), examining agricultural debt, corroborated Khademian’s finding and demonstrated that other traditional principal-agent variables had little impact. A second, related hypothesis from the literature is that political control is enhanced by, but needed less, when clear, precise statutes are the responsibility of a single agency with sufficient resources (Mazmanian and Sabatier 1989). While this pattern rarely occurs, statutory coherence can be measured, and some evidence suggests that coherence matters (Meier and McFarlane 1996).

Developing theory in this area involves determining which types of bureaucracies respond, and in what ways, to political pressure. From the bureaucratic politics literature, we already know that agencies with support from clientele groups are less likely to respond to demands from political officials (Rourke 1984; Rubin 1985). Meier (1997) speculated that democratic constitutional legitimacy matters; if one defines the legitimacy of political pressure with legislation at one pole and ex parte contact on an adjudication at the other, as one moves toward the legislative pole bureaucracies are more responsive to political demands.

These tidbits of political control could be integrated theoretically. Such a theory would recognize that institutional characteristics generate certain types of interactions with other institutions. The real breakthrough in institutional theory will go to the first person who links the structural characteristics of both political and administrative institutions to the ways in which they interact with one another.

Miller (2000) presents another challenge to the principal-agent model. Using theoretical work developed for private sector organizations, he argues that principal-agent models will not produce benefits
consistent with the goals of principals. Private sector organizations have solved the moral hazard and adverse selection problems by divorcing ownership (principals) from management (agents) and consciously recruiting managers with goals different from ownership. In these models, goal conflict is a positive good and should not be minimized. Contemporary principal-agent theory, according to Miller, provides the wrong guidance in policy design.

In addition to macrotheories of bureaucracy and its interaction with political institutions, more middle range theories of bureaucratic decision making are also needed. This book provides two illustrations. Daniel P. Carpenter, in his chapter, argues that voting theories are inappropriate because bureaucratic decisions are essentially decisions to stop a process. His stopping processes models can be applied to a wide variety of bureaucratic decisions in which the choice is between action and inaction (Food and Drug Administration drug approvals, issuing rules by regulatory agencies, citing a violation of law, granting a license, etc.). One interesting future theoretical question is how stopping processes are altered when political principals impose a time limit on the processes. Using bureaucratic organizations as the decision unit of analysis, George A. Krause examines agency risk taking in terms of how much discretion agencies wish to obtain in relation to the policy outcome uncertainty that they confront. This allows deriving empirically testable conditions of risk-averse, risk-neutral, and risk-seeking bureaucratic behavior.

Normative theory with regard to bureaucracy has generally been ignored by political scientists, even though theories such as budget maximization have normative implications. David B. Spence in this volume uses rational choice logic to argue that in some cases citizens will prefer decisions made by bureaucrats rather than by elected officials. The degree to which expertise tempers representation processes is the key factor in this decision for citizens. Spence’s work is a blueprint for those interested in designing public policy to be responsive to a set of values, be they citizen preferences, overall efficiency, or some other value.

Just as all principal-agent theorists assume that the principal’s values should be controlling, an extensive literature in bureaucratic politics supports democratic control over bureaucracy (see Rourke 1984). At the same time, because the process of establishing democratic values through overhead democracy is not especially efficient (i.e., there is a great deal of slippage between the electorate and representatives) and because indi-
vidual bureaucrats are also citizens and may hold appropriate values, trade-offs between democracy and bureaucracy are possible. A normative theory that started from the premise that democratic values, while important, should not always be controlling (e.g., Meier 1997) would argue for different institutional relationships than would the conventional principal-agent model of political control over the bureaucracy with its key simplifying assumption of principal supremacy.

Exploiting the Variance in Bureaucracies

Bureaucracy scholars overstudy federal regulatory agencies. Early quantitative studies of bureaucracy (Moe 1982; Weingast and Moran 1983; Wood 1988) examined regulatory agencies, and their example provided a template for subsequent studies. Federal regulatory agencies, however, have characteristics distinctly different from those of other bureaucracies, especially in terms of variables related to political control. This overfocus on regulation calls into question how general the findings in the literature are.

At least two solutions to this problem exist. First, most bureaucracies are local. If scholars want a situation in which one can turn some of our variables into constants and get good comparability across agencies, then the best strategy is to select the same type of agencies across states or local jurisdictions (Gordon 2000; Ingraham and Kneedler 1999; Schneider and Jacoby 1996). The most common bureaucracies in both number and employment are schools, yet only recently have schools been used to examine questions of bureaucracy (e.g., Abernathy 2000; Chubb and Moe 1990). Using state or local agencies sometimes increases the difficulty of gathering data since the analyst must contact more than one agency with a survey or a Freedom of Information Act request, but the large number of such agencies means that the response rate does not have to be perfect. A cross-sectional analysis of this sort could also be done cross-nationally, although data-gathering problems would increase significantly. A theoretical effort to do this by Thomas H. Hammond, included in this volume, considers how alternative institutional arrangements produce different types of policy outcomes. Recent cross-national research on the topic of political delegation to the bureaucracy by Huber (2000) and Huber and Shipan (2002, 2000) has begun to make vital theoretical and empirical strides in addressing this issue from an electoral institutions perspective in a manner that builds on American work by Epstein and O’Halloran (1999). What remains unearthed altogether, however, is a concerted theoretical
and empirical focus on how public bureaucracies function in a variable manner cross-nationally from an organizational perspective.

Second, we could easily focus on nonregulatory agencies at the federal level. Social service agencies, as another illustration, are differently structured, with different traditions and standard operating procedures (see Goodsell 1983). Similar arguments could be made for redistributive agencies, pork barrel agencies, government corporations, and advisory organizations. If Lowi’s (1964) typology of policies is not useful, then perhaps Wilson’s (1989) typology of government organizations will be. Recent movements into nonregulatory agencies such as health care (Balla 1998), social welfare (Keiser and Soss 1998), and agriculture (Meier, Wrinkle, and Polinard 1995) are long overdue. Keiser, in this volume, continues her work on social welfare agencies; Smith (this volume) examines bureaucratic values in educational organizations, and Corder (this volume), uses federal credit policies.

Future studies of bureaucracy need to continue these nascent efforts to expand the range of bureaucracies studied. Bureaucracy takes many forms—nonprofits, networks, government corporations—and engages in a wide variety of different relationships with political institutions. Only by increasing the variation in the types of bureaucracy that are studied can we hope to provide general findings about how the bureaucracy functions within a representative democracy.

Explicit Incorporation of Structure

As scholars, we have a great deal to contribute by relying on our strength, the understanding of how structures affect behavior. Two types of structures are relevant. First, standard operating procedures both within and external to the agencies are important. Agriculture agencies, for example, interact with Congress in ways different from, say, the Environmental Protection Agency. Health research agencies have different interactions with appropriations committees than the Equal Employment Opportunities Commission (EEOC) does. A brief reading of congressional hearings can document these differences. Some of these differences in interactions might be a function of mission or it might be something else, but relationships are structured differently across agencies, and this affects policy decisions.

Second, organizational structures need to be incorporated in our work. Structural questions once were central to the study of bureaucracy. The
work of Meier and Bohte reintroduces the concept of span of control to the study of bureaucracy. Meier and Bohte (2000a) derived some theoretical expectations and then examined the impact of span of control on agency outputs in educational organizations. A second essay (2000b) claims that wider spans of control provide greater discretion to street-level bureaucrats; they then test this by using the logic of representative bureaucracy, finding that minority teachers have more impact in decentralized systems.

Numerous other internal structures affect organizational performance. Decentralization is a concept that is sometimes addressed by examining local units or regions of federal bureaucracies; it is a concept that needs to be brought to the forefront. Decentralized organizations are dominated by street-level bureaucrats; attempts to generalize the models of Brehm, Gates, and Gomez to other such organizations are likely to have some positive results. Recruitment processes and structures within administrative agencies also clearly matter (Carpenter 2001). The reliance of the USDA on state land grant schools, OSHA’s initial preference for industrial hygienists and safety engineers, and the 1960s Federal Trade Commission recruitment from second-rate southern law schools all affected the development of these organizations.

From the public administration literature, the concept of networks is also relevant (Milward and Provan 1998; O’Toole 1997). Policy, in many areas, is no longer implemented by means of a single organization but by a network of organizations that often operate across levels of government. The lack of hierarchical control in networks implies that different leadership styles are needed for effective policy implementation. Theoretical work on networks from sociology can be useful in trying to get a handle on interorganizational networks (e.g., Skvoretz and Fararo 1996; Skvoretz and Willer 1993). For instance, does evidence of strong or weak ties (Granovetter 1973) affect patterns of relationships between superiors and subordinates within an administrative organization, among bureaucratic organizations, and among politicians and agencies? This question has critical implications for key concepts such as control, accountability, and effectiveness. Scholarship on policy networks that focuses on national policy subsystems may be instructive for analyzing how bureaucratic agencies interact with one another as well as with the larger political environment (Carpenter, Esterling, and Lazer 1998; Laumann and Knoke 1987; Heinz, et al. 1993).
Structure is not just an internal variable; it can also be used to sharpen other analyses. Mintzberg’s (1983) examination of organizational structures argues for various methods of control within an organization, including oversight, socialization of values, standardizing training, and routinization of procedures. His work is intended to operate within an organization but with little effort could be transformed into an approach to presidential control over the bureaucracy. Presidential tools such as reporting (oversight), socialization of values (orientating political appointees to presidential priorities), recruiting individuals with given values (those who share values with the president), and so on are similar to Mintzberg’s internal organizational structures. Mintzberg’s theory could both integrate the methods of presidential control and suggest when one set of controls is more likely to be used.

A few hypotheses about how internal structure might affect external relationships also come to mind. Overhead controls will work less well in highly decentralized organizations with strong value socialization like the Forest Service. Agencies that have regional offices but do not rotate their personnel from region to region will develop a heterogeneous set of values that will be difficult to direct centrally. In terms of formal structures, O’Toole’s (1997) work on networks suggests that they are far more difficult to control than hierarchies. Relatedly, Milward and Provan’s (1998) empirical analysis of mental health networks in four cities finds that the most effective network was controlled by a monopoly provider that dominated both service provision and the terms under which mental health services and funding were provided by other agencies. Taken together, this suggests that networks have considerable difficulty in undertaking concerted action unless authority can be consolidated and exercised in a unified manner.

Considerable merit exists for the thesis that bureaucratic structure is important in understanding how administrative agencies operate and that it is inherently political in nature (Moe 1989, 1990; see also Knott and Miller 1987). Recent research by Lewis (2000a) has shown that some administrative agencies are structured in a manner that makes them more susceptible to political influence than others (see also Wood and Anderson 1992). Analysis of bureaucratic structures can also help us to understand how bureaucratic decisions and outcomes disseminate through the regional field offices found in many federal bureaucracies (Gordon 2000; Schmidt 1995; Whitford 1998). Finally, the structure of
bureaucratic organizations also matters in assessing how different types of bureaucratic agents, who are appointed in a differential manner, respond to the “contractual” versus “noncontractual” principals that they must encounter (Krause 1994, 1996b).

**Methods**

The scientific study of bureaucracy needs to adopt methods that correspond to the data-generating process in bureaucracies. Gill and Meier (2000) make a series of general points about methods and their fit with the types of problems that are relevant to the studies in this book. The correspondence between Bayesian methods and how bureaucracies actually make decisions is self-evident. The essay also suggests greater use of qualitative methods that can reflect values (substantively weighted analytical technique, SWAT), methods that incorporate the autoregressive nature of bureaucracies (time-series), and a skepticism of traditional hypothesis testing. In this volume, two of the essays’ main contribution is to push the methodological boundaries of inquiry in the study of public bureaucracy. Brehm, Gates, and Gomez introduce both new graphical and statistical modeling approaches, using compositional data analytic techniques to analyze workers’ choices. Whitford’s analysis of agency competition, punishment, and imitation applies computational (or computer simulation) methods to analyzing bureaucratic organizations. In addition, recent research has placed considerable emphasis on the timing of bureaucratic decisions (Carpenter 2000b; Whitford 1998) and life expectancies for administrative agencies (initially raised in Downs 1967 and Kaufman 1976) using event history and duration statistical modeling techniques (Carpenter 1999; Lewis 2000b).

Other examples of adjusting methods to problems could be found. A historical example is the way courts and administrative agencies have learned to deal with each other over time. In 1965, Kenneth Culp Davis contended that agencies generally ignored courts, but by 1996 Spriggs (1996) found agencies very responsive to court decisions. The responsiveness of agencies to courts of law varies by agency, but clearly some equilibrium has been reached on the scope of court oversight and the degree of responsiveness by agencies. The conclusion that the relationships between bureaucracy and other institutions will be in long-run equilibrium implies that these relationships should be examined via the methods of cointegration. Similarly, Moe’s (1985) argument about the National Labor
Relations Board, whereby labor and management adjust their expectations to the ideology of the board, could also be analyzed in this manner with a long enough time-series.

**Conclusion**

This volume provides a series of essays that examine public bureaucracy from a bureaucentric perspective. The work has much in common with the “new institutionalism” of the past two decades in terms of an emphasis on systematic inquiry containing logical and/or empirical rigor and the attempt to understand how the administrative state functions in a democracy. This “new organizations” approach, however, departs from new institutionalism with respect to investigating public bureaucracies. The former view maintains that the key to understanding the administrative state is not to focus solely on democratic institutions such as the president, Congress, and the courts in order to explain bureaucratic behavior and decision making, as displayed in new institutionalism scholarship, but to also focus on a thorough analysis of bureaucratic agencies as institutions of governance that contain their own unique incentives, procedures, and preferences for administering public policy. Although administrative agencies can be notably affected by rules and procedures designed by legislatures to control the former’s behavior; they do not sit on the sidelines as spectators when chief executives and legislatures bargain and maneuver over their fate (Carpenter 2000; Hammond and Knott 1996; Wilson 1989). The point that administrative agencies play a vital role in shaping how policy is administered cannot be overlooked in the study of the politics of the administrative state.

We concur with a sentiment expressed by Moe (1984, 758) nearly two decades ago when discussing the new economics of organization and its subsequent application to the study of public bureaucracies within political science.

In all likelihood, the contractual paradigm will continue to dominate economic approaches to organization, owing to its linkages to neoclassicism. But it will also continue to include diverse approaches, some far more concerned than others with the empirical richness. The principal-agent model, ideally suited to the analysis of hierarchical relationships, is understandably the major means of formal modeling at present and should become well-established as an important tool for organizational analysis. Given the counter-
vailing influences, however, and given the broader tasks of organization theory, the current fervor surrounding the principal-agent model will likely give way to a more eclectic methodology within which that model plays a less pronounced but integral role.

Clearly, the application and utility of principal-agent and other contractually based paradigms as important theoretical devices in understanding bureaucratic performance within political science have been demonstrated. At the same time, however, these approaches suffer from inherent limitations that prevent us from acquiring an adequate understanding of many vital issues that we need to address as social scientists concerned with theory building and empirical testing of hypotheses centered on how public bureaucracies function within a democratic system of governance. We believe the time has come for more eclectic approaches in scientifically analyzing public bureaucracy in democratic settings.

The essays contained in this volume attempt to enhance our theoretical and empirical understanding of how bureaucracies operate as distinct organizations as well as in relation to the larger political environment. These works seek a better understanding of how bureaucratic organizations perform by placing primary emphasis on analyzing these entities as opposed to relying on other democratic institutions for answers regarding administrative behavior. Our goal is that future scholarship on public bureaucracy within political science will not eschew the importance of administrative organizations when developing theories and empirical tests concerning the functioning of the administrative state.

Notes


2. Our basic theoretical understanding of the principal-agent model is well developed in some instances (e.g., see Bendor, Taylor, and Van Gaalen 1985; Perrow 1986; Mitnick 1980; and Moe 1984). The applied theoretical work tends to address relatively small, specific problems (e.g., budget maximizing) in order to make the problem tractable. This permits these applied theorists to deal with a relatively sophisticated bureaucracy on the strategy side if not on the goals side.
Alt, James E., Gary King, and Curtis S. Signorino. 2001. “Aggregation among
Binary, Count, and Duration Models: Estimating the Same Quantities from Different Levels of Data.” Political Analysis 9.


———. 1985. “Bureaucratic Expertise versus Legislative Authority: A Model of
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